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1. Introduction.† In the present paper we treat the variable end point problem of the calculus of variations in parametric form in m-space with end points variable on manifolds.

We set up the index form associated with an extremal segment cut transversally by two manifolds. We characterize the type numbers and nullity of this form, and apply our results to give necessary conditions and sufficient conditions for a minimum. Our characterization is partly in terms of focal
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points, and partly in terms of the type numbers and nullity of a certain fundamental invariant function which we define.

The results which we obtain are new. They include a complete generalization of the classical Jacobi conditions, which so far as we know have never even been formulated for the variable end point problem in space (3), either for the problem in parametric form or for the problem in non-parametric form.

We wish to thank Professor Marston Morse for kindly reading this paper and suggesting many improvements in form of presentation which we have adopted. Our work here is closely related to Morse’s paper on separation theorems (4), and depends directly on the results obtained by Morse for the one-variable-end-point problem.

I

2. The integrand. Let $R$ be an open region in the space of the variables $(z) = (z_1, \cdots, z_m)$. Let $F(z, r) = F(z_1, \cdots, z_m, r_1, \cdots, r_m)$ be a function of class $C^1$ for $(z)$ in $R$ and $(r)$ any set not $(0)$. We suppose that $F$ is positively homogeneous of order one in the variables $(r)$. Let $J$ be the following integral in parametric form:

\[ J = \int F(z, \dot{z}) dt, \]

where $(\dot{z})$ stands for the set of derivatives of $(z)$ with respect to $t$.

Let $g$ be an extremal segment lying in $R$. We suppose that $g$ is an ordinary curve of class $C''$. Let $F_i$ and $F_{ij}$ denote the first and second partial derivatives of $F$ with respect to the $(r)$’s in the usual way. We assume that $F$ is positively regular along $g$, that is, we suppose that

\[ F_{ij}(u_i u_j) > 0 \quad (i, j = 1, \cdots, m), \]

where the arguments of the partial derivatives of $F$ are $(z, \dot{z})$ taken along $g$, and $(u)$ is any set not $(0)$ nor proportional to $(\dot{z})$.

We assume that $F(z, \dot{z})$ is positive for $(z, \dot{z})$ taken along $g$. This assumption is a matter of convenience, and is not an essential restriction on the problem.

3. Admissible fields of extremals. Let $H$ be an $(n = m - 1)$-parameter family of extremals whose equations are given parametrically in the form

\[ z_i = z_i(t, \sigma) = z_i(t, \sigma_1, \cdots, \sigma_n) \quad (i = 1, \cdots, m; n = m - 1) \]

where the above functions together with their first partial derivatives with
respect to \( t \) are of class \( C'' \) for \( (\sigma) \) near \( (\sigma^0) \) and \( t \) on the closed segment \((a, b)\) of the \( t \)-axis.

The family \( H \) will be said to constitute an admissible field if the following four conditions are satisfied.

(i) The extremal \( g \) is a member of \( H \), and for \( (\sigma) = (\sigma^0) \) (3.1) give the equations of \( g \) in terms of arc length \( t \) as parameter.

(ii) For \( (\sigma) \) constant near \( (\sigma^0) \), (3.1) give the equations of an extremal \( y \) of the family \( H \), and the parameter \( t \) is arc length along \( y \).

(iii) The Jacobian of the functions (3.1) with respect to the parameters \((t, \sigma)\) evaluated for \( (\sigma) = (\sigma^0) \) vanishes, if at all, for isolated values of \( t \) on the closed segment \((a, b)\) of the \( t \)-axis.

(iv) The family \( H \) is a Mayer field, that is, the Hilbert invariant integral exists and is independent of the path for all paths lying in the field.*

4. Focal points and transverse manifolds. Let \( H \) be an admissible field of extremals as defined in the preceding section. Let the equations of \( H \) be given in the form (3.1).

The points of \( g \) corresponding to values of the parameter \( t \) for which the Jacobian \( \dagger \) of the functions (3.1) vanishes are said to be the focal points (on \( g \)) of the field \( H \). The order of a focal point is defined as the nullity of the Jacobian matrix at the corresponding point.\( \ddagger \)

Let \((\bar{z})\) be a point of \( g \) not a focal point of the field \( H \). The set of first partial derivatives of the functions (3.1) with respect to \( t \) can be expressed as a set of functions of \((\bar{z})\) for \((\bar{z})\) near \((\bar{z})\). This set of functions, which we denote by \( r(\bar{z}) \), is said to be the set of direction cosine\( \S \) functions of the field \( H \). The particular set of values that \( r(\bar{z}) \) take on for a fixed value of \((\bar{z})\) is said to be the set of direction cosines of the field \( H \) at the point \((\bar{z})\). The set \( r(\bar{z}) \) is said to be the set of direction cosines of \( g \) at \((\bar{z})\), and will be denoted as the set \((r)\).

Let \( V(z) \) be the Hilbert integral associated with the field \( H \). The function \( V(z) \) is uniquely defined (up to an additive constant) for \((z)\) near \((\bar{z})\), where \((\bar{z})\) is any point of \( g \) not a focal point of \( H \). As is well known, the Hilbert integral has the following explicit form as a line integral:

\[
(4.1) \quad V(z) = \int F_i dz_i \quad (i = 1, \ldots, m),
\]

* Cf. Bliss (5), loc. cit. The Hilbert integral can be expressed either as a function of the parameters \((t, \sigma)\) or as a function of the coordinates \((z)\) of points in the space \((z)\). When expressed as a function of the parameters the Hilbert integral is uniquely defined for \((\sigma)\) near \((\sigma^0)\) and \( t \) on the closed segment \((a, b)\) of the \( t \)-axis. When expressed as a function of \((z)\) the Hilbert integral is uniquely defined for all points near points of \( g \) not focal points of the field \( H \).

\( \dagger \) That is, the Jacobian of (3.1) with respect to the \( m \) variables \((t, \sigma)\), evaluated for \((\sigma) = (\sigma^0)\).

\( \ddagger \) Cf. Morse (2), loc. cit., pp. 383–384, also p. 397; also Morse (2'), loc. cit.

\( \S \) We recall that the parameter \( t \) gives arc length along the extremals of the field \( H \).
where the arguments \((r)\) of the partial derivatives of \(F\) are taken as the set of direction cosine functions \(r(z)\).

We see from (4.1) that the first partial derivatives of the function \(V(z)\) are equal respectively to the partial derivatives \(F_i[z, r(z)] \quad (i = 1, \ldots, m)\). For \((z) = (z)\) these partial derivatives do not vanish simultaneously, as is well known, since the integrand \(F\) is positive along \(g\). The manifold \(M\), whose equation may be written as follows,

\[
(4.2) \quad V(z) - V(\hat{z}) = 0,
\]
is said to be the transverse manifold of the field \(H\) at the point \((z)\) of \(g\). Because of the fact that the first partial derivatives of \(V(z)\) do not vanish simultaneously for \((z) = (\hat{z})\), equation (4.2) can be solved for one of the \((z)\)'s in terms of the remaining \(n = m - 1\) of the \((z)\)'s as independent variables. This fact is well known, and its proof follows at once from well known implicit function theorems.

5. Admissible broken extremals. Let \(H\) and \(H'\) be two admissible fields of extremals. Let \(M\) be a transverse manifold of the field \(H\), where \(M\) cuts \(g\) at some point not a focal point of \(H\). Let \(M'\) be a transverse manifold of \(H'\) cutting \(g\) at some point not a focal point of \(H'\). We assume that the positive sense on \(g\) is the sense from \(M\) to \(M'\).

Let

\[
(5.1) \quad M, M^1, \ldots, M^n, M'
\]
be \(\alpha + 2\) manifolds, of which the first and the last are defined above. Let the manifolds (5.1) cut \(g\) at successive points, and let them be so close together that there are no pairs of conjugate points on any of the closed segments of \(g\) between successive manifolds.

We assume that the interior manifolds, that is, the manifolds \((M^1, \ldots, M^n)\), cut \(g\) at ordinary points, that is, at points which are not focal points of \(H\) or of \(H'\).

We assume that the equations of the manifold \(M^k\) are given parametrically in terms of \(n = m - 1\) of the \((z)\)'s as parameters, and that the equations are of class \(C''\). We assume that \(M^k\) is not tangent to \(g\).

Let

\[
(5.2) \quad P, P^1, \ldots, P^n, P'
\]
be \(\alpha + 2\) points neighboring \(g\) and lying on the manifolds (5.1) respectively. The points (5.2) can be joined by unique successive extremal segments neighboring \(g\) and forming a broken extremal \(E\), said to be an admissible broken extremal.
Let \((u) = (u_1, \ldots, u_p)\) be \(\mu = (\alpha + 2)n\) variables. We assume that the set \((u)\) consists of \(\alpha + 2\) successive subsets, and that these subsets are sets of parametric coordinates on the successive manifolds (5.1). Let \((u^0)\) be the set of parameters \((u)\) which corresponds to the set of points in which the manifolds (5.1) are cut by \(g\). Let \((u)\) be the set of parameters \((u)\) which corresponds to the set of points (5.2). We shall say that the set \((u)\) is the set of parametric coordinates of the admissible broken extremal \(E\).

6. The index form associated with two transverse manifolds. Let \(H\) and \(H'\) be two admissible fields of extremals, and let \(M\) and \(M'\) be two transverse manifolds of \(H\) and \(H'\) respectively.

Let \(E\) be an admissible broken extremal as defined in the preceding section, and let \((u)\) be the parametric coordinates of \(E\).

The integral (2.1) taken along \(E\) is a function of \((u)\) which we denote by \(J(u)\). For \((u) = (u^0)\), \(E\) becomes the segment of \(g\) between \(M\) and \(M'\). The function \(J(u)\) has a critical point for \((u) = (u^0)\).

The index form \(Q(u)\) is defined as follows:

\[
Q(u) = J^0_{i,j}(u,u) \quad (i, j = 1, \ldots, \mu),
\]

where the partial derivatives of \(J\) are denoted in the usual way, and the superscripts zero indicate that these partial derivatives are to be evaluated for \((u) = (u^0)\).

7. The fundamental lemmas on the index form. Let \((v) = (v_1, \ldots, v_n)\) be the set of parameters on the manifold \(M^k\). The set \((v)\) is a subset of the variables \((u)\) which have been defined as the parametric coordinates of admissible broken extremals. Let \((x)\) be the complementary subset. We now denote the variables \((u)\) interchangeably as \((u)\) and as \((x, v)\).

Let \(E\) be an admissible broken extremal which has no corners except on the manifold \(M^k\). Let the first segment of \(E\) between \(M\) and \(M^k\) be a member of the field \(H\), and let the second segment of \(E\) from \(M^k\) to \(M'\) be a member of the field \(H'\). The broken extremal \(E\) is uniquely determined by the corner point on \(M^k\). Let \((x, v) = (x^*, v)\) be the parametric coordinates of \(E\). We readily verify the fact that the elements of the set \((x^*)\) can be expressed uniquely as functions of class \(C'\) of the variables \((v)\). This follows from the fact that the manifold \(M^k\) does not cut \(g\) in a focal point of \(H\) or of \(H'\). The proof involves well known implicit function theorems and can be left to the reader.

The first variation of the integral (2.1) vanishes along the broken extremal \(E\) defined above, except possibly at the corner of \(M^k\). Hence the following first partial derivatives are zero:

\[
J_{x_i}(x^*, v) = 0,
\]
where the subscript \((i)\) runs through the set of all subscripts associated with the set of variables \((x)\), and \((v)\) is any set near \((v^0)\).

We replace the variables \((v)\) on the left of (7.1) by the variables \((v^0 + ev)\), thus obtaining an identity in \(e\) for \(e\) near zero. We differentiate the left hand side of this identity once with respect to \(e\) and set \(e = 0\). We obtain the result

\[
J^0_{x_i x_j} \frac{\partial x_j^*}{\partial v_k} v_k + J^0_{x_i v_k} v_k = 0,
\]

where the partial derivatives of the functions \((x^* )\) are to be evaluated for \((v) = (v^0)\), and the remaining notation is self explanatory.

Let \((x^e)\) denote the linear combination of \((v)\) which occurs on the left of (7.2). That is, let \((x^e)\) be the set

\[
x^e_j = \frac{\partial x_j^*}{\partial v_k} v_k
\]

where the partial derivatives involved are evaluated for \((v) = (v^0)\) and where the values through which the various subscripts run are indicated by the variables to which they are attached.

We now evaluate the index form on the sum of the sets \((u^1) = (x, 0)\) and \((u^2) = (x^e, v)\). We use a well known formulât which is

\[
Q(u^1 + u^2) = Q(u^1) + Q(u^2) + 2BQ(u^1, u^2),
\]

where \(BQ\) denotes the bilinear form whose matrix is the same as the matrix of \(Q\).

We see from (7.2) that the bilinear form \(BQ\) is identically zero on the variables \((u^1) = (x, 0)\), \((u^2) = (x^e, v)\). The quadratic form \(Q(u^1) = Q(x, 0)\) is a form on the variables \((x)\) alone. The form \(Q(u^2) = Q(x^e, v)\) is a form on the variables \((v)\) alone, since \((x^e)\) depends linearly on the \((v)\)'s. We have thus proved the following lemma.

**Lemma 1.** The index form \(Q(u)\) evaluated on the variables \((u) = (x + x^e, v)\), where \((x)\) and \((v)\) are arbitrary and \((x^e)\) depends linearly on the \((v)\)'s as in (7.3), is identically equal to the sum of a form on the variables \((x)\) alone plus a form on the variables \((v)\) alone, viz. to \(Q(x, 0) + Q(x^e, v)\).

A corollary of Lemma 1 may be stated at once as follows.

**Lemma 2.** The negative type number of the index form \(Q(u)\) is equal to the sum of the negative type numbers of \(Q(x, 0)\) and \(Q(x^e, v)\), and the nullity of the index form is equal to the sum of the nullities of the forms \(Q(x, 0)\) and \(Q(x^e, v)\).

8. The quadratic form \( Q(x', v) \). Let \( E \) be the broken extremal defined in the preceding section, which has one corner (on \( M^* \)) and whose first and second segments are members of the fields \( H \) and \( H' \) respectively.

The integral (2.1) taken along \( E \) can be expressed in terms of the Hilbert integrals. Let \( V(z) \) and \( V'(z) \) be the Hilbert integrals associated with the fields \( H \) and \( H' \) respectively. Then

\[
\int(x*, v) = V(z) - V'(z) + \text{const.}
\]

where \((x*, v)\) are the parametric coordinates of \( E \), and where it is understood that the Hilbert integrals \( V(z) \) and \( V'(z) \) are to be evaluated for \( (z) \) taken at the point \( \nu \) of the manifold \( M^* \).

Let the equations of the manifold \( M^* \) be given in terms of the parameters \( \nu \) as follows:

\[
z_i = z_i(\nu) = z_i(\nu_1, \ldots, \nu_n) \quad (i = 1, \ldots, m).
\]

Let \( d_i \) be the value of the first partial derivative of the function \( z_i(\nu) \) with respect to \( \nu_i \) for \( \nu = (\nu^0) \).

We now replace the variables \( \nu \) on the left of (8.1) by the variables \( (\nu^0 + e\nu) \), remembering not only that the set \( \nu \) occurs in the arguments of \( J(x^*, \nu) \) as indicated explicitly but that also each element of the set \( (x^*) \) is a function of \( \nu \) as explained in the preceding section. We replace the variables \( \nu \) on the right of (8.2) by the variables \( (\nu^0 + e\nu) \), and we assume that the resulting functions of \( e \) are substituted for the arguments \( (z) \) of the Hilbert integrals which occur on the right of (8.1). Equation (8.1) then becomes an identity in \( e \) for \( e \) near zero. We differentiate each side of this identity twice with respect to \( e \) and set \( e = 0 \). On the left we obtain the form \( Q(x', v) \), and on the right we obtain an explicit expression for this form. We thus establish the identity

\[
Q(x', v) = Q_{hk} d_k d_s v_i v_j \quad (h, k, i, j = 1, \ldots, m),
\]

where \( Q_{hk} \) is the coefficient of the quadratic form \( Q(x', v) \), and \( d_k \) is the partial derivative of \( z_k(\nu) \) with respect to \( \nu_k \).

We use the explicit formula (4.1) for the Hilbert integrals. We perform the differentiation indicated on the right of (8.3). We obtain the further result

\[
Q(x', v) = F_{hk} \left( \frac{\partial r_h}{\partial z_k} - \frac{\partial r_h}{\partial z_k} \right) d_k d_s v_i v_j \quad (h, k, s = 1, \ldots, m; i, j = 1, \ldots, n),
\]

where \( r(z) \) are the direction cosine functions of the fields \( H \) and \( H' \) respectively. The arguments of the partial derivatives of \( F \) are \( (\hat{z}, \hat{r}) \), where \( (\hat{z}) \) is the point in which \( M^* \) cuts \( g \) and \( (\hat{r}) \) is the set of direction cosines of \( g \).
at this point. The partial derivatives of the direction cosine functions are evaluated for \( \theta = \alpha \).

By hypothesis (§5) the parameters \( \theta \) are \( n = m - 1 \) of the \( \theta \)'s. Hence the matrix of partial derivatives of the functions (8.2) is of rank \( n \), that is, \( d \) is of rank \( n \). By hypothesis (§5) the manifold \( M^k \) is not tangent to \( g \). Hence the set \( \{ \vec{e} \} \) is linearly independent of the columns of \( d \). Hence the matrix \( || \vec{d} \vec{d} || \) is of rank \( m \).

Now let \( v_0 \) be an arbitrary variable. We define a set of variables \( \psi = (\psi_1, \cdots, \psi_m) \) in terms of the variables \( (v_0, v_1, \cdots, v_n) \) as follows:

\[
\psi_i = \vec{e}, v_0 + d_i, v_j \quad (i = 1, \cdots, m; j = 1, \cdots, n; n = m - 1).
\]

We make use of the well known identity \( F_{v_0}(\vec{e}, r) r_i = 0 \) \( (i, j = 1, \cdots, m) \). We find that

\[
Q(x', \psi) = F_{sh} \left( \frac{\partial r_s}{\partial \psi_h} - \frac{\partial r_h}{\partial \psi_s} \right) \psi_s \psi_h \quad (s, h, k = 1, \cdots, m),
\]

where \( \psi \) is given by (8.5), with \( v_0 \) arbitrary, and \( Q(x', \psi) \) is the quadratic form which occurs on the left of (8.4).

The form on the left of (8.6) is a quadratic form in \( m - 1 \) variables \( \psi \) (the set \( x' \) depending linearly on \( \psi \)). The form on the right of (8.6) is a form on \( m \) variables. The two forms are related by the non-singular collineation (8.5). Hence the following lemma is true.

**Lemma 1.** The negative type number of the form \( Q(x', \psi) \) is equal to the negative type number of the form on the right of (8.6), where \( \psi \) is an arbitrary set of variables. The nullity of \( Q(x', \psi) \) is one less than the nullity of the form on the right of (8.6).

The form on the right of (8.6) does not depend upon the manifold \( M^k \). Hence the following lemma is true.

**Lemma 2.** The negative type number and nullity of \( Q(x', \psi) \) are independent of the manifold \( M^k \).

The form \( Q(x, 0) \) referred to in Lemma 2, §7, is from its definition independent of the manifold \( M^k \). Hence by Lemma 2, §7, and Lemma 2 of this section, the negative type number and nullity of the index form \( Q(\psi) \) are independent of the manifold \( M^k \). This result applies to each of the manifolds \( (M^1, \cdots, M^m) \) defined in §5. Hence the following lemma is true.

**Lemma 3.** Let the manifolds \( (M^1, \cdots, M^m) \) be replaced by another set of admissible manifolds cutting \( g \) at the same successive points. Then the negative type number and nullity of the index form \( Q(\psi) \) remain unchanged.
9. The quadratic form \( Q(x, 0) \). The quadratic form \( Q(x, 0) \) is the index form \( Q(u) \) evaluated on the set \( (u) = (x, 0) \). That is, \( Q(x, 0) \) is obtained by setting the variables \( (v) = (0) \) in the index form. Let \( E \) be an admissible broken extremal passing through the point \( (z) \) in which \( M^k \) cuts \( g \). The subset \( (v) \) of the set of parametric coordinates of \( E \) is equal to \( (v^0) \). The parametric coordinates of \( E \) can be written as follows: \( (u) = (x^0 + e x, v^0) \). The quadratic form \( Q(x, 0) \) is then equal to the expression on the right of the following equation:

\[
(9.1) \quad Q(x, 0) = \frac{d^2}{de^2} J(x^0 + e x, v^0),
\]

where the second derivative on the right is evaluated for \( e = 0 \).

The function \( J(x^0 + e x, v^0) \) whose second derivative occurs on the right of (9.1) is essentially the sum of two functions, viz. the integral (2.1) taken along the broken extremal \( E \) from \( M \) to the point \( (z) \) plus the same integral taken along \( E \) from \( (z) \) to \( M' \). These two functions are independent of each other. We readily see that the form \( Q(x, 0) \) is equal to the sum of two quadratic forms, the first form being on the subset of the variables \( (x) \) which corresponds to the parameters on the manifolds \( M, M^1, \ldots, M^{k-1} \). The other form is on the subset of the variables \( (x) \) which corresponds to the parameters on the manifolds \( M^{k+1}, \ldots, M^M \). These two subsets are non-overlapping. The quadratic form on the first subset of the variables \( (x) \) is an index form associated with the problem of the calculus of variations in which one end point varies on the manifold \( M \) and the other end point is the fixed point \( (z) \). Its negative type number is equal to the sum of the orders of the focal points of the field \( H \) on the segment of \( g \) between \( M \) and \( (z) \), and its nullity is zero.* Similarly for the form on the complementary set of variables. Thus the following lemma is true.

**Lemma 1.** The nullity of the form \( Q(x, 0) \) is zero, and the negative type number of the form \( Q(x, 0) \) is equal to the sum of the orders of the focal points of the field \( H \) on the open† segment of \( g \) between \( M \) and \( (z) \), plus the sum of the orders of the focal points of the field \( H' \) on the open segment of \( g \) between \( (z) \) and \( M' \).

10. The fundamental invariant function \( I(z, w) \). The invariant function \( I(z, w) \) is defined in terms of the Hilbert integrals as follows:

\[
(10.1) \quad I(z, w) = (V_{ij} - V_{ij}) w_i w_j \quad (i, j = 1, \ldots, m)
\]

* Morse (2), loc. cit., p. 399, Theorems 3 and 4. In order to apply the results of Morse's Theorems 3 and 4 we require merely the result announced by our Lemma 3, §8. In applying Theorem 3 we remember that the point \( (z) \) is not a focal point of the field \( H \) (or \( H' \)).

† This segment can be open or closed, since its end points are not focal points of the field \( H \).
where $V(z)$ and $V'(z)$ are the Hilbert integrals associated with the admissible fields $H$ and $H'$ respectively, where $(z)$ is any point for which both $V(z)$ and $V'(z)$ are defined, and $(w)$ is any set.

We now state two lemmas concerning the invariant function.

**Lemma 1.** Associated with each point $(z)$ for which the invariant function $I(z, w)$ exists there are two absolute numerical invariants, viz. the negative type number and the nullity of $I(z, w)$.

**Lemma 2.** The negative type number of the quadratic form $Q(x', v)$ is equal to the negative type number of the invariant function $I(z, w)$ evaluated for $(z) = (\bar{z})$, where $(\bar{z})$ is the point in which $M^k$ cuts $g$. The nullity of $Q(x', v)$ is one less than the nullity of $I(\bar{z}, w)$.

Lemma 1 follows at once from the definition of the invariant function. Lemma 2 follows from Lemma 1, §8.

11. The type number and nullity of the index form. Let $q$ be the sum of the orders of the focal points of the field $H$ on the open segment of $g$ between $M$ and $(z)$, where $(z)$ is any point of the open segment of $g$ between $M$ and $M'$ excepting focal points of $H$ and $H'$. Let $q'$ be the sum of the orders of the focal points of $H'$ on the open segment of $g$ between $(\bar{z})$ and $M'$. Let $N$ and $h$ be respectively the negative type number and nullity of the invariant function evaluated for $(z) = (\bar{z})$.

**Theorem 1.** The negative type number $(N^0)$, and the negative type number plus the nullity $(N^0 + h^0)$, of the index form $Q(u)$ are given by the equations

\[ N^0 = q + q' + N, \quad N^0 + h^0 = q + q' + N + h - 1. \]

We can choose the manifolds (5.1) so that one of them, say the manifold $M^k$, cuts $g$ at the point $(\bar{z})$. Then Theorem 1 follows directly from the following lemmas, Lemma 2, §7, Lemma 1, §9, and Lemma 2, §10.

12. Conditions for a minimum. By a *regular* integral $/\!\!/$ we mean an integral of the form (2.1) where the hypotheses of §2 are all satisfied. We can use the results of Theorem 1 to give necessary conditions and sufficient conditions for a minimum. It is necessary that the index form $Q(u)$ be positive in order that the regular integral $/\!\!/$ take on a minimum along the segment of $g$ between $M$ and $M'$. It is sufficient for a weak proper relative minimum that the index form $Q(u)$ be positive definite. The index form is positive if and only if its negative type number is zero, and positive definite if and only if the sum of its negative type number plus its nullity is zero.

We state the results in the form of theorems as follows.
Theorem 2. In order that the regular integral $J$ take on a minimum along $g$ it is necessary that there be no focal points of $H$ or of $H'$ on the open segment of $g$ between $M$ and $M'$, and that the invariant function $I(z, w)$ satisfy the inequality

$$I(z, w) \geq 0$$

for $(z)$ taken along the open segment of $g$ between $M$ and $M'$, where $(w)$ is any set.

The inequality (12.1) is merely the condition that the negative type number $N$ of the invariant function $I(z, w)$ be zero, for all points $(z)$ of the open segment of $g$ between $M$ and $M'$.

Theorem 3. In order that the regular integral $J$ take on a weak proper relative minimum along $g$ it is sufficient that there be no focal points of $H$ or of $H'$ on the open segment of $g$ between $M$ and $M'$, and that there exist at least one point $(\bar{z})$ of the open segment of $g$ between $M$ and $M'$ such that the following inequality is satisfied for $(z) = (\bar{z})$:

$$I(\bar{z}, w) > 0,$$

where $I(\bar{z}, w)$ is the invariant function evaluated for $(z) = (\bar{z})$, and $(w)$ is any set not $(0)$ nor proportional to $(r)$, where $(r)$ is the set of direction cosines of $g$ at $(\bar{z})$.

We see that (12.2) is a necessary and sufficient condition in order that $N + h - 1 = 0$, where $N$ is the negative type number of $I(\bar{z}, w)$, and $h$ is the nullity of the same form. We see that if the conditions of Theorem 3 are satisfied the expression on the right of the second equation (11.1) will be zero, which is necessary and sufficient in order that the index form $Q(u)$ be positive definite.

Theorem 4. Let $J$ be a regular integral, and let the Weierstrass $E$-function $E(z, r, \sigma)$ be positive for $(z, r)$ taken along the closed segment of $g$ between $M$ and $M'$, where $(\sigma)$ is any set not $(0)$ nor proportional to $(r)$. Let there be no focal points of $H$ or of $H'$ on the open segment of $g$ between $M$ and $M'$. Let there exist at least one point $(\bar{z})$ of the open segment of $g$ between $M$ and $M'$ for which the inequality (12.2) is satisfied. Then the integral $J$ takes on a strong proper relative minimum along $g$.

Theorem 5. The necessary conditions of Theorem 2 are not only necessary but sufficient in order that the index form $Q(u)$ be positive, and the sufficient conditions of Theorem 3 are not only sufficient but necessary in order that the index form be positive definite.

Theorem 5 shows that the conditions of Theorems 3 and 4 are as close to being both necessary and sufficient as it is possible to give without making a study of higher variations than the second variation of the integral $J$. 
II. The Generalized Jacobi Conditions

13. A separation theorem. Let $\tilde{g}$ be any closed segment of $g$ whose end points $(z^1)$ and $(z^2)$ are not focal points of $H$ or of $H'$. We assume that the positive sense on $g$ is the sense from $(z^1)$ to $(z^2)$.

Let $k$ and $k'$ be respectively the sums of the orders of the focal points of $H$ and $H'$ on the closed segment $\tilde{g}$ of $g$.

Let $I(z, w)$ be the invariant function. Let $N^1$ and $h^1$ be respectively the negative type number and nullity of $I(z^1, w)$, and let $N^2$ and $h^2$ be respectively the negative type number and nullity of $I(z^2, w)$.

**Theorem 6.** The number of focal points of $H$ and $H'$ on the closed segment $\tilde{g}$ of $g$, and the type numbers of the invariant function $I(z, w)$ at the ends of this segment are related by the following identities:*  

\[(13.1) \quad N^1 + k' = N^2 + k, \quad h^1 = h^2.\]

We can assume without loss of generality that the closed segment $\tilde{g}$ of $g$ lies on the open segment of $g$ between $M$ and $M'$. If this condition is not satisfied we select new transverse manifolds, $M$, $M'$, which do enclose the segment $\tilde{g}$ on the open segment between them.

Now let $q$ be the sum of the orders of the focal points of $H$ on the open segment of $g$ between $M$ and $(z^1)$, and let $q'$ be the sum of the orders of the focal points of $H'$ on the open segment of $g$ between $(z^1)$ and $M'$. By Theorem 1, (11.1), the negative type number of the index form $Q(u)$ is given by the equation

\[(13.2) \quad N^0 = q + q' + N^1,\]

where $N^1$ is the negative type number of $I(z^1, w)$.

We can also apply Theorem 1, (11.1), to the point $(z^2)$ of the open segment of $g$ between $M$ and $M'$. We obtain the further result

\[(13.3) \quad N^0 = q + k + q' - k' + N^2,\]

where $N^2$ is the negative type number of $I(z^2, w)$, where $q + k$ is the sum of the orders of the focal points of $H$ on the open segment† of $g$ between $M$ and $(z^2)$, and where $q' - k'$ is the sum of the orders of the focal points of $H'$ on the open segment† of $g$ between $(z^2)$ and $M'$.

The right hand sides of (13.2) and (13.3) are different expressions for the

---

* Cf. Morse (4), loc. cit., p. 64, Theorem 6.
† These segments of $g$ can be taken as either open or closed, since in any case the end points of the segment involved are not focal points of the field of extremals involved.
The nullity of the index form \( Q(u) \) is always one less than the nullity of \( I(z, w) \), for \( (z) \) any ordinary point of \( \bar{g} \). This follows from Theorem 1. Hence the nullity of \( I(z^1, w) \) is the same as the nullity of \( I(z^2, w) \). Thus the second equation (13.1) is true.

14. The Jacobi conditions. Let \( M \) and \( M' \) be two transverse manifolds of the admissible fields \( H \) and \( H' \) respectively. Let the positive sense on \( g \) be the sense from \( M \) to \( M' \), and let \( Q(u) \) be the index form associated with the manifolds \( M \) and \( M' \).

Let \( (\bar{z}) \) be a point of \( g \) which lies in the positive direction from \( M' \), that is, \( (\bar{z}) \) does not lie on the open segment of \( g \) between \( M \) and \( M' \). Let \( (\bar{z}) \) be an ordinary point of \( g \).

Let \( q \) be the sum of the orders of the focal points of \( H \) on the open segment of \( g \) between \( M \) and \( (\bar{z}) \). Let \( q' \) be the sum of the orders of the focal points of \( H' \) on the open segment of \( g \) between \( M' \) and \( (\bar{z}) \).

Let \( N \) and \( h \) be respectively the negative type number and nullity of \( I(\bar{z}, w) \).

**Theorem 7.** The negative type number \( (N^0) \), and the negative type number plus the nullity \( (N^0 + h^0) \), of the index form \( Q(u) \) are given by the equations

(14.1) \[ N^0 = q - q' + N, \quad N^0 + h^0 = q - q' + N + h - 1. \]

Theorem 7 follows at once if we combine the results of Theorem 1 with the results of Theorem 6, as we now prove.

Let \( (z^1) \) be an ordinary point of the open segment of \( g \) between \( M \) and \( M' \), and let \( (z^2) \) be an ordinary point of \( g \) which lies in the positive direction from \( M' \). Let \( \bar{g} \) be the closed segment of \( g \) between \( (z^1) \) and \( (z^2) \).

Let \( q_1 \) be the sum of the orders of the focal points of \( H \) between \( M \) and \( (z^1) \), and let \( q'_1 \) be the sum of the orders of the focal points of \( H' \) between \( (z^1) \) and \( M' \). Let \( N^1 \) be the negative type number of \( I(z^1, w) \). Then by Theorem 1 the negative type number \( N^0 \) of the index form is given by the equation

(14.2) \[ N^0 = q_1 + q'_1 + N^1. \]

Now let \( N^2 \) be the negative type number of \( I(z^2, w) \), and let \( k \) and \( k' \) be respectively the sums of the orders of the focal points of \( H \) and \( H' \) on the segment \( \bar{g} \) of \( g \) which lies between \( (z^1) \) and \( (z^2) \). By Theorem 6, \( N^1 = N^2 + k - k' \). We substitute the expression \( N^2 + k - k' \) for \( N^1 \) in equation (14.2), thus establishing the result announced by the first equation (14.1). The second equation (14.1) can now be readily established.
15. The generalization of the classical Jacobi conditions.* Let the equations of \( g \) be given parametrically in terms of \( \tau \) as parameter, for \( \tau \) on the closed segment \((a, b)\) of the \( \tau \)-axis.

Let \( t \) be the \( \tau \)-coördinate of the first focal point of \( H \) in the positive direction from \( M \). Let \( (t'_1, \cdots, t'_n) \) be the \( \tau \)-coördinates of the first, second, etc., focal points of \( H' \) which lie in the positive direction from \( M' \), where focal points are counted according to order.

Let \((t-)\) be the \( \tau \)-coördinate of an ordinary point of \( g \) which lies in the negative direction from \( t \), and is very close to \( t \), so that no focal points of \( H \) or of \( H' \) lie between \((t-\) and \( t \).

Let \( N \) and \( h \) be respectively the negative type number and nullity of the invariant function \( I(z, w) \) evaluated for \((z)\) taken at the point of \( g \) whose \( \tau \)-coördinate is \((t-)\).

**Theorem 8.** In order that the index form \( Q(u) \) be positive [or be positive definite] it is both necessary and sufficient that one of the following mutually exclusive weak [or strong] inequalities be satisfied:

(i) \( t'_1 = t \leq t'_2 \), \( N \) \([\text{or } N + h - 1]\) = 0,

(ii) \( t'_1 < t \leq t'_2 \), \( N \) \([\text{or } N + h - 1]\) \(\leq 1\),

(iii) \( t'_2 < t \leq t'_3 \), \( N \) \([\text{or } N + h - 1]\) \(\leq 2\),

\(15.1\)

\(m-1\) \( t'_{m-2} < t \leq t'_{m-1} \), \( N \) \([\text{or } N + h - 1]\) \(\leq m - 2\),

\(m\) \( t'_{m-1} < t \leq t'_m \).

Theorem 8 follows at once from Theorem 7 and Theorem 1, and the proof will be left to the reader.

**Theorem 9.** In order that the regular integral \( J \) take on a minimum along \( g \) it is necessary that one of the mutually exclusive weak inequalities (i), \( \cdots \), \((m)\) of Theorem 8 be satisfied.

**Theorem 10.** In order that the regular integral \( J \) take on a weak proper relative minimum along \( g \) it is sufficient that one of the mutually exclusive strong inequalities (i), \( \cdots \), \((m)\) of Theorem 8 be satisfied.

**Theorem 11.** In order that the regular integral \( J \) take on a minimum along \( g \) it is necessary that the inequality

\(15.2\) \( t'_1 \leq t \)

be satisfied.

---

* Bliss (3), loc. cit.
Theorem 12. In order that the regular integral $J$ take on a weak proper relative minimum along $g$ it is sufficient that the inequality

$$t_{m-1}' < t$$

be satisfied.

Theorems 9 and 10 are as close as possible to giving conditions which are both necessary and sufficient. Theorems 11 and 12 (corollaries of Theorems 9 and 10) on the other hand are in general not at all close to giving conditions which are both necessary and sufficient. In order that the index form $Q(u)$ be positive it is not sufficient, in general, that $t_l' \leq t$. In order that the index form $Q(u)$ be positive definite it is not in general necessary that $t_{m-1}' < t$. In the special case $m=2$, that is, in the problem of the calculus of variations in 2-space, Theorems 11 and 12 are as close as possible to giving conditions which are both necessary and sufficient. We may state the facts here in the form of two theorems as follows.

Theorem 13. The classical Jacobi necessary condition in 2-space (that is condition (15.2)) is a sufficient condition in order that the index form be positive, and the classical Jacobi sufficient condition in 2-space (that is condition (15.3) for $m=2$) is a necessary condition in order that the index form be positive definite.

Theorem 14. The generalized necessary Jacobi conditions of Theorem 9 are sufficient conditions in order that the index form be positive and the generalized sufficient Jacobi conditions of Theorem 10 are necessary conditions in order that the index form be positive definite.

Theorems 9, 10, 11, 12, and 14 follow at once from Theorem 8.

Theorem 13 is somewhat more precise than Theorem 14 for the special case $m=2$. In 2-space the mutually exclusive conditions of Theorem 8 become the two conditions

$$t_l' = t \leq t_2', \quad N \ [\text{or } N + h - 1] = 0,$$

$$t_l' < t \leq t_2'.$$

It can be shown in 2-space that the strong condition (15.4) (i) is impossible, that is, it never occurs. If $t_l' = t$ then $h=2$, and the strong condition $N + h - 1 = 0$ cannot be fulfilled. Moreover, if $t_l' = t$ in 2-space, $h=2$ and $N=0$, so that the weak condition $N=0$ is automatically fulfilled. Hence Theorem 8 states more than is necessary to state in the special case $m=2$. In this case we need merely to state the inequalities between $t_l'$ and $t$ which occur in the first column of (15.4) without reference to the type numbers of the invariant function. Hence Theorem 13 is true. The proof of this fact requires a slightly
more extended study of the invariant function.* For the problem of the calculus of variations in space, that is, for \( m > 2 \), we cannot avoid bringing in the type numbers of the invariant function, and for all cases \( m > 2 \), Theorem 8, and Theorems 9, 10, 11, 12, and 14 are the most precise theorems which can be stated. They are of course all true for the case \( m = 2 \).

We can also give conditions for a strong minimum as follows.

**Theorem 15.** Let \( J \) be a regular integral, and let the Weierstrass \( E \)-function \( E(z, r, \sigma) \) be positive for \( (z, r) \) taken along the closed segment of \( g \) between \( M \) and \( M' \), where \( (\sigma) \) is any set not \( (0) \) nor proportional to \( (r) \). Let one of the mutually exclusive strong inequalities of Theorem 8 be satisfied. Then \( J \) takes on a strong proper relative minimum along \( g \).

* Cf. Morse (4), loc. cit.
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