CONTRIBUTIONS TO THE THEORY OF MULTIVARIATE STATISTICAL ANALYSIS*

BY
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The increasing application of statistical methods in the social sciences has resulted in the consideration of hypotheses more complicated than those for which the theory of univariate statistical processes and the elementary theory of multivariate statistical processes suffice. One cause of the complications may be found in the fact that in the social sciences the results of an experiment are frequently vectors of several components rather than of one component. As examples we may note that the prices and quantities of a given commodity in p localities are vectors of p components, and that mental traits are generally tested by batteries of tests and not by a single test. Although the replacement of these vectors by some function, say an average, of their components is adequate for some purposes, yet in certain situations, any such function may be shown to be unsatisfactory. The fact that vector variates must then be analyzed requires the construction of a statistical theory which will facilitate that analysis.

For the normal multivariate distribution, the only distribution for which results have been obtained, the beginnings of that theory may be found in the fairly intensive study, since Gauss, of least squares and multiple correlation, which culminated in the derivation by R. A. Fisher in 1928 of the distribution of the multiple correlation coefficient when the correlation parameter is not zero.‡ The general theory of vector variates has been developed since 1931. It has included the analysis of variance of a vector variate and the theory of relations between sets of variables. Hotelling derived the distribution of the generalization of Student’s ratio§ in 1931. Distributions of statistics occurring in the generalized analysis of variance were derived by Wilks|| in 1932. In 1936 Hotelling stated and solved a general problem in the theory of relations between sets of variables.¶ We continue this analysis.

* Presented to the Society, March 26, 1937; received by the editors October 7, 1937. §2 was read before the Institute of Mathematical Statistics, December 27, 1936; §3 was read before the American Mathematical Society under the title, The generalized analysis of variance.
† This research was done under a grant-in-aid from the Carnegie Corporation of New York.
‡ See [13]. The number in the brackets refers to the bibliography at the end of the paper.
§ See [18].
|| See [34]. Other contributions to the theory are given in [2], [3], [24], [36], [37], [38].
¶ See [20].
In §1 there are given certain definitions and notation which are used throughout the paper.

In §2 we prove several theorems,* the purpose of which is the establishment of a routine method of obtaining the distributions needed in multivariate analysis.

In §3 the theorems of §2 are employed to obtain some of the basic distributions of the theory of vector variates. As illustrations of the uses of the methods, we examine the theory of generalized periodogram analysis,† derive the joint distribution of \( q^2 \) and \( z, \)‡ and the joint distribution of the two canonical correlations which exist when one of the sets contains two variables and the other set contains at least two variables, under the assumption that not more than one canonical correlation parameter differs from zero. We also analyze the generalized covariance, the tetrad difference,∥ and other statistics occurring in the theory of relation between sets of variables.

It will be noted that the variables are rarely expressed as deviations from a mean or regression function. This is permissible since Theorem 7 enables us to assume that those functions have been eliminated. Thus, if \( n' \) is the actual sample number, and if the mean value of the chance variable is a linear function of \( p \) parameters, then \( n, \) the sample number in terms of which our formulas are expressed, is equal to \( n' - p. \)

1. Definitions and notation. The following definitions and notation will be used throughout this paper unless explicit statement to the contrary is made.

If used as subscripts or superscripts, or as indices of summation or multiplication, the letters \( i, j, k \) will take on all integral values from 1 through \( p; \) the letters \( g, h \) will take on all integral values from 1 through \( i - 1, \) the letter \( v \) will take on all integral values from 1 through \( n, \) and the letter \( r \) will take on all integral values from 1 through \( m. \) We shall denote by \( p, \) the sum \( n_1 + \cdots + n_r, \) \( (p_0 = 0). \)

The notation \( A \times B, \) will be used for the combinatorial product\( \| \) of the two sets \( A \) and \( B. \) We shall write \( A^2 \) for \( A \times A. \) Thus, if we denote by \( R^1 \) the totality of all real numbers, then \( R^v \) is the totality of all sets of \( v \) real numbers. If \( V \) is a subset of \( A \times B \) and \( b \) is an element of \( B, \) we shall denote by \( V(b) \)

* These are more fully described in the first few paragraphs of §2.
† For a discussion of the Schuster periodogram in one variable, see [14] and [17].
‡ See [20], p. 333. These statistics are measures of the degree of dependence of sets of chance variables.
∥ M. A. Girshick has obtained some of these distributions under slightly less general conditions by other methods. They have not, as yet, been published.
¶ That is, \( A \times B \) is the set consisting of all pairs \( (a, b) \) where \( a \) is an element of \( A \) and \( b \) is an element of \( B. \)
the totality of elements $a$ of $A$, such that $(a, b)$ is an element of $V$.

If $x_1, x_2, \ldots, x_n$ are chance variables* with the distribution function† $P(\xi_1, \xi_2, \ldots, \xi_n)$, and if

$$(1.1) \quad P(\xi_1, \xi_2, \ldots, \xi_n) = \int_{-\infty}^{\xi_1} \cdots \int_{-\infty}^{\xi_2} f(x_1, x_2, \ldots, x_n) dx_1 dx_2 \cdots dx_n,$$

where $f(x_1, \ldots, x_n)$ is a real single-valued non-negative summable function of the $n$ real variables $x_1, \ldots, x_n$ defined on $R^n$, then $f(x_1, \ldots, x_n)$ is called the probability density of the chance variables $x_1, x_2, \ldots, x_n$. If $n = p_m$ and

$$P(\xi_1, \ldots, \xi_n) = \prod_{\gamma} P(\xi_{p\gamma-1+1}, \ldots, \xi_{p\gamma}),$$

then the sets of chance variables $x_{p\gamma-1+1}, \ldots, x_{p\gamma}$ will be said to be independently distributed. The symbol $D(x_1, \ldots, x_n)$ will stand for "the probability density of the chance variables‡ $x_1, \ldots, x_n$.”

It is easy to see that if a set of chance variables has a probability density, then any subset of them will have a probability density. Furthermore if $x_1, x_2, \ldots, x_n$ have a probability density and if $n = p_m$, then a necessary and sufficient condition that the sets of chance variables $x_{p\gamma-1+1}, \ldots, x_{p\gamma}$ be independently distributed is

$$D(x_1, \ldots, x_n) = \prod_{\gamma} D(x_{p\gamma-1+1}, \ldots, x_{p\gamma}).$$

If $\phi(x_1, \ldots, x_n)$ is a measurable function§ of $x_1, \ldots, x_n$ on $R^n$, then the symbol $E\{\phi(x_1, \ldots, x_n)\}$ will stand for "the mathematical expectation of $\phi(x_1, \ldots, x_n)$,” and, by definition,

$$E\{\phi(x_1, \ldots, x_n)\} = \int \cdots \int_{R^n} \phi(x_1, \ldots, x_n) dP(x_1, \ldots, x_n),$$

* For definitions of chance variables, see [7], p. 8 and [21], p. 20. Unfortunately there are differences in the terminology used in papers in statistics and in probability. To avoid confusion, one must remember that variate, statistic, and chance variable are synonyms, as are probability density and distribution. Writers on statistical subjects sometimes use the term cumulated distribution for distribution function. It is particularly to be noted that the term distribution function in the literature of the theory of probability is the integral of the distribution referred to in papers on the theory of statistics.

† For all sets of real numbers $\xi_1, \xi_2, \ldots, \xi_n$, the probability that $x_1 < \xi_1, x_2 < \xi_2, \ldots, x_n < \xi_n$ is given by $P(\xi_1, \xi_2, \ldots, \xi_n)$. For a discussion of probability density and distribution function, see [7] and [21].

‡ In using $D$ we, of course, assert that $x_1, \ldots, x_n$ are chance variables and have a probability density.

§ We will usually extend the domain of definition of functions defined on a subset of $R^n$ to cover the set $R^n$ by setting the functions equal to zero outside their original domain of definition.
where the integral on the right-hand side is a Lebesgue-Stieltjes integral.*

The positive definite quadratic forms \( q \) and \( q' \) will be defined by the equations

\[
q = \sum_{i,j} \sigma_{ij} x_i x_j
\]

and

\[
q' = \sum_{i,j} \sigma_{ij} x_{i'} x_{j'},
\]

respectively. The matrix of \( q \) and \( q' \) will be denoted by \((\sigma^{-1})\). The determinant of \((\sigma^{-1})\) will be denoted by \(\sigma^{-1} \). The inverse of \((\sigma^{-1})\) will be written \((\sigma)\), and the elements of \((\sigma)\) will be denoted by \(\sigma_{ij}, \) where \(\sigma_{ij}\) is the cofactor of \(\sigma_{ij}\) in \(\sigma^{-1}\) divided by \(\sigma^{-1}\). The determinant of \((\sigma)\) is, of course, \(\sigma\).

The function \( N(x; \sigma) \) will be defined by the equations

\[
N(x; \sigma) = \begin{cases} (2\pi\sigma)^{-1/2} \exp \left[ -x^2/2\sigma \right], & -\infty < x < \infty ; 0 < \sigma, \\ 0, & -\infty < x < \infty ; \sigma \leq 0. \end{cases}
\]

The functions \( N((x); (\sigma)) \) and \( N((x_r); (\sigma)) \) will be defined by the equations

\[
N((x); (\sigma)) = (2\pi\sigma)^{-1/2} \exp \left[ -q/2 \right], \quad -\infty < x_i < \infty,
\]

\[
N((x_r); (\sigma)) = (2\pi\sigma)^{-1/2} \exp \left[ -q_r/2 \right], \quad -\infty < x_i < \infty.
\]

Of course the elements \(\sigma_{ij}\) may assume any values as long as the requirement that \( q \) and \( q' \) are positive definite is satisfied.

If \( D(x) = N(x; \sigma^2) \), then \( x \) will be said to be normally distributed with variance \( \sigma^2 \) or to have a normal distribution with variance \( \sigma^2 \). If \( D(x_1, \cdots, x_p) = N((x); (\sigma)) \), then \( x_1, \cdots, x_p \) will be said to have a normal multivariate distribution.

The function \( G(x; n, \sigma) \) will be defined by the equations

\[
G(0; 0, \sigma) = 1, \quad -\infty < \sigma < \infty,
\]

\[
G(x; n, \sigma) = \left[ \Gamma(n/2) \right]^{-1} (2\sigma)^{-n/2} x^{n/2 - 1} \exp \left[ -x/2\sigma \right],
\]

\[
0 < x < \infty ; 0 < n < \infty ; 0 < \sigma < \infty,
\]

and \( G(x; n, \sigma) = 0 \) for all other values of \( x, n, \sigma \). The function \( \overline{G}(\lambda; n, \sigma) \) will be defined by the equation,

\[
\overline{G}(\lambda; n, \sigma) = \int_{0}^{\infty} x^{\lambda/2} G(x; n, \sigma) dx, \quad \lambda \geq -n + 1.
\]

* If a measurable function \( y = \phi(x_1, \cdots, x_n) \) has been defined, we shall mean by \( y \) the function \( \phi(x_1, \cdots, x_n) \).
Then it follows that

$$G(\lambda; n, c) = (2c)^{\lambda/2} \frac{\Gamma((n + \lambda)/2)}{\Gamma(n/2)}.$$  

If $D(x) = G(x; n, 1)$, then $x$ will be said to have a $\chi^2$ distribution with $n$ degrees of freedom. In that case the distribution of $x/2$ will be said to be an incomplete $T$-function distribution of index $n$.

The function $D((x); (n))$ will be defined by the equations

$$D((x); (n)) = \frac{\Gamma(n/2)}{\prod_{i=1}^{p+1} \Gamma(n_i/2)} \left( \prod_{i=1}^{p} x_i^{n_i/2-1} \right) (1 - x_1 - \cdots - x_p)^{n_{p+1}/2-1},$$

$$0 < x_i; x_1 + \cdots + x_p < 1, 1 \leq n_i; n = n_1 + \cdots + n_{p+1},$$

and $D = 0$ otherwise. The function $\overline{D}((\lambda); (n))$ is defined by the equation,

$$\overline{D}((\lambda); (n)) = \int_{0}^{\lambda} \cdots \int_{0}^{\lambda} \left( \prod_{i=1}^{p} x_i^{n_i/2} \right) D((x); (n)) dx_1 \cdots dx_p.$$  

Then letting $\lambda = \lambda_1 + \cdots + \lambda_p$, we find that

$$\overline{D}((\lambda); (n)) = \frac{\Gamma(n/2)}{\Gamma((n + \lambda)/2)} \cdot \prod_{i=1}^{p} \frac{\Gamma((n_i + \lambda_i)/2)}{\Gamma(n_i/2)}.$$  

If $D(x_1, \cdots, x_p) = D((x); (n))$, then $x_1, \cdots, x_p$ will be said to have an incomplete Dirichlet distribution of indices $n_1, \cdots, n_{p+1}$. If $p = 1$, then $x_1$ and $x_2$ will be said to have an incomplete $\beta$-function distribution of indices $n_1$ and $n_2$.

**2. General theorems.** One of the most important theorems of univariate statistical analysis is that which states necessary and sufficient conditions that a set of quadratic forms in normally and independently distributed chance variables be themselves independently distributed with a joint probability density which is a product of $\chi^2$ distributions.*

The fundamental part of this theorem may be stated as follows:

**Theorem 1.** (Cochran’s theorem.) If $x_1, x_2, \cdots, x_n$ are normally and independently distributed, with zero means and unit variances, if $q_1, q_2, \cdots, q_m$ are quadratic forms in $x_1, x_2, \cdots, x_n$, with constant coefficients such that

$$\sum_{\gamma} q_{\gamma} = \sum_{\gamma} x_{\gamma}^2,$$

and if the rank of $q_{\gamma}$ is $n_{\gamma}$, then a necessary and sufficient condition that there exist $n$ linear functions with constant coefficients,

* The theorem is stated by W. G. Cochran [6], p. 178, and essentially stated by R. A. Fisher [12], p. 97.
which are normally and independently distributed with zero means and unit variances, and are such that

$$\sum_{r=p\gamma-1+1}^{p\gamma} z_r^2 = \gamma,$$

is\(^*\)

$$p_m = n.$$  

The necessity of the condition (2.4) is obvious. For a detailed proof of the sufficiency of the condition, the reader is referred to [6], p. 178. It may be remarked, however, that the proof depends on the fact that in reducing the \(q_r\)'s to sums of squares, the \(n\) linear functions thus obtained must be linearly independent or contradict (2.1).

In this section we prove several theorems by means of which many problems in multivariate statistical analysis may be solved. Of these, Theorems 7, 8, and 9 are generalizations of the Fisher-Cochran theorem.

A problem of statistical analysis may be formulated in the following way: If the distribution of several functions of certain chance variables has been derived, then what is the distribution of the same functions of other chance variables?

As an example of this problem we may cite the extension of the distribution of the multiple correlation coefficient of variables having a normal multivariate distribution with zero multiple correlation parameter\(^t\) to the distribution of the multiple correlation coefficient of variables having a normal multivariate distribution, the multiple correlation parameter of which need not vanish.\(^\ddagger\)

In Theorem 2 the problem is solved under fairly general conditions. In particular the problem is solved when the functions are sufficient statistics\(^\S\) for both sets of chance variables. Various properties of sufficient statistics are then studied in Theorems 3 and 4 in order to determine to what extent

\(^*\) The algebraic content of this theorem may be stated as follows: If the real quadratic forms \(q_1, q_2, \ldots, q_m\) in \(x_1, x_2, \ldots, x_n\) are such that \(\sum q_r = \sum \mu_r x_r^2\), and if the rank of \(q_r\) is \(n_r\), then a necessary and sufficient condition that there exist an orthogonal transformation \(z_r = \sum c_{\mu r} x_r\), \((\mu = 1, \ldots, n)\), such that \(\sum_{r=p\gamma-1+1}^{p\gamma} z_r^2 = \gamma\), is \(p_m = n\).

\(^t\) This distribution was derived by R. A. Fisher. See [10], p. 91 and [11], p. 811.

\(^\ddagger\) This distribution was derived by Fisher four years after the appearance of the preceding distribution. See [13], p. 660.

\(^\S\) See [28], §4, for a general definition of a system of sufficient statistics.
the possession of a set of sufficient statistics defines the underlying chance variables and to derive an expression for the probability density of any system of sufficient statistics.

In Theorem 5 we show that certain useful transformations may be treated as though they were the results of iterating linear transformations.

Frequently, in statistical investigations one is confronted with the necessity of finding distributions subject to the condition that certain variables are held constant or the condition that the effect of certain variables be previously eliminated. In such cases one must learn if the distributions obtained are functions of the values of the variables held constant and of the distribution of these variables. In Theorem 6 we shall provide a means of obtaining this information in situations which essentially depend on the normal distribution.

The following well known lemma will be used in the proofs of Theorems 2 and 4:

**Lemma 1.** Let the real single-valued Borel-measurable* functions

\[(2.5) \quad y_i = g_i(x_1, \ldots, x_n)\]

be defined on \(R^n\), and let \(\psi(y_1, \ldots, y_p)\) be a single-valued measurable function of \(y_1, \ldots, y_p\) defined on \(R^p\). Upon substituting from (2.5), it is seen that \(\psi(y_1, \ldots, y_p)\) is a single-valued measurable function, \(\phi(x_1, \ldots, x_n)\), of \(x_1, \ldots, x_n\).

Then, if \(x_1, \ldots, x_n\) are chance variables, it follows that \(y_1, \ldots, y_p\), where \(y_i = g_i(x_1, \ldots, x_n)\), are chance variables and

\[E\{\psi(y_1, \ldots, y_p)\} = E\{\phi(x_1, \ldots, x_n)\}.\]

A proof of this Lemma is given in [21], p. 35. A similar result is true when the functions (2.5) are measurable. It is noted that if

\[\psi(y_1, \ldots, y_p) = \exp \left[ i \sum_j t_j \mu_j(y_1, \ldots, y_p) \right],\]

where \(\mu_j\) is a real single-valued measurable function of \(y_1, \ldots, y_p\), then we have the following equation, which is often used in applying the Fourier transform theory in the derivation of probability densities,

\[E\left\{\exp \left[ i \sum_i t_i \lambda_i(x_1, \ldots, x_n) \right]\right\} = E\left\{\exp \left[ i \sum_j t_j \mu_j(y_1, \ldots, y_p) \right]\right\}.\]

* For a definition and discussion of Borel-measurable functions, see, for example, [31], chaps. 1, 2, 3.
where \( \lambda_i(x_1, \ldots, x_n) \) is the real single-valued measurable function of \( x_1, \ldots, x_n \) obtained by substituting from (2.5) in \( \mu_i \).

**Theorem 2.** Let

\[
D(x_1, \ldots, x_n) = f(x_1, \ldots, x_n),
\]

and let

\[
D(x_1', \ldots, x_n') = F(x_1', \ldots, x_n'),
\]

where \( F \) vanishes whenever \( f \) vanishes. Let the real single-valued Borel-measurable functions \( y_1, \ldots, y_p \) be defined as in (2.5), and let \( y_1', \ldots, y_p' \) be the same functions of \( x_1', \ldots, x_n' \) that \( y_1, \ldots, y_p \) are of \( x_1, \ldots, x_n \). Suppose that, when we substitute for \( y_i \) and \( y_i' \),

\[
(2.6) \quad f(x_1, \ldots, x_n) = k(y_1, \ldots, y_p) \cdot l(x_1, \ldots, x_n)
\]

and

\[
(2.7) \quad F(x_1', \ldots, x_n') = K(y_1', \ldots, y_p') \cdot l(x_1', \ldots, x_n').
\]

Then if

\[
D(y_1, \ldots, y_p) = h(y_1, \ldots, y_p),
\]

it follows that

\[
D(y_1', \ldots, y_p') = \frac{K(y_1', \ldots, y_p') \cdot h(y_1', \ldots, y_p')}{k(y_1, \ldots, y_p)},
\]

where \( D(y_1', \ldots, y_p') = 0 \), whenever \( k = 0 \).

**Proof.** For any Borel-measurable set \( A \) of \( \mathbb{R}^p \), let

\[
\psi_A(y_1', \ldots, y_p') = \frac{K(y_1', \ldots, y_p')}{k(y_1, \ldots, y_p)}
\]

if \( y_1', \ldots, y_p' \) is an element of the set \( A \) and \( k(y_1', \ldots, y_p') \neq 0 \), and let \( \psi_A(y_1', \ldots, y_p') = 0 \) otherwise. Also let

\[
\phi_A^{-1}(x_1', \ldots, x_n') = \frac{F(x_1', \ldots, x_n')}{f(x_1, \ldots, x_n)}
\]

if \( x_1', \ldots, x_n' \) is an element of \( A^{-1} \) and \( f(x_1', \ldots, x_n') \neq 0 \), where \( A^{-1} \) is the set of values of \( x_1', \ldots, x_n' \) such that* \( y_1', \ldots, y_p' \) is an element of \( A \), and let \( \phi_A^{-1}(x_1', \ldots, x_n') = 0 \) otherwise.

Then, from Lemma 1, for all Borel-measurable sets \( A \) of \( \mathbb{R}^p \)

* The fact that \( y_1', \ldots, y_p' \) are Borel-measurable functions of \( x_1', \ldots, x_n' \) causes \( A^{-1} \) to be a Borel set of \( \mathbb{R}^n \).
\[
\int \cdots \int_A \frac{K(t_1, \ldots, t_p) \cdot h(t_1, \ldots, t_p)}{k(t_1, \ldots, t_p)} \, dt_1 \cdots dt_p
= \int \cdots \int_{A^{-1}} F(x_1, \ldots, x_n) \, dx_1 \cdots dx_n.
\]

Since the integral on the right is equal to the probability that \( y'_1, \ldots, y'_p \) is an element of \( A \), the theorem follows from (1.1).

As an example of the possible uses of Theorem 2, let us consider the derivation of the joint distribution of variances and covariances of chance variables which have a normal multivariate distribution.*

Hotelling† has, by a simple geometric argument, obtained the joint distribution of sample correlation coefficients when all the “true” correlation coefficients are zero. In this case, it is known that the variances are independent of the correlation coefficients.‡ We may therefore state Hotelling’s result more generally as follows:

Let \( D(x_{11}, \ldots, x_{pn}) = \prod_i \prod_r N(x_{ir}; 1) \). If
\[
a_i = \sum_r x_{ir}^2, \quad r_{ij} = \frac{\sum_r x_{ir} x_{jr}}{a_i^{1/2} a_j^{1/2}},
\]
then
\[
D(a_1, \ldots, a_p, r_{12}, \ldots, r_{p-1, p}) = \pi^{-p(p-1)/4} \omega^{-n(p+1)/2-1} \prod_i G(a_i; n - j + 1, 1),
\]
where
\[
\omega = \begin{vmatrix}
1 & r_{12} & \cdots & r_{1p} \\
r_{12} & 1 & \cdots & r_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
r_{1p} & r_{2p} & \cdots & 1
\end{vmatrix}.
\]

We are able, by means of Theorem 2, to extend Hotelling’s result to dependent chance variables.

Let \( D(x'_{11}, \ldots, x'_{pn}) = \prod_r N((x_r); (\sigma)) \). If \( a'_i, r'_{ij}, \) and \( \omega' \) are the same functions of \( x'_{11}, \ldots, x'_{pn} \) that \( a_i, r_{ij}, \) and \( \omega \) are of \( x_{11}, \ldots, x_{pn} \), then
\[
D(a'_1, \ldots, a'_p, r'_{12}, \ldots, r'_{p-1, p}) = \frac{1}{\Gamma(n-j+1/2) a_i^{n/2-1}} \exp \left[ -\frac{1}{2} \sum_{i,j} \sigma_{ij} r'_{ij} / a_i^{1/2} a_j^{1/2} \right].
\]

* This distribution was first found by J. Wishart [39], p. 38, and [4], p. 270.
† See [19], p. 519.
‡ An analytic proof of this statement and Hotelling’s distribution is readily obtained by means of Theorem 8.
This conclusion is immediate when one considers that in the notation of Theorem 2, \( l(x_{11}, \ldots, x_{pn}) = l(x'_{11}, \ldots, x'_{pn}) = 1, \)
\[
k(a_1, \ldots, a_p, r_{12}, \ldots, r_{p-1,p}) = (2\pi)^{-pn/2} \exp \left[ -\frac{1}{2} (a_1 + \cdots + a_p) \right]
\]
and
\[
K(a_1, \ldots, a_p, r_{12}, \ldots, r_{p-1,p}) = (2\pi)^{-pn/2} \sigma^{-n/2} \exp \left[ -\frac{1}{2} \sum_{i,j} \sigma_{ij} a_i a_j^{1/2} a_j^{1/2} \right].
\]
The transformation into variances and covariances is obvious.

The chief reason for the introduction of the following theorems on sufficient statistics is the desire to learn to what extent the requirements that (2.6) and (2.7) are satisfied restrict the applicability of Theorem 2. We will show, in the corollary to Theorem 3, that at least for sufficient statistics, using the definition based on (2.9), the chief value of Theorem 2 is that it permits the extension of probability densities derived on the assumption that certain parameters have fixed values, to probability densities which are functions of the values of those parameters just as in the preceding example.

Let the chance variable \( x \) have a probability density \( f(x, \theta_1, \ldots, \theta_q), \) \((q < n)\), which depends on several parameters, \( \theta_1, \ldots, \theta_q, \) and let the chance variables \( x_1, \ldots, x_n \) be independently distributed. Let the real single-valued Borel-measurable functions \( y_1, \ldots, y_p \) be defined as in (2.5). If
\[
(2.9) \quad \prod_{x} f(x, \theta_1, \ldots, \theta_q) = k(y_1, \ldots, y_p, \theta_1, \ldots, \theta_q) \cdot l(x_1, \ldots, x_n),
\]
where \( k(y_1, \ldots, y_p, \theta_1, \ldots, \theta_q) \) and \( l(x_1, \ldots, x_n) \) are real single-valued measurable functions of their indicated variables, then \( y_1, \ldots, y_p \) are called a sufficient system of statistics* with respect to the estimation of \( \theta_1, \ldots, \theta_q. \)

Now let the chance variable \( x' \) have a probability density \( F(x', \lambda_1, \ldots, \lambda_s) \) which depends on several parameters \( \lambda_1, \ldots, \lambda_s, \) and let the chance variables \( x'_1, \ldots, x'_n \) be independently distributed.

The question suggested by (2.6) and (2.7) is the following: If
\[
\prod_{x} F(x', \lambda_1, \ldots, \lambda_s) = K(y'_1, \ldots, y'_p, \lambda_1, \ldots, \lambda_s) \cdot l'(x'_1, \ldots, x'_n),
\]
where the Borel-measurable function \( y'_i \) is the same function of \( x'_1, \ldots, x'_n \) that \( y_i \) is of \( x_1, \ldots, x_n, \) and where \( K \) and \( l' \) are real single-valued measurable functions of their indicated variables, then what is the relation between \( D(x) \) and \( D(x')? \)

The answer to that question is contained, for the absolutely continuous

* Sufficient statistics were first defined by R. A. Fisher; see [9], p. 319. Also see [26], where certain definitions of sufficient statistics are compared.
statistics and probability densities, in the corollary to the following derivation of the form which \( D(x_v) \) must have in order that a system of sufficient statistics exist.*

**Theorem 3.** Let \( f(x_v, \theta_1, \ldots, \theta_q) \) be a non-vanishing continuous function of \( x_v, \theta_1, \ldots, \theta_q \) on an open subset \( V \) of \( R^1 \times R^q \), and let \( f \) be an absolutely continuous function of \( x_v \) on \( V(\theta_1^0, \ldots, \theta_q^0) \) for every set of fixed values, \( \theta_1^0, \ldots, \theta_q^0 \), of \( \theta_1, \ldots, \theta_q \) in \( \Theta \). Set \( D(x_v) = f(x_v, \theta_1, \ldots, \theta_q) \), and assume \( x_1, \ldots, x_n \) to be independently distributed. Let (2.9) be satisfied, it now being assumed that \( y_i \) is an absolutely continuous function of \( x_v \) on an open subset \( B \) of \( R^1 \) containing \( A \), for fixed values of \( x_1, \ldots, x_{r-1}, x_{r+1}, \ldots, x_n \). If we assume that the Jacobian, \( J(\delta_1, \ldots, \delta_p) \), where

\[
J(\delta_1, \ldots, \delta_p) = \frac{\partial(y_1, \ldots, y_p)}{\partial(x_{1p}, \ldots, x_{kp})},
\]

does not vanish on \( (B - Z)^n \), where \( Z \) is a closed set of measure zero, for any of the \( C_p^n \) possible selections \( \delta_1, \ldots, \delta_p \) of \( p \) of the positive integers \( 1, \ldots, n \), then there exists an open subset \( V' \) of \( V \) such that the measure of \( V - V' \) is zero, and \( J(\delta_1, \ldots, \delta_p) \) does not vanish on any of the set \( \{V'(\theta_1, \ldots, \theta_q)\}^n \) for all possible sets of values of \( \delta_1, \ldots, \delta_p \). Furthermore, at each point \( x_v^0, \theta_1^0, \ldots, \theta_q^0 \) of \( V' \), there is neighborhood \( N = \omega \leq r \), where the definitions of \( \omega \) and \( r \) are

\[
\omega: \ |x_v - x_v^0| < h, \quad r: \ |\theta_i - \theta_i^0| < h_i, \quad i = 1, \ldots, q,
\]

in which there exist real single-valued absolutely continuous non-constant functions \( \alpha_i(x_v) \) and \( \gamma(x_v) \) of \( x_v \) and real single-valued continuous functions \( \beta_i(\theta_1, \ldots, \theta_q) \) and \( \beta(\theta_1, \ldots, \theta_q) \) of \( \theta_1, \ldots, \theta_q \), such that in \( N \)

\[
f(x_v, \theta_1, \ldots, \theta_q)
\]

(2.10)

\[
= \exp \left[ \sum_i \alpha_i(x_v) \beta_i(\theta_1, \ldots, \theta_q) + \gamma(x_v) + \beta(\theta_1, \ldots, \theta_q) \right].
\]

**Proof.** It is easy to see that if we define \( V' \) to be the intersection of \( V \) and \( (B - Z) \times \Theta \), then \( V' \) is open, and the measure of \( V - V' \) is zero. Now let the

* The result (2.10) has been obtained by Koopman and Darmois. See [23], p. 402 and [8], p. 1265. I have not been able to obtain the corollary to Theorem 3 from Koopman's proof, which depends on a definition of sufficient statistics that includes the definition based on (2.9). It may be remarked that Koopman needs only the continuity of the functions \( y_i \) whereas absolute continuity is assumed in Theorem 3. The proofs of Theorems 3 and 4 are generalizations of proofs for \( p = q = 1 \) in (2.9) given by Doob in an unpublished seminar lecture at Columbia University. R. A. Fisher has derived Theorems 3 and 4 in cases which are specializations of those here treated. See [15].

† The totality of elements in the sets \( V(\theta_1, \ldots, \theta_q) \) will be denoted by \( A \).

‡ The values of \( x_v \) are elements of \( R^1 \), and the values of \( \theta_1, \ldots, \theta_q \) are elements of an open subset \( \Theta \) of \( R^q \).
neighborhood $N$ be defined as in the hypotheses. Then the difference,
\[ \sum_{\nu} [\log f(x_{\nu}, \theta_1, \ldots, \theta_q) - \log f(x_{\nu}, \theta_1', \ldots, \theta_q')] \]
is a real single-valued continuous function of the variables $x_1, \ldots, x_n,$
$\theta_1, \ldots, \theta_q, \theta_1', \ldots, \theta_q'$, on $\omega^n \times r^2$ and is absolutely continuous in $x_{\nu}$ for fixed
values of the other variables. Hence the equation
\[ \frac{\partial}{\partial x_{\nu}} [\log f(x_{\nu}, \theta_1, \ldots, \theta_q) - \log f(x_{\nu}, \theta_1', \ldots, \theta_q')] \]
is valid throughout $\omega^n \times r^2$. Letting $\delta_1 = j + 1$ in $J(\delta_1, \ldots, \delta_p)$, which involves
no loss of generality, we see that the equation
\[ \frac{\partial}{\partial y_i} [\log k(y_1, \ldots, y_p, \theta_1, \ldots, \theta_q) - \log k(y_1, \ldots, y_p, \theta_1', \ldots, \theta_q')] \]
is valid throughout $\omega^n \times r^2$. Upon assigning fixed values,
$x_1^0, \ldots, x_n^0, \theta_1^0, \ldots, \theta_q^0$ from $\omega^{n-1} \times r$ to $x_1, \ldots, x_n, \theta_1', \ldots, \theta_q'$, we find
that the equation
\[ \frac{\partial}{\partial x_1} \log f(x_1, \theta_1, \ldots, \theta_q) = h(x_1) + \sum_i \tilde{\alpha}_i(x_1) \beta_i(\theta_1, \ldots, \theta_q), \]
where
\[ h(x_1) = f(x_1, \theta_1^0, \ldots, \theta_q^0), \]
\[ \tilde{\alpha}_i(x_1) = \sum_i \frac{\partial y_i}{\partial x_1} a_{i+1,i}, \]
\[ \beta_i(\theta_1, \ldots, \theta_q) = \frac{\partial}{\partial x_{i+1}} [\log f(x_{i+1}, \theta_1, \ldots, \theta_q) - \log f(x_{i+1}, \theta_1^0, \ldots, \theta_q^0)], \]
is valid throughout $\omega \times r$. Then (2.10) may be obtained by integration of
(2.11).
The absolute continuity and continuity of the functions may be easily proved. Obviously, if (2.10) is valid for all possible values of $x$, and $\theta_1, \ldots, \theta_q$, then the statistics, $\sum \alpha_i(x_i)$, are a sufficient system of statistics with respect to the estimation of $\theta_1, \ldots, \theta_q$.

It is clear that a theorem similar to Theorem 3 may be proved for multivariate distributions.

The answer to the question of the relation of densities determining the same sufficient statistics is contained in the following corollary:

**Corollary.** Let
\[
D(x_i) = f(x_i, \theta_1, \ldots, \theta_q),
\]
\[
D(x'_i) = F(x'_i, \lambda_1, \ldots, \lambda_q),
\]
and let $f$ and $F$ not vanish except on a set of values of $x$ of measure zero for all values of $\theta_1, \ldots, \theta_q$ and $\lambda_1, \ldots, \lambda_q$ considered. Assume that $D(x_i)$ and $D(x'_i)$ satisfy the conditions of Theorem 3, the statistics $y'_1, \ldots, y'_p$ being the same functions of $x'_1, \ldots, x'_n$ that $y_1, \ldots, y_p$ are of $x_1, \ldots, x_n$. Then in $N$ and $N'$, when $N'$ is a neighborhood of values of $x'$, $\lambda_1, \ldots, \lambda_q$ satisfying the conditions of Theorem 3, the $x'$ values of $N'$ being those of $\omega$, the equations (2.10) and
\[
F(x'_i, \lambda_1, \ldots, \lambda_q)
\]  
are valid; hence $D(x_i)$ and $D(x'_i)$ differ only in the functions $\gamma, \beta, \beta'_1$ and $\gamma', \beta', \beta'_1$. Furthermore if
\[
l'(x_1, \ldots, x_n) = l(x_1, \ldots, x_n),
\]
then $\gamma(x) = \gamma'(x)$, any constant difference being eliminated by means of $\beta$ and $\beta'$.

The proof is omitted. It depends on (2.12).

We now assume (2.9) to be valid throughout $R^1 \times \Theta$ and find the joint probability density of the sufficient statistics $\phi_1, \ldots, \phi_p$ where
\[
\phi_i = \frac{1}{n} \sum_{j=1}^{n} \alpha_i(x_j).
\]

Integrating $f$ with respect to $x$, we note that $\beta(\theta_1, \ldots, \theta_q)$ is a function $\delta(\beta_1, \ldots, \beta_p)$ of the values of $\beta_1(\theta_1, \ldots, \theta_q), \ldots, \beta_p(\theta_1, \ldots, \theta_q)$, defined by the equation
\[
\exp [\delta(\beta_1, \ldots, \beta_p)] = \int_{-\infty}^{\infty} \exp \left[ \sum_{i} \alpha_i(x)\beta_i(\theta_1, \ldots, \theta_q) + \gamma(x) \right] dx.
\]
Theorem 4. Let $D(x)$ be given by (2.10) for all $x$, except on a set where $\mathcal{D}(x) = 0$. Then

$$D(\phi_1, \cdots, \phi_p) = (2\pi)^{-p} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \exp \left[ i \sum_i t_i \phi_i - n\delta(\beta_1, \cdots, \beta_p) \right. \left. + n\delta \left( \beta_1 + \frac{it_1}{n}, \cdots, \beta_p + \frac{it_p}{n} \right) \right] dt_1 \cdots dt_p.$$ 

Proof. Since, by Lemma 1,

$$E\left\{ \exp \left[ i \sum_i t_i \phi_i \right] \right\} = E\left\{ \exp \left[ i \sum_i \frac{\alpha_i(x)}{n} \right] \right\},$$

it follows that

$$E\left\{ \exp \left[ i \sum_i t_i \phi_i \right] \right\} = \exp \left[ - n\delta(\beta_1, \cdots, \beta_p) + n\delta \left( \beta_1 + \frac{it_1}{n}, \cdots, \beta_p + \frac{it_p}{n} \right) \right].$$

Then the proof is completed by using the Fourier transform theorem.*

One of the uses of Theorem 4 is to find the distribution of statistics which are functions of sufficient statistics, and which may, in fact, be an equivalent set of sufficient statistics.† It is easy to see that

$$E\{ \alpha_j(x) \} = \frac{\partial}{\partial \beta_j} \delta(\beta_1, \cdots, \beta_p),$$

and that

$$\sigma_{jk} = E\{ [\alpha_j(x) - E\{ \alpha_j(x) \}][\alpha_k(x) - E\{ \alpha_k(x) \}] \} = \frac{\partial^2}{\partial \beta_j \partial \beta_k} \delta(\beta_1, \cdots, \beta_p).$$

The purpose of the following theorem is to make possible the simplification of our proofs of Theorems 6, 7, and 8.

Theorem 5. Let the real single-valued Borel-measurable functions,

$$(2.14) \quad y_r = f_r(x_1, \cdots, x_n), \quad n > 1,$$

be defined on $\mathbb{R}^n$. Let $y_{p_1+1}, \cdots, y_{p_1}$ depend only on $x_1, \cdots, x_{p_1}$, and let $y_{p_2+1}, \cdots, y_{p_2}$ be a linear transformation, having unit determinant, of $x_{p_1-1}, \cdots, x_{p_2}$ for almost all sets of fixed values of $x_1, \cdots, x_{p_1-1}$, where the

* See, for example, [5], p. 191.
† Two sets of sufficient statistics may be called equivalent if both satisfy equations of the form (2.9).
transformation may depend on the fixed values of $x_1, \ldots, x_{p-1}$ and $n = p_n$. Then if $A$ is a Borel-measurable set of values of $y_1, \ldots, y_n$, and $A^{-1}$ is the set of values of $x_1, \ldots, x_n$ such that $y_1, \ldots, y_n$ is an element of $A$, it follows that $A^{-1}$ is Borel-measurable and has the same measure as $A$.

**Proof.** The proof is given for $m = 2$. We shall use $p$ for $p_1$. It is well known that if $A$ is Borel-measurable, then $A^{-1}$ is Borel-measurable. Let us denote by $c_A(y_1, \ldots, y_n)$ the function which has value one if $y_1, \ldots, y_n$ is an element of $A$ and which is zero otherwise. If we denote the measure of $A$ by $\mu(A)$, it follows that $c_A(y_1, \ldots, y_n)$ is Borel-measurable if $A$ is Borel-measurable, and

$$\mu(A) = \int \cdots \int_{R^n} C_A(y, \ldots, y_n) dy_1 \ldots dy_n.$$  

Now it may readily be shown that if $c_A(y_1, \ldots, y_n)$ is Borel-measurable in $R^n$, and we assign fixed values, $y_1^0, \ldots, y_p^0$ to $y_1, \ldots, y_p$, then $c_A(y_1^0, \ldots, y_p^0, y_{p+1}^0, \ldots, y_n)$ is Borel-measurable in $R^{n-p}$. From Fubini's theorem, it follows that

$$\mu(A) = \int \cdots \int_{R^n} \left[ \int \cdots \int_{R^{n-p}} C_A(y, \ldots, y_p, y_{p+1}, \ldots, y_n) dy_{p+1} \cdots dy_n \right] dy_1 \cdots dy_p.$$  

In a precisely similar fashion, it may be shown that

$$\mu(A^{-1}) = \int \cdots \int_{R^n} \left[ \int \cdots \int_{R^{n-p}} C_A^{-1}(x, \ldots, x_p, x_{p+1}, \ldots, x_n) dx_{p+1} \cdots dx_n \right] dx_1 \cdots dx_p.$$  

Inasmuch as the linear transformation having unit determinant is measure preserving, it follows that if our fixed values of $x_1, \ldots, x_p$ are determined by means of the assigned fixed values of $y_1, \ldots, y_p$ and the linear transformation, then, except for a set of measure zero,

$$\int \cdots \int_{R^{n-p}} C_A(y_1, \ldots, y_p, y_{p+1}, \ldots, y_n) dy_{p+1} \cdots dy_n$$  
$$= \int \cdots \int_{R^{n-p}} C_A^{-1}(x_1, \ldots, x_p, x_{p+1}, \ldots, x_n) dx_{p+1} \cdots dx_n.$$  

* See, for example, [31], p. 82  
† See [31], p. 77.
Since the transformation of $x_1, \ldots, x_p$ into $y_1, \ldots, y_p$ is measure preserving, the proof is completed by transforming (2.15).

**Corollary.** Let $\psi(y_1, \ldots, y_n)$ be a real single-valued measurable function of $y_1, \ldots, y_n$ on $R^n$. Then $\psi(y_1, \ldots, y_n)$ is a real single-valued measurable function $\phi(x_1, \ldots, x_n)$ of $x_1, \ldots, x_n$ on $R^n$ when we substitute from (2.14), and

$$\int \cdots \int_A \psi(y_1, \ldots, y_n) dy_1 \cdots dy_n = \int \cdots \int_{A^{-1}} \phi(x_1, \ldots, x_n) dx_1 \cdots dx_n.$$

**Proof.** If $A$ has finite measure, we may use Lemma 1 to complete the proof, and if $A$ is not of finite measure, we express $A$ as a sum of non-overlapping sets of finite measure and then proceed as above.

More general results than Theorem 5 and its corollary may readily be obtained. It is only necessary to require that $A$ and $A^{-1}$ be in 1-1 correspondence, to replace the words "a linear transformation having unit determinant" by the words "absolutely continuous functions with non-vanishing jacobian," and to replace the words "and has the same measure as $A$" by the words "and has measure

$$\int \cdots \int_{A^{-1}} J_1 \cdots J_m dx_1 \cdots dx_n,$$

where

$$J_\gamma = \frac{|\partial y_i|}{|\partial x_j|}, \quad i, j = p_{\gamma-1} + 1, \ldots, p_\gamma.$$

Similar theorems may be proved when $R^n$ has a completely additive measure function defined on it,* and the functions (2.14) are measurable with respect to that measure function.

The theorems stated next are of constant service in the analysis of the normal multivariate distribution.

**Theorem 6.** Let $p = p_1 + \cdots + p_m$, let

$$D(x_{11}, \ldots, x_{pn}) = \prod_\gamma D(x_{p_{\gamma-1+1,1}}, \ldots, x_{p_\gamma,n}),$$

$$p_0' = 0; \ p_\gamma' = p_1 + \cdots + p_\gamma,$

and assume that a positive integer, $\gamma_0 < m$, exists such that for $\gamma > \gamma_0$

$$D(x_{p_{\gamma-1+1,1}}, \ldots, x_{p_\gamma,n}) = g_\gamma(a_{\delta i}),$$

---

* See, for example, [31], chap. 1.

† In this theorem we do not define $p_\gamma$ to be $n_1 + \cdots + n_\gamma$. 
where it is understood that \( g_\gamma \) is a function of all the \( a_{ij}, (i,j = p_{\gamma-1} + 1, \ldots, p_\gamma) \)
and \( a_{ij} = \sum x_i x_j \). Let the real single-valued Borel-measurable functions
\[
y_{i\nu} = f_{i\nu}(x_{11}, \ldots, x_{p\nu})
\]
be defined on \( \mathbb{R}^{p\nu} \), and let the equations,
\[
y_{i\nu} = \sum_{\mu=1}^{n} \phi_{\mu\nu}(x_{11}, \ldots, x_{p_{\gamma-1}\nu}) x_{i\mu}, \quad i = p_{\gamma-1} + 1, \ldots, p_\gamma,
\]
define a non-singular linear transformation of \( x_{11}, \ldots, x_{p\nu} \) into \( y_{11}, \ldots, y_{p\nu} \) for
fixed values of \( x_{11}, \ldots, x_{p_{\gamma-1}\nu} \) and each value of \( i \), the transformation being
orthogonal if \( \gamma > \gamma_0 \).

Then, if
\[
b_{ij} = \sum_{\nu} y_{i\nu} y_{j\nu},
\]
it follows that
\[
\mathcal{D}(y_{11}, \ldots, y_{p\nu}) = \mathcal{D}(y_{11}, \ldots, y_{p_{\gamma-1}\nu}) \prod_{\gamma = \gamma_0 + 1}^{p_\gamma} \mathcal{D}(y_{p_{\gamma-1}+1,1}, \ldots, y_{p_{\gamma}\nu}),
\]
where
\[
\mathcal{D}(y_{p_{\gamma-1}+1,1}, \ldots, y_{p_{\gamma}\nu}) = g_\gamma(b_{ij})
\]
and it is understood that \( g_\gamma \) is a function of all the \( b_{ij}, (i,j = p_{\gamma-1} + 1, \ldots, p_\gamma) \).

Proof. The functions \( y_{i\nu} \) have been so defined that the corollary to Theorem 5 may be applied.

We come now to the generalizations of the Fisher-Cochran theorem.

Theorem 7. Let
\[
\mathcal{D}(x_{1\nu}, \ldots, x_{p\nu}) = N((x_\nu); (\sigma)),
\]
and let
\[
\mathcal{D}(x_{11}, \ldots, x_{p\nu}) = \prod_{\nu} \mathcal{D}(x_{1\nu}, \ldots, x_{p\nu}).
\]
Let, for each value of \( i, j, \) and \( \gamma \) the real single-valued function
\[
(2.16) \quad b_{ij\gamma} = \sum_{\mu, \tau=1}^{n} d_{\mu\tau} x_{i\mu} x_{j\tau},
\]
be a bilinear form in \( x_{i\nu} \) and \( x_{j\nu} \) with constant coefficients, and let the matrix of
\( b_{ij\gamma} \) be denoted by \( (d^{\gamma}) \). Suppose that
\[
(2.17) \quad \sum_{\gamma} b_{ij\gamma} = \sum_{\nu} x_{i\nu} x_{j\nu}.
\]
Then, if \( n_\gamma \) be the rank of \((d^\gamma)\), a necessary and sufficient condition that there exist linear functions \( z_i, \cdots, z_n \) such that \( \mathcal{D}(z_1, \cdots, z_{p\gamma}) = N((z_i); (\sigma)) \),

\[
\mathcal{D}(z_1, \cdots, z_{p\gamma}) = \prod_i \mathcal{D}(z_{i1}, \cdots, z_{i\gamma})
\]

and

\[
\sum_{\gamma = p\gamma - 1 + 1}^{p\gamma} z_\gamma z_j \gamma = b_{ij}\gamma
\]

is

\[
(2.18) \quad p_m = n.
\]

**Proof.** The necessity of the condition (2.18) is obvious. In order to prove that (2.18) is sufficient, let \( i = j = 1 \). Then by Theorem 1, there exist \( n \) linear functions (2.2) which have the desired properties. Consider the system of linear functions

\[
(2.19) \quad z_\mu = \sum_{\gamma} c_{\mu\gamma} x_\gamma, \quad \mu = 1, \cdots, n,
\]

the coefficients of which are those of the linear functions (2.2). The functions (2.19) are an orthogonal transformation of the chance variables \( x_\gamma \) for fixed \( i \) and have the desired properties.

**Corollary 1.** If

\[
(2.20) \quad n_\gamma \geq \rho, \quad \gamma = 1, \cdots, k; \quad k \leq m,
\]

and if \( n \geq \rho_k \), then the chance variables

\[
(2.21) \quad b_{i\gamma}, z_\mu, \quad \gamma = 1, \cdots, \rho; \quad \mu = \rho_\gamma + 1, \cdots, n,
\]

have density

\[
(2\pi)^{-p(p-1)/4 - (n-p)/2} \frac{1}{\Gamma((n_\gamma - i + 1)/2)} \left\{ \prod_{\gamma = 1}^{\rho} \prod_{i = 0}^{p} \left[ \Gamma((n_\gamma - i + 1)/2) \right]^{-1} \right\} \cdot \left\{ \prod_{\gamma = 1}^{\rho} | b_{i\gamma} |^{(n_\gamma - p + 1)/2} \right\} \exp \left[ -\frac{1}{2} \sum_{i,j} \sigma_{ij} \left\{ \sum_{\gamma = 1}^{\rho} b_{i\gamma} + \sum_{\gamma = p+1}^{n} z_\gamma z_j \gamma \right\} \right],
\]

where \( | b_{i\gamma} | \) is a \( p \)-rowed determinant for each value of \( \gamma \).

**Proof.** The condition (2.20) permits the use of Wishart’s distribution.*

**Corollary 2.** Let \( \mathcal{D}(x_1, \cdots, x_{pn}) = \prod_i N((x_i); (\sigma)) \), and let the bilinear forms (2.16) have the property (2.17). Then if the linear functions \( z_i, \cdots, z_{p\gamma - 1} \) exist for \( i = 1, \cdots, p; \nu = 1, \cdots, p_m - 1 \), and if

\[
\mathcal{D}(z_1, \cdots, z_{p, p_m - 1}) = \prod_{i = 1}^{p_m - 1} N((z_i); (\sigma)),
\]

* See equation (2.8) of this paper, or Wishart [39], p. 38, or Wishart and Bartlett [4], p. 270.
it follows that

\[ n_m = n - p_{m-1}, \]

that the complete set of variables (2.19) exists, and that

\[ D(z_{11}, \ldots, z_{pn}) = \prod_{r} N((z_{r}); (\sigma)). \]

**Proof.** See [6], p. 181.*

In Theorem 7 a direct generalization of the Fisher-Cochran theorem was considered. In Theorem 8, the generalization is one which permits the use of more general quadratic forms than could be examined by means of Theorem 7. However, transformations of the chance variable (2.21) such as that of Wilks [34], p. 484, equation (30), will provide another derivation, by the moment method, of many of the distributions which we shall obtain, in $\S$3, by means of Theorems 8 and 9.

**THEOREM 8.** Let the $n_1 + n_2 + \cdots + n_p$ chance variables $x_{ir}$, $(i = 1, \ldots, p; r = 1, \ldots, n_i)$, have probability density $\prod_{i=1}^{p} \prod_{r=1}^{n_i} N(x_{ir}; 1)$. Let the real single-valued Borel-measurable function

\[ q_{ij} = \sum_{\mu, \nu=1}^{n_i} \omega_{ij}(x_{11}, \ldots, x_{i-1,n_{i-1}})x_{ir}x_{iv} \]

of $x_{11}, \ldots, x_{in}$, defined on $R^{n_1+\cdots+n_p}$, be, for each pair of values of $i$ and $j$, $(i = 1, \ldots, p; j = 1, \ldots, m_i)$, and for almost all sets of fixed values of $x_{11}, \ldots, x_{i-1,n_{i-1}}$, a quadratic form in $x_{i1}, \ldots, x_{in}$ of rank $n_{ij}$, and let

\[ \sum_{j=1}^{m_i} q_{ij} = \sum_{r=1}^{n_i} x_{ir}, \quad i = 1, \ldots, p. \]

Then a necessary and sufficient condition that

\[ D(q_{11}, \ldots, q_{p_p}) = \prod_{i=1}^{p} \prod_{j=1}^{m_i} G(q_{ij}; n_{ij}, 1) \]

is

\[ \sum_{j=1}^{m_i} n_{ij} = n_i. \]

* It is not difficult to generalize Theorems II and III of Cochran ([16], pp. 179, 181) by following the same procedure that has sufficed for the generalization of Cochran's Theorem II. It may be remarked that a necessary and sufficient condition for the satisfaction of equation (3.1) of Wilks ([37], p. 326) is provided by the generalization of Cochran's Theorem III. The generalizations of Cochran's Theorems I and II are also very useful in the moment approach to the theory of multivariate statistical analysis.
Proof. Necessity. The additive property of the \( \chi^2 \) distribution suffices; for, 
\[ \sum_{r=1}^{n_i} x_{iv}^2 \] has the \( \chi^2 \) distribution with \( n_i \) degrees of freedom, and from (2.22) and (2.23), 
\[ \sum_{r=1}^{n_i} x_{iv}^2 \] has the \( \chi^2 \) distribution with \( n_{i1} + n_{i2} + \cdots + n_{imi} \) degrees of freedom.

Sufficiency. We obtain the analogue of Theorem 1 for the hypotheses of Theorem 8. For each value of \( i \), assigning fixed values to \( x_{11}, \ldots, x_{i-1,n_i-1} \), we obtain from Theorem 1 \( n_i \) real linear functions

\[ (2.26) \]

\[ z_{iv} = \sum_{\mu=1}^{n_i} c_{\mu v} x_{i\mu}, \]

which are such that the corresponding chance variables have density

\[ \prod_{r=1}^{n_i} N(z_{iv}; 1); \]

and for the fixed values of \( x_{11}, \ldots, x_{i-1,n_i-1} \)

\[ \sum_{v} z_{iv}^2 = q_{ij}, \quad j = 1, \ldots, m_i, \]

where \( v \) runs from \( n_{i1} + \cdots + n_{i,i-1}+1 \) through \( n_{i1} + \cdots + n_{ij} \).

The coefficients \( c_{\mu v} \), of the linear forms (2.26) are real single-valued Borel-measurable functions of the coefficients of \( q_{ij} \) for fixed values of \( x_{11}, \ldots, x_{i-1,n_i-1} \). Let \( c_{\mu v}(\omega) \) be the same function of the functions \( \omega_{ij}(x_{11}, \ldots, x_{i-1,n_i-1}) \), \( \mu, v = 1, \ldots, n_i \), that \( c_{\mu v} \) is of the coefficients of the quadratic form having constant coefficients. Since Borel-measurable functions of Borel-measurable functions are Borel-measurable, it follows that the functions

\[ y_{iv} = z_{iv}(x_{11}, \ldots, x_{in_i}) \]

\[ = \sum_{\mu=1}^{n_i} c_{\mu v}(\omega) x_{i\mu} \]

are Borel-measurable functions of \( x_{11}, \ldots, x_{in_i} \). For almost all sets of fixed values of \( x_{11}, \ldots, x_{i-1,n_i-1} \) it is clear that \( y_{i1}, \ldots, y_{in_i} \) is a linear orthogonal transformation of \( x_{i1}, \ldots, x_{in_i} \). Hence the hypotheses of Theorem 5 are satisfied. Furthermore, the functions \( y_{iv} \) have been so defined that

\[ \sum_{v} y_{iv}^2 = q_{ij}, \quad j = 1, \ldots, m_i, \]

where \( v \) runs from \( n_{i1} + \cdots + n_{i,i-1}+1 \) through \( n_{i1} + \cdots + n_{ij} \). Then by the corollary to Theorem 5, it follows that
\[ \mathcal{D}(y_{11}, \ldots, y_{p,m_p}) = \prod_{i=1}^{p} \prod_{r=1}^{n_i} N(y_{ir}; 1), \]

and the proof is completed by using the additive property of the \( \chi^2 \) distribution.

**Theorem 9.** Let \( \mathcal{D}(x_{11}, \ldots, x_{p,m_p}) = \prod_i n_i N((x_i); (\sigma)) \). Let \( n_1 = \ldots = n_p = n \) in Theorem 8, and let the functions (2.22) satisfy (2.23). If, for some \( i \) and \( j \), \( \sigma^{ij} \neq 0 \), let \( \psi_{ij}(y_{11}, \ldots, y_{p,m_p}) \) be a real-valued Borel-measurable function of its indicated variables such that

\[ \psi_{ij}(y_{11}, \ldots, y_{p,m_p}) = \sum_{i,v} x_{iv} x_{jv}. \]

Then a necessary and sufficient condition that

\[ \mathcal{D}(y_{11}, \ldots, y_{p,m_p}) = \left\{ \prod_{i} \prod_{r=1}^{n_i} \left[ \Gamma(n_{ir}/2) \right]^{-1} q_{ir}^{n_{ir}/2-1} \right\} \cdot 2^{-pn/2} \sigma^{-n/2} \exp \left[ -\frac{1}{2} \sum_{i,j} \sigma^{ij} \psi_{ij}(y_{11}, \ldots, y_{p,m_p}) \right] \]

is

\[ \sum_{r=1}^{m_i} n_{ir} = n. \]  

**Proof. Necessity.** The necessity of the condition (2.28) may be demonstrated as in the proof of Theorem 8.

**Sufficiency.** If, in Theorem 2, we let \( l = l' = 1 \),

\[ K(q_{11}, \ldots, q_{p,m_p}) = (2\pi)^{-np/2} \sigma^{-n/2} \exp \left[ -\frac{1}{2} \sum_{i,j} \sigma^{ij} \psi_{ij}(q_{11}, \ldots, q_{p,m_p}) \right], \]

and

\[ k(q_{11}, \ldots, q_{p,m_p}) = (2\pi)^{-np/2} \exp \left[ -\frac{1}{2} \sum_{i} \psi_{ii}(q_{11}, \ldots, q_{p,m_p}) \right], \]

then the functions (2.22) are such that (2.6) and (2.7) are true. Hence, the desired result, (2.27), follows from the straightforward application of Theorems 2 and 8.

It is apparent that many distributions of functions of chance variables having a normal multivariate distribution may be derived by using Theorem 9. Some of these will be considered in §3.

3. **Vector variates.** In this section we apply the methods developed in §2.
to various problems in the generalized analysis of variance, relations between
sets of variables, and generalized periodogram analysis.

In order to do this with a minimum of duplication, two theorems in the
theory of quadratic forms are first stated. These theorems and their corollaries are useful in the theory of univariate statistical analysis. In Theorems
12 and 13, the previous theorems are used to obtain joint distributions of
functions which are quadratic forms in certain variables for fixed values of
other variables. These latter distributions are then transformed in order to
derive distributions which are useful in the theory of vector variates. The
notation and terminology have already been given in the first section of this
paper.

Let

\[
\sigma_i = \begin{vmatrix}
\sigma_{11} & \sigma_{12} & \cdots & \sigma_{1i} \\
\sigma_{21} & \sigma_{22} & \cdots & \sigma_{2i} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{i1} & \sigma_{i2} & \cdots & \sigma_{ii}
\end{vmatrix},
\]

\[
\sigma_p = \sigma,
\]

let \( \sigma = \sigma_{i-1} \), and let \( \sigma^{jk} = \) be the cofactor of \( \sigma_{jk} \) in \( \sigma_i \) divided by \( \sigma_i \),

\( (j, k = 1, \ldots, i) \), \( \sigma^{jk} = \sigma^{jk} \).

Set

\[
a_{ij} = \sum_p x_{ip} x_{jp},
\]

and assume that \( a_i, a^i, \) and \( a^{jki} \) are the same functions of the \( a_{ij} \) that \( \sigma_i, \sigma^i, \)
and \( \sigma^{jki} \) are of the \( \sigma_{ij} \). We shall refer to any determinant \( a_i \) as a generalized
sum of squares since

\[
a_i = \sum_\mu (\Delta_\mu)^2,
\]

where

\[
\Delta_\mu = \begin{vmatrix}
x_{1\mu_1} & x_{1\mu_2} & \cdots & x_{1\mu_i} \\
x_{2\mu_1} & x_{2\mu_2} & \cdots & x_{2\mu_i} \\
\vdots & \vdots & \ddots & \vdots \\
x_{i\mu_1} & x_{i\mu_2} & \cdots & x_{i\mu_i}
\end{vmatrix},
\]

and the summation is for all the \( C_i \) distinct selections of \( i \) integers \( \mu_1, \mu_2, \ldots, \mu_i \)
from 1, \( \ldots, n \).

We remark that if \( \beta_{ig} \) is the regression coefficient of \( x_g \) in the "true" re-
gression function of \( x_i \) on \( x_1, \ldots, x_{i-1} \), where \( x_1, \ldots, x_p, (p \geq i) \), are
assumed to have a normal multivariate distribution, then

\[
\beta_{ig} = -\frac{\sigma^{ig} i}{\sigma^{ii}}.
\]
Similarly, if \( b_{x_i} \) is the regression coefficient of \( x_i \) in the sample regression function of \( x_i \) on \( x_1, \ldots, x_{i-1} \), then

\[
b_{x_i} = -\frac{a_{ix_i}}{a_{ii}}.
\]

In the following theorem it is shown that the coefficients of a transformation by which a definite quadratic form may be reduced to a sum of squares are the regression coefficients. It is necessary to emphasize that although much of this material is known, yet no complete treatment seems to exist.

**Theorem 10.** There exist \( p \) linear forms

\[
y_i = x_i - \sum a_{i0} x_0
\]

such that

\[
q = \sum_i y_i^2 / \sigma_i^2.
\]

The proof is omitted. It is noted that the transformation (3.2) has unit determinant.

**Corollary 1.** Let

\[
\mathcal{D}(x_1, \ldots, x_{pr}) = N((x_1); (\sigma)),
\]

and let

\[
\mathcal{D}(x_{11}, \ldots, x_{pn}) = \prod \mathcal{D}(x_{11}, \ldots, x_{pr}).
\]

Then if \( y_{ir} = x_{ir} - \sum a_{i0} x_0 \), it follows that

\[
\mathcal{D}(y_{ir}) = N(y_{ir}; \sigma^t)
\]

and

\[
\mathcal{D}(y_{11}, \ldots, y_{pn}) = \prod \prod \mathcal{D}(y_{ir}).
\]

The proof is omitted.

In Theorem 10 and Corollary 1 it was shown that variables which have a joint normal distribution may be expressed in terms of variables which are distributed independently in normal distributions. In the following corollaries it will be shown that certain functions of the dependent variables are invariant under the transformation into independent variables and hence have the distributions of the same functions of independent variables.
Corollary 2. Let $a_i'$ be the generalized sum of squares with the elements

$$a_{jk}' = \sum_y y_{jy} y_{ky},$$

$j, k = 1, \ldots, i$.

Then

$$a_i' = a_i.$$  \hspace{1cm} (3.3)

**Proof.** Equation (3.3) is obvious when $a_i$ and $a_i'$ are written as sums of squares of determinants as in (3.1).

Corollary 3. If $a'' = a_i' / a_i - 1$, then, except for a set of measure zero,

$$a'' = a_i' - \sum_i w_{ij} a_{ij},$$

where

$$w_{ij} = \sum_y p_{xy} y_{iy}$$

and the coefficients

$$p_{xy} = (a'')^{-1/2} \left( y_{xy} - \sum_{j=1}^{i-1} b_{ij} y_{ij} \right)$$

are such that

$$\sum_y p_{xy} p_{kr} = \delta_{yk}.$$  \hspace{1cm} (3.7)

**Proof.** It follows from the definition of $a''$ that

$$a'' = a_i' - \sum_{g,h} a_{ig} a_{gh} a''_{gh}.$$  \hspace{1cm} (3.8)

From Theorem 1 and (3.8), it follows that

$$a_{ii}' - a'' = \sum_g w_{ig}^2,$$

for almost all sets of fixed values of $y_{11}, \ldots, y_{i-1,n}$, where

$$w_{ig} = (a'')^{-1/2} \left( a_{ig}' - \sum_{k=1}^{i-1} b_{ik} a_{ik}' \right)$$

$$= (a'')^{1/2} b_{ig}'.$$

* The functions $a''_{gk}$ and $b_{ig}$ are to be defined as are $a_{gk}$ and $b_{ig}$ but with $a_{jk}$ replacing $a_{ij}$, $(j, k = 1, \ldots, i)$. From Corollary 2 it follows that $a'' = a_i$.

† It is, of course, well known that two alternative expressions for $a''$ are $a'' = a_{ii} - \sum_i a_{ig} b_{ig}$ and

$$a'' = a_{ii} - \sum_g b_{ig} b_{ig} a_{ig}.$$  \hspace{1cm} (3.9)

‡ The function $b_{i,g}$ is the coefficient of $x_g$ in the sample regression equation of $x_i$ on $x_1, \ldots, x_g$, and $b_{i,g}'$ is the same function of the $y_{ig}$.  \hspace{1cm} (3.10)
Hence, equations (3.4), (3.5), and (3.6) are true. Equation (3.7) may be verified by direct computation, or by employing the known properties of deviations from sample regression functions to avoid that computation.

**Corollary 4.** The function $\omega_{i\varrho}$ may be written as

\[(3.10) \quad \omega_{i\varrho} = (a^i)^{1/2} \left( b_{i \varrho} - \sum_{k=q+1}^{i-1} b_{k \varrho} \beta_{ik} - \beta_{i \varrho} \right).\]

**Proof.** From (3.9) it follows that

\[
\omega_{i\varrho} = (a^i)^{-1/2}(a^i_{\varrho-1})^{-1}
\begin{vmatrix}
  a_{i1}' & \cdots & a_{i\varrho}' \\
  \vdots & \ddots & \vdots \\
  a_{q-1,1}' & \cdots & a_{q-1,\varrho}' \\
  a_{i1}' & \cdots & a_{i\varrho}'
\end{vmatrix}.
\]

Now it may be shown that if

\[
K_{q\varrho}' = \frac{1}{a_{q\varrho}}
\begin{vmatrix}
  a_{i1}' & \cdots & a_{i1,q}' & a_{i1,q}' \\
  \vdots & \ddots & \vdots & \vdots \\
  a_{q-1,1}' & \cdots & a_{q-1,\varrho-1}' & a_{q-1,\varrho}' \\
  a_{q,1}' & \cdots & a_{q,\varrho-1}' & a_{q,\varrho}'
\end{vmatrix},
\]

where $q$ and $r$ are positive integers such that $g \leq q \leq i; g \leq r \leq i$, then

\[
K_{q\varrho}' = \sum_{\mu=q}^{q} \sum_{\nu=q}^{r} \beta_{\mu \nu} \beta_{r \nu} K_{\mu \nu},
\]

where $K_{q\varrho}$ is the same function of the $a_{ii}$ that $K_{q\varrho}'$ is of the $a_{ii}'$. Then (3.10) is a consequence of the fact that

\[
b_{k \varrho} = \frac{K_{k \varrho}}{a_{q}}, \quad k = g, \ldots, i.
\]

Although Theorem 10 and Corollaries 1–4 are more than sufficient for the consideration of the distribution of the generalized sum of squares, they do not yield the distribution of the generalized correlation ratio and related statistics. It is for this reason that the following definitions, theorem, and corollaries are introduced.

Let

\[
a_{i\gamma} = \sum_{\nu} x_{i\nu} x_{i\nu}, \quad n_0 = 0; n_{\gamma} \geq \rho; n_1 + \cdots + n_\gamma \leq n,
\]

where $\nu$ runs from $n_1 + \cdots + n_{\gamma-1} + 1$ through $n_1 + \cdots + n_\gamma$, and let $a_{i(\gamma)}$ and $a_{i(\gamma)}'$ be defined as are $a_i$ and $a_i'$ but with $a_{k(\gamma)}$ replacing $a_{k\gamma}$. Let $a_{i(\gamma)}', a_{i(\gamma)}$,
and \( a'_i' \) be similar functions of the \( y_{iv} \). Then there exist linear functions \( w_{iv}(\gamma) \) such that Corollary 3 is true for each value of \( \gamma \).

Let \( s \) be a positive integer not greater than \( p \), and let

\[
\tau_i = \begin{vmatrix}
\sigma_{ii} & \sigma_{i,s+1} & \cdots & \sigma_{ip} \\
\sigma_{s+1,i} & \sigma_{s+1,s+1} & \cdots & \sigma_{s+1,p} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{pi} & \sigma_{p,s+1} & \cdots & \sigma_{pp}
\end{vmatrix}, \quad i = 1, \ldots, s.
\]

Let \( \tau^{ijk} \) be the cofactor of \( \sigma_{jk} \) in \( \tau_i \) divided by \( \tau_i \), \( (j, k = i, s+1, \ldots, p; i = 1, \ldots, s) \). Let \( \tau_0 \) be the cofactor of \( \sigma_{ii} \) in \( \tau_i \), and let \( \tau_0^{ijk} \) be the cofactor of \( \sigma_{jk} \) in \( \tau_0 \) divided by \( \tau_0 \). Let \( d \) be the same function of the \( a_{ij} \) that \( \tau_0 \) is of the \( \sigma_{ij} \).

**Theorem 11.** There exist \( p \) linear forms, for a preassigned value of \( v \),

\[
(3.11) \quad z_{iv} = x_{iv} + \sum_{j=s+1}^{p} \frac{\tau^{iji}}{\tau^{iii}} x_{jv}, \quad i = 1, \ldots, s,
\]

\[
q_v = \sum_{i,j=1}^{s} \sigma^{iji}z_{iv}z_{jv} + \sum_{i,j=s+1}^{p} \tau_0^{iji}z_{iv}z_{jv}.
\]

The proof is omitted. It is noted that the transformation (2.36) has unit determinant.

R. A. Fisher* has evaluated the difference between the sum of squares of the deviations of \( y_i \) from the sample regression function in \( y_1, \ldots, y_{i-1} \), and the sum of squares of the deviations of \( y_i \) from the sample regression function in \( y_1, \ldots, y_k \), \( (k < i - 1) \). In order to state his result in terms of the functions which are generally computed in least squares solutions, we define the \( i - k - 1 \) rowed determinant

\[
\alpha' = \left| a'^{iti,i-1} \right|, \quad j, t = k + 1, \ldots, i - 1,
\]

and let \( \alpha'_t \) be the cofactor of \( a'^{iti,i-1} \) in \( \alpha' \) divided by \( \alpha' \). Then we may state Fisher's result as the following corollary:

**Corollary 1.** If \( a'^{i(k)} \) is the sum of squares of the deviations of \( y_i \) from its sample regression function in \( y_1, \ldots, y_k \), then the difference, \( a'^{i(k)} - a'^i \), is, for almost all sets of fixed values of \( y_1, \ldots, y_{i-1}n \), a positive definite quadratic form in \( y_i, \ldots, y_{in} \) of rank \( i - k - 1 \):

\[
\sum_{i,j=k+1}^{i-1} b'_{ij}b'_{ij}a'_{ij}.
\]

* See [16], §29.1.
The proof is omitted. A simple proof may be given by means of Theorem 11 and the Jacobi ratio theorem* in determinants.

We now use Corollary 1 to determine the change in the rank of \( a^i \) induced by the omission of several observations.

Let us define, for each value of \( t, (t=1, \ldots, n-m) \), a variable which assumes only the values zero and one,

\[
y_{i+t,r} = \delta_{r,n_{1+t}}.
\]

Then \( a''_{(1)} \) is the sum of squares of the deviations of \( y_i \) from its sample regression function in \( y_1, \ldots, y_{i-1}, y_{i+1}, \ldots, y_{i+n-n_1} \).

**Corollary 2.** The difference

\[
a^i - a''_{(1)}
\]

is, for fixed \( i \) and almost all sets of fixed values of \( y_{11}, \ldots, y_{i-1,n}, a \) quadratic form in \( y_{11}, \ldots, y_{in} \) of rank \( n-n_1 \).†

The proof is omitted.

The following corollary is useful in determining whether or not a set of regression coefficients differ significantly from one another.

Let \( a'i' \) be the generalized sum of squares, the elements of which are \( \sum_{j,k} a_{jk\gamma}, (j, k = 1, \ldots, i) \), and let \( v_i = a''_{i'} - a''_{(1)} - \cdots - a''_{(m)} \).

**Corollary 3.** For any fixed value of \( i \), and for almost all sets of fixed values of \( y_{11}, \ldots, y_{i-1,n}, \) the function \( v_i \) is a quadratic form in \( y_{11}, \ldots, y_{in} \) of rank \( (m-1)(i-1) \) and is equal to

\[
(3.12) \quad \sum_{\gamma} \sum_{\alpha,\lambda} a_{\gamma\alpha\lambda}(b_{\gamma\alpha} - b_{\gamma\alpha}^{(\gamma)})(b_{\gamma\lambda} - b_{\gamma\lambda}^{(\gamma)}). \dagger
\]

The proof is omitted.§

Let \( n' = n_1 + \cdots + n_m \), and let \( u_i = a^i - a''_i \), where \( a''_i = a'_i/a'_{i-1} \). Then we can state the following theorem:

**Theorem 12.** Let

\[
\mathcal{D}(x_{1r}, \ldots, x_{pr}) = N((x_r); (\sigma)),
\]

and let

\[
* \text{Turnbull [32], p. 77.}
\]

† The formula obtained by substituting in (3.11) does not provide a simple evaluation of the difference.

‡ The functions \( b_{\gamma\alpha}^{(\gamma)} \) are the regression coefficients in the \( \gamma \)th set of observations; in other words, \( b_{\gamma\alpha}^{(\gamma)} \) is defined as is \( b_{\gamma\alpha} \) but with \( a_{k\gamma} \) replacing \( a_{k\gamma} \).

§ Certain special cases of (3.12) have been used by Welch [33] and Kołodziejczyk [22].
\[ \mathcal{D}(x_{11}, \ldots, x_{pn}) = \prod \mathcal{D}(x_{1v}, \ldots, x_{pv}). \]

Then if \( n > n' \), the chance variables

\[ a_{(\gamma)}', w_{i0}^2, v_i, u_i \]

are independently distributed, and have joint probability density

\[ \prod_i \left\{ G(w_{i0}; n - n', \sigma^i) \cdot G(v_i; (m - 1)(i - 1), \sigma^i) \right\} \]

\[ \left[ \prod \sigma^i \cdot \sigma^i \right] \left[ \prod \sigma^i \cdot \sigma^i \right] \left[ \prod \sigma^i \cdot \sigma^i \right] \]

If \( n = n' \), the chance variables \( a_{(\gamma)}', w_{i0}^2, \) and \( v_i \) are independently distributed and have a joint probability density which may be obtained from (3.14) by suppressing the terms involving \( u_i \) and \( v_1 \).

**Proof.** The chance variables (3.13) have been shown, in the corollaries to Theorems 10 and 11, to satisfy the conditions of Theorem 8. The proof is then completed by means of Theorem 9.*

The following corollaries are devoted to a consideration of the densities, moments and possible ranges of certain chance variables. Applications of the distributions are indicated.

**Corollary 1.** Under the hypotheses of Theorem 12, it follows that

\[ \mathcal{D}(a^i) = G(a^i; n - i + 1, \sigma^i), \]

and

\[ \mathcal{D}(a^1, \ldots, a^p) = \prod_i \mathcal{D}(a^i). \]

Furthermore \( \mathcal{E}\{\prod_i (a^i)^{\lambda_i/2}\} = \prod_i \mathcal{G}(\lambda_i, n - i + 1, \sigma^i) \) and \( 0 < a^i < \infty \).

**Proof.** See Theorem 12 and Theorem 10, Corollary 2.

Since \( a_i = a^1 \cdots a^i \), there may be deduced from Corollary 1 the distribution and moments of the generalized variance,† the ratio of the generalized variance to any of its principal minors,‡ and the quotient of any two of its principal minors. There may also be deduced the joint distribution and moments of the generalized variance and some of its principal minors.

* This distribution is a generalization of that obtained by Bartlett [1], p. 268, starting from Wishart's distribution. It may be remarked that the use of Theorem 6 in conjunction with Theorem 12 yields a similar generalization of the results of Bartlett's §2.

† See Wilks [34], pp. 477, 481.

‡ In the general case one has to transform \( \mathcal{D}(a^1, \ldots, a^p) \) to find the probability that a ratio of products of the variables \( a^i \) exceeds a given quantity.
In the theory of relations between two sets of variables,* there occurs a statistic which measures the portion of the generalized variance of the first set of variables which is due to the variables of the second set.

Let \( \xi_i = x_i - z_i \), and assume \( \xi_i \) to be the same function of the \( a_{ij} \) and \( x_i \) that \( \xi_i \) is of the \( \sigma_{ij} \) and \( x_i \). Furthermore, let

\[
\begin{align*}
g_{ij} &= \sum_{\nu} (x_{i\nu} - \xi_{i\nu})(x_{j\nu} - \xi_{j\nu}), \\
g_{i1j} &= \sum_{\nu} (x_{i\nu} - \xi_{i\nu})(x_{j\nu} - \xi_{j\nu}), \\
g_{ij2} &= \sum_{\nu} (\xi_{i\nu} - \xi_{j\nu})(\xi_{j\nu} - \xi_{j\nu}),
\end{align*}
\]

and let

\[
\begin{align*}
a_{ij1} &= g_{ij1}, \\
a_{ij2} &= \sum_{\nu} \xi_{i\nu}\xi_{j\nu}.
\end{align*}
\]

It is well known that \( g_{ij} = g_{i1j} + g_{ij2} \) and \( a_{ij} = a_{ij1} + a_{ij2} \). Obviously

\[
g_{ij} = a_{ij}, \quad i, j = s + 1, \ldots, p.
\]

We shall define the residual variance in terms of what may be called the generalized covariances. Set \( s \leq p - s \), and let†

\[
W_{js}' = (-1)^{s-j+1} \begin{vmatrix}
0 & \ldots & 0 & g_{i,s+1} & \ldots & g_{i,p} \\
\oslash & \ldots & \oslash & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & g_{s,s+1} & \ldots & g_{s,p} \\
g_{s+1,i} & \ldots & g_{s+1,s} & g_{s+1,s+1} & \ldots & g_{s+1,p} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
g_{p,i} & \ldots & g_{p,s} & g_{p,s+1} & \ldots & g_{p,p}
\end{vmatrix}, \quad j = 1, \ldots, s.
\]

Then we note that from Theorem 11 and Theorem 8, the statistic

\[
B_{js}' = \frac{W_{js}'}{d} = \begin{vmatrix}
g_{ij2} & \ldots & g_{ijp} \\
\oslash & \ldots & \oslash \\
g_{s+1,j2} & \ldots & g_{s+1,jp} \\
\oslash & \ldots & \oslash \\
g_{ss2} & \ldots & g_{ss2}
\end{vmatrix}
\]

is the generalized variance of \( p - s \) observations of a vector variate which has \( s-j+1 \) components and hence has the distribution and moments of such a

* See Hotelling [20]. A knowledge of §§1–4 of that paper is assumed.
† By \( W_{js} \) we shall mean the same function of the \( a_{ij} \) that \( W_{ij} \) is of the \( g_{ij} \). It is noted that \( W_{js} \) is the numerator of the statistic \( q^d \) defined by Hotelling [20], p. 333.
variance.* From Theorems 11 and 12 it follows that the parametric function estimated by \( B'_{is} \) is \( \sigma/\tau \).

Assume \( k > j \). Since

\[
\frac{W'_{js}}{W'_{ks}} = \frac{B'_{js}}{B'_{ks}},
\]

its distribution may readily be found in accordance with the preceding discussion of the distribution of the ratio of a generalized variance to one of its principal minors.

Since \( B'_{js} \) and \( d \) are independent chance variables, the chance variable \( W'_{js} \) is a product of independent variances and has the distribution and moments of such a product.†

**Corollary 2.** (a) If \( n > n' \), the chance variables \( a'_{(\gamma)} \), \( a^i \) have density

\[
\prod_i G\left(a^i - a_{(1)} - \cdots - a_{(m)}; n - n' + (j - 1)(m - 1), \sigma^i\right)
\]

\[
\cdot \left[ \prod_{\gamma} G\left(a'_{(\gamma)}; n_{\gamma} - j + 1, \sigma^i\right) \right].
\]

Furthermore

\[
E\left\{ \prod_i \left( a^i \right)^{\lambda_{i/2}} \left[ \prod_{\gamma} \left( a'_{(\gamma)} \right)^{\lambda_{i/2}} \right] \right\}
\]

\[
= \prod_i \left\{ G\left( \lambda_{j; n - j + 1 + \sum_{\gamma} \lambda_{i\gamma}, \sigma^i} \right) \cdot \left[ \prod_{\gamma} G\left( \lambda_{j\gamma; n_{\gamma} - j + 1, \sigma^i} \right) \right] \right\},
\]

and

\[
0 < a'_{(\gamma)} < a^i - a_{(m)} - \cdots - a_{(\gamma + 1)}, \quad a_{(m + 1)} = 0.
\]

(b) If \( n = n' \), the chance variables

\[
a_{(\gamma)}^1, \quad \gamma = 1, \ldots, m - 1,
\]

\[
a_{(\gamma)}^j, \quad j = 2, \ldots, p; \quad \gamma = 1, \ldots, m,
\]

\[
a^i, \quad j = 1, \ldots, p,
\]

* The residual variance is defined to be \( B_{is} = W_{is}/d \), and has the distribution of \( B_{is} \) if and only if \( g_{is} = a_{is}(i, j = 1, \ldots, s) \).

† If \( s = p - s = 2 \), the statistic \( W_{is} \) is the square of the covariance tetrad difference. Hence if the two sets are independent, the distribution and moments of the covariance tetrad difference have been derived. It is noted that the variables of either set may be intercorrelated. The correlation tetrad difference will be discussed after Corollary 3. This analysis generalizes the discussions of Wilks [35], and Wishart [40].
have a joint probability density, joint moments, and possible ranges which are of the same form as (3.17), (3.18), and (3.19) with the obvious differences caused by the omission of $a_{(m)}$.

**Proof.** The corollary is an immediate result of the theorem on the transformation of multiple integrals.

If $n > n'$, the joint density and moments of the chance variables $a_{(\gamma)}, a_j, (j = 1, \ldots, i)$, may readily be obtained by transforming (3.17). The jacobian of the transformation

$$a_{(\gamma)} = a_{(\gamma)}^{1} \cdots a_{(\gamma)}^{j}$$

$$a_j = a_1 \cdots a_i$$

is

$$\prod_{\gamma} a_{(\gamma)}^{-1} \left[ \prod_{\gamma} a_{(\gamma)}^{-1} \right],$$

and the possible ranges of the chance variables are

$$0 < a_{k(\gamma)} < \prod_{j=1}^{k} \left( \frac{a_j - a_{(m)}}{a_{(m)} - a_{(\gamma+1)}} \cdots \frac{a_{(\gamma+1)}}{a_{(\gamma+1)}} \right),$$

(3.20)

$$0 < a_{k(\gamma)} < (a_k^{1/k} - a_{k(m)}^{1/k} \cdots - a_{k(\gamma+1)}^{1/k})^k.$$

It is noted that if $n = n'$, one may find the joint density of the chance variables

$$a_{1(\gamma)}, a_1, a_j, a_j, (j = 2, \ldots, i; \gamma = 1, \ldots, m),$$

in a similar fashion. The moments of the chance variables are most easily obtained by means of Lemma 1 and (3.18).

The inequalities (3.20) are consequences of the fact that

$$0 < a_{k(\gamma)} < \prod_{j=1}^{k} (a_j - a_{(m)} \cdots - a_{(\gamma+1)})$$

and of the application of the procedure of finding the extrema of a function subject to several conditions.

From these distributions may be obtained the joint distribution of

$$a_{i(1)}, \ldots, a_{i(m)}, a_i$$

by integrating the other variables over their possible ranges as stated in (3.20).

Let $c_{(\gamma)} = a_{(\gamma)} / a_{ij}$. Then we may state the following corollary:
Corollary 3. (a) If \( n > n' \), then

\[
D(c^{i_1}, \ldots, c^{i_m}) = D(c^{i_1}, \ldots, c^{i_m}; n_1 - i_1 + 1, \ldots, n_m - i_m + 1, n - n' + (i - 1)(m - 1)),
\]

and

\[
\begin{align*}
& D(c^{i_1}, \ldots, c^{i_m}, a^{i_1}, \ldots, a^{i_m}) = \prod_i D(c^{i_1}, \ldots, c^{i_m}, a^i), \\
& E \left\{ \prod c^{i_{(\gamma)}} \right\} \lambda_{\gamma}^{i_{(\gamma)}} = \prod_i D(\lambda_{i_1}, \ldots, \lambda_{i_m}; n_1 - i_1 + 1, \ldots, n_m - i_m + 1, n - n' + (m - 1)(i - 1)),
\end{align*}
\]

and

\[
0 < c_{(\gamma)}^{i_{(\gamma)}} < 1 - c_{(n')}^{i} - \cdots - c_{(\gamma + 1)}^{i}.
\]

(b) If \( n = n' \), the chance variables

\[
c_{(\gamma)}, \quad \gamma = 1, \ldots, m - 1,
\]

\[
c_{(\gamma)}^{i}, \quad j = 2, \ldots, p; \gamma = 1, \ldots, m,
\]

have a joint probability density, joint moments, and ranges which may be determined as above.

We shall call any statistic of the form

\[
c_{i(\gamma)}^{i} = \frac{a_{i(\gamma)}}{a_i}
\]

a generalized correlation ratio. Then, since

\[
c_{i(\gamma)}^{i} = 1 \cdot \cdots \cdot c_{(\gamma)}^{i},
\]

we may obtain the distribution and moments of the generalized correlation ratio* and of the generalized Neyman-Pearson criteria.†

Applications of Corollary 3 occur in the theories of generalized periodo-

---

* See Wilks [34], p. 482.
† See Pearson and Wilks [29], and Wilks [34], p. 488. These criteria turn out to be functions of products of generalized correlation ratios.
gram analysis and relations between sets of variables. Of these, we first discuss generalized periodogram analysis.*

Let
\[ z_{ir} = x_{ir} - \sum_{j=0}^{k} \alpha_{ij} \phi_j(t_r), \]
and let the functions \( \phi_0(t), \ldots, \phi_k(t) \) be such that
\[ \sum_{r} \phi_i(t_r) \phi_j(t_r) = \delta_{ij}, \quad i, j = 0, \ldots, k. \]

It is well known that if
\[ \mathcal{D}(z_{1r}, \ldots, z_{pr}) = N((z_r); (\sigma)), \quad \mathcal{D}(z_{11}, \ldots, z_{pn}) = \prod_{r} \mathcal{D}(z_{1r}, \ldots, z_{pr}), \]
and if
\[ y_{i\mu} = \sum_{r} \phi_{\mu}(t_r) x_{ir}, \quad i = 1, \ldots, p; \mu = 0, \ldots, k, \]
then
\[ \mathcal{D}(y_{1\mu} - \alpha_{1\mu}, \ldots, y_{p\mu} - \alpha_{p\mu}) = N((y_{\mu} - \alpha_{\mu}); (\sigma)), \quad \mu = 0, \ldots, k, \]
and
\[ \mathcal{D}(y_{10} - \alpha_{10}, \ldots, y_{p0} - \alpha_{p0}) = \prod_{\mu=0}^{k} \mathcal{D}(y_{1\mu} - \alpha_{1\mu}, \ldots, y_{p\mu} - \alpha_{p\mu}). \]
Furthermore there exist linear functions
\[ y_{i\mu} = \sum_{r} \phi_{\mu}(t_r) x_{ir}, \quad \mu = k + 1, \ldots, n - 1, \]
such that
\[ \mathcal{D}(y_{1\mu}, \ldots, y_{p\mu}) = N((y_{\mu}); (\sigma)), \]
\[ \mathcal{D}(y_{1,k+1}, \ldots, y_{p,n-1}) = \sum_{\mu=k+1}^{n-1} \mathcal{D}(y_{1\mu}, \ldots, y_{p\mu}), \]
and†
\[ \mathcal{D}(y_{10} - \alpha_{10}, \ldots, y_{pn}) = \mathcal{D}(y_{10} - \alpha_{10}, \ldots, y_{p0} - \alpha_{p0}) \cdot \mathcal{D}(y_{1,k+1}, \ldots, y_{p,n-1}). \]

We consider our sample to contain an odd number‡ \( n \), \( n = 2n' + 1 \), of observations, and let

---

* See Fisher [14], and Greenstein [17], for discussions of the Schuster periodogram in one variable.
† This follows from Corollary 2 of Theorem 7.
‡ The adjustment to be made if \( n' \) is even will be obvious. See Fisher [14], p. 60.
\[ \phi_0(t_v) = n^{-1/2}, \]
\[ \phi_{2j}(t_v) = \left( \frac{2}{n} \right)^{1/2} \sin \frac{2\pi vj}{n}, \]
\[ \phi_{2j-1}(t_v) = \left( \frac{2}{n} \right)^{1/2} \cos \frac{2\pi vj}{n}, \quad j = 1, \ldots, n'; v = 1, \ldots, n. \]

If \( k < n - 1 \), it may be shown that a Neyman-Pearson \( \lambda \) criterion* for the hypothesis
\[ \alpha_{ij} = 0, \quad i = 1, \ldots, \rho; j = 1, \ldots, k, \]
is given by a generalized correlation ratio
\[ \lambda = \frac{\left| \sum_{r=1}^{n-1} y_{iv}y_{jr} \right|}{\sqrt{\sum_{r=1}^{n-1} y_{iv}y_{jr}}}, \quad i, j = 1, \ldots, \rho. \]

However, if \( k = n - 1 \), or if it is desired that the hypothesis be rejected if and only if at least one of the statistics
\[ \varepsilon_{p(2\gamma)} = \frac{\left| \sum_{r=1}^{n-1} y_{iv}y_{jr} - y_{i,2\gamma-1}y_{j,2\gamma-1} - y_{i,2\gamma}y_{j,2\gamma} \right|}{\sqrt{\sum_{r=1}^{n-1} y_{iv}y_{jr}}}, \quad \gamma = 1, \ldots, n'; i, j = 1, \ldots, \rho, \]
diffs significantly from one, some other approach to the problem of testing the hypothesis that no period exists must be given.

Inasmuch as the joint distributions of statistics such as \( \varepsilon_{p(2\gamma)} \) is quite complicated,† we shall extend Fisher’s distribution‡ only to the case \( p = 2 \), and shall use, in doing this, not the statistics (3.22) but the statistics
\[ \varepsilon_{2(2\gamma)} = \frac{\left| y_{i,2\gamma-1}y_{j,2\gamma-1} + y_{i,2\gamma}y_{j,2\gamma} \right|}{\sqrt{\sum_{r=1}^{n-1} y_{iv}y_{jr}}}, \quad \gamma = 1, \ldots, n'; i, j = 1, 2. \]

---

* See Neyman and Pearson [27], and Wilks [34], p. 485.
† They may be found by means of the distributions of Corollary 3 and variables having a normal multivariate distribution. Some notion of the complications may be gained by examining the distribution for \( p = 1 \).
‡ R. A. Fisher [14], p. 57. The solution of a similar problem, if the variance and covariance parameters are known, is carried through in the same way.
The joint probability density of a subset \( c_2(2T_1), c_2(2T_2), \ldots, c_2(2T_k) \) of the set \( \{3.23\} \), is, from \( \{3.21\} \),

\[
\frac{\Gamma(n')\Gamma(n' - 1/2)}{\pi^{k/2}\Gamma(n' - k)\Gamma(n' - (k + 1)/2)} \left\{ \prod_{t=1}^{k} \frac{-1/2}{C_1(2T_t)} \right\} \\
\cdot \left\{ \int_{c_2(2T_1)}^{1} \cdots \int_{c_2(2T_1)}^{1} \frac{1 - c_1(2T_k) - \cdots - c_1(2T_1)}{1 - c_1(2T_k) - \cdots - c_1(2T_1)} \left[ \prod_{t=1}^{k} \frac{-1/2}{C_1(2T_t)} \right] \\
\cdot \left( \frac{1 - c_2(2T_1)}{c_1(2T_1)} - \cdots - \frac{c_2(2T_k)}{c_1(2T_k)} \right)^{n' - (k + 1)/2 - 1} \right\} dC_1(2T_1) \cdots dC_1(2T_k)
\]

while the joint density of the entire set is

\[
\frac{\Gamma(n')\Gamma(n' - 1/2)}{\pi^{k/2}\Gamma((k - 1/2)/2)} \left\{ \prod_{t=1}^{n'} \frac{-1/2}{C_2(2T_t)} \right\} \\
\cdot \left\{ \int_{c_2(2T_n')}^{1} \cdots \int_{c_2(2T_n')}^{1} \frac{1 - c_1(2T_k) - \cdots - c_1(2T_1)}{1 - c_1(2T_k) - \cdots - c_1(2T_1)} \left( \prod_{t=1}^{n'} \frac{-1/2}{C_1(2T_t)} \right) \\
\cdot \left( \frac{1 - c_1(1)}{1 - c_1(1)} - \cdots - \frac{c_2(2n' - 2)}{c_1(2n' - 2)} \right)^{n' - 1/2} \right\} dC_1(2T_1) \cdots dC_1(2n' - 2)
\]

If we denote the probability that

\[ c_2(2T_i) > \theta_{ij}, \quad i = 1, \ldots, k, \]

for each selection of \( k \) integers from 1, 2, \ldots, \( n' \), \( (k = 1, 2, \ldots, n') \) by

\[ P(\theta_{1j}, \ldots, \theta_{kj}) \]

then the probability that at least \( j \) of the events

\[ c_2(2T) > \theta_{ij}, \quad \gamma = 1, \ldots, n', \]

occur is*

\[ P^{(j)} = \sum_{r=0}^{n'-j} (-1)^r c_r^{j+r-1} S_{j+r} \]

where

\[ S_{j+r} = \sum P(\theta_{1j}, \ldots, \theta_{j+r}) \]

and the summation is for all selections of \( j + r \) integers from 1, \ldots, \( n \).

From (3.24), we can find the probability that the maximum of the statistics \( c_2(2T) \) exceeds a given quantity \( g \), by letting \( j = 1 \) and \( \theta_1 = \cdots = \theta_{n'} = g \). It is, however, a question whether only the maximum need be considered or

* See, for example, [25], p. 162.

† If \( \theta_1 = \theta_2 = \cdots = \theta_{n'} \), then \( S_{j+r} = C_{j+r}^{n'} P(\theta_1, \ldots, \theta_{j+r}) \).
whether each statistic should first be tested and then, if \( h \) are significant, the probability that the \( h \) greatest of the statistics should exceed a given quantity \( g \) should be found.

We note that by using the corollaries to Theorem 13, other distributions which may be used to test hypotheses in generalized periodogram analysis may be obtained for \( p > 2 \). However we shall not examine these here.

We now derive the joint distribution of \( q^2 \) and \( z^* \) and the joint distribution of the two sample canonical correlations,\(^*\) which exist if \( s = 2 \), when the two sets are not completely independent.

The degree of independence which we admit is expressed by the assumption that there exist \( s \) linear functions \( y_{1i}, \ldots, y_{pi} \) of \( x_{1i}, \ldots, x_{pi} \), and \( p - s \) linear functions \( y_{p+1}, \ldots, y_{ps} \) of \( x_{p+1}, \ldots, x_{ps} \), such that the probability density of the chance variables

\[
y_{iv}, \quad i = 1, \ldots, p; \nu = 1, \ldots, n,
\]

is

\[
(2\pi)^{n/2}(1 - \rho^2)^{n/2} \exp \left[ -\frac{1}{2(1 - \rho^2)} \sum_r \left\{ \sum_i y_{ir}^2 - 2\rho y_{ir} y_{(p+1)r} \right\} \right].
\]

We first note that if \( \rho = 0 \), the joint probability density of

\[
q^2 = \frac{W_{is}}{a_d} = \frac{a_{s(2)}}{a_{s(1)}},
\]

and

\[
z = \frac{a_p}{a_d} = \frac{a_{s(1)}}{a_{s}}
\]

where\(^\dagger\)

\[
a_{s(1)} = |a_{ij1}|, \quad a_{s(2)} = |a_{ij2}|, \quad i, j = 1, \ldots, s,
\]

may be obtained from Theorem 12, Corollary 3, since both \( q^2 \) and \( z \) are invariant under the transformation, which we have assumed, carrying the chance variables \( x_{is} \) into the chance variables \( 3.25 \) (\( \rho = 0 \)).

It follows from Theorem 9 and Corollary 3, that if we denote \( a_{11}/a_{11} \) by \( R^2 \), then the chance variables

\(^*\) Hotelling ([20], p. 333) defined \( q^2 \) and obtained on page 354 its distribution when one non-vanishing canonical correlation parameter exists. The distribution of \( z^* \) in that case may readily be obtained by the same procedure as that by which we shall obtain the joint distribution of \( q^2 \) and \( z \).

\(^\dagger\) Hotelling ([20], p. 375) derived this distribution assuming \( s = p - s = 2 \) and complete independence of sets.

\( a_{ij1} \) and \( a_{ij2} \) are defined in (3.16).
have density

\[
\left\{ \prod_{i=1}^{s} \frac{\Gamma((n-j+1)/2)}{\Gamma((\rho-s-j+1)/2) \cdot \Gamma((n-p+s-j+1)/2) \cdot \Gamma((j-1)/2)} \cdot (1 - \rho^2)^{n/2} \cdot (R^2)^{(p-s)/2-1} \cdot (n-p+1)/2-1 \cdot F(n/2, n/2, (p-s)/2, \rho^2 R^2) \cdot \prod_{j=2}^{s} \left( \frac{c_{(1)}}{c_{(2)}} \right)^{(p-s-j+1)/2-1} \cdot \frac{c_{(1)}^{j}}{c_{(2)}^{(j-1)/2-1}} \right\}
\]

(3.26) where \( F(n/2, n/2, (p-s)/2, \rho^2 R^2) \) is the hypergeometric function. If \( s = 2 \), then \( q^2 = R^2 \cdot c_{(2)}^2 \), \( z = (1 - R^2) c_{(2)}^2 \), and

\[
D(q^2, z) = \frac{\Gamma(n) (1 - \rho^2)^{n/2}}{32\pi \Gamma(p-2) \Gamma(n-p-2)} \cdot \frac{1}{x^{(n-p+1)/2-1} \cdot (q^2)^{(p-3)/2-1}} \cdot \int_0^1 F(n/2, n/2, (p-2)/2, \rho^2 [x(1 - z - q^2) + q^2]) \cdot \left[ x(1 - x) + \frac{q^2 z}{1 - z - q^2} \right]^{-1} \, dx.
\]

Then the general distribution may be similarly obtained as a multiple integral. The joint moments of \( q^2 \) and \( z \) are obtainable directly from (3.26).

Another statistic which may occasionally be of interest is

\[
D = \frac{q^2}{z}
\]

the distribution of which may be obtained as above. The factors of \( D \) are ratios of independent variances rather than correlation ratios if the sets are independently distributed.

The joint distribution of the two sample canonical correlation coefficients may be evaluated by means of the relations

\[
q^2 = r^2 \cdot r^2
\]

\[
z = (1 - r^2)(1 - r^2).
\]

Since \( \partial(q^2, z) / \partial(r^2, r^2) = r^2 - r^2 \), if \( r^2 > r^2 \), it follows that the chance variables \( r^2 \) and \( r^2 \) have a density which may be obtained by transforming (3.27).

* The details consist of letting \( c = [a_{11} + a_{11} + a_{11}] / a_{11} + a_{11} + a_{11} \), noting that \( a_{11} = a_{11} / d_{s+1, s+1} \cdot (1 - c/a_{11})^{1/2} \), using Corollary 3 and Theorem 9, and then employing the same procedure as that adopted by R. A. Fisher [13].

† Hotelling [19], p. 335.
The first measure of relations between two sets of variables, both of which contained more than one variable, was the tetrad difference. However, as will be shown, the probability density of the tetrad difference depends on the "internal" correlation parameters even when the two sets are assumed to be independent. It is this fact which makes it necessary that \( q^2 \) be used instead of the tetrad difference unless the correlation parameters are known.

To discuss the statistic

\[
T_{1s} = \frac{W_{1s}}{a_{11} a_{22} \cdots a_{pp}},
\]

which is a generalization of the tetrad difference, we first note that if all the variables are independent, or if we consider the statistic

\[
T_{1s}' = \frac{W_{1s}'}{g_{11} g_{22} \cdots g_{pp}}
\]
in either of these two cases, the statistic is a product of independent determinants of correlation coefficients and has the distribution and moments of such a product.*

We now assume that \( s = p - s = 2 \) and derive the distribution of the square of the correlation tetrad difference under the assumption that the two variables of each set are correlated but that the two sets are independent.

Let the chance variables \( x_{ir}, (i = 1, 2, 3, 4; v = 1, \cdots, n) \), have probability density

\[
(2\pi)^{-2n} (1 - \rho_{12})^{-n/2} (1 - \rho_{34})^{-n/2} \exp \left[ - \frac{1}{2(1 - \rho_{12}^2)} \left( \sum_r \left( x_{1r}^2 - 2\rho_{12} x_{1r} x_{2r} + x_{2r}^2 \right) \right) \right. \\
- \left. \frac{1}{2(1 - \rho_{34}^2)} \left( \sum_r \left( x_{3r}^2 - 2\rho_{34} x_{3r} x_{4r} + x_{4r}^2 \right) \right) \right].
\]

Now by (3.28),

\[
T_{12} = \frac{a_{112}^2 a_{(2)}}{a_{11} a_{22}} (1 - \rho_{34}^2).
\]

* If all the variables are independent, then the \( p \)-rowed determinant of correlation coefficients is the product of \( p - 1 \) independent multiple correlation coefficients and has the corresponding distribution and moments. Wilks, [34], p. 492, first derived this distribution by the moment method. Certain more general distributions, which do not depend on the vanishing of all the correlation parameters may easily be derived.

† The assumption \( \sigma_{it} = 1, (i = 1, \cdots, 4) \), involves no loss of generality since \( T_{1s} \) is invariant under the transformation \( y_{it} \sigma_{it} = x_{it} \).
Let

\[ R^2 = \frac{a_{12}}{a_{11}}, \quad V_1 = \frac{a_{23}}{a_{22}}, \quad V_2 = (1 - r_{34}). \]

Then \( R^2, V_1, \) and \( V_2 \) are independent, and

\[
\mathcal{D}(R^2, V_1, V_2) = \frac{2 \left[ \Gamma(n/2) \right]^3 (1 - \frac{2}{\rho_{12}})^{n/2} (1 - \frac{2}{\rho_{34}})^{n/2}}{\pi \Gamma((n - 3)/2) \Gamma((n - 2)/2) \Gamma((n - 1)/2)} (1 - V_1)^{(n-4)/2} \\
\cdot (R^2)^{1/2} (1 - R^2)^{(n-5)/2} F(n/2, n/2, 3/2, \rho_{12}R^2) \\
\cdot V_2^{(n-3)/2} (1 - V_2)^{1/2} F(n/2, n/2, 1/2, \rho_{34}V_2). \]

From this may be found at once the moments and distribution of \( T_{12}. \) The distribution and moments of \( T_{1a} \) may also be found.

Let \( b_{i\gamma} = \sum_{i-1}^{\gamma} a_{i\gamma}, \) and let \( b_{i(\gamma)}, b_i^*(\gamma) \) be defined as are \( a_{i(\gamma)} \) and \( a_i^*(\gamma). \) Let \( b_{i\gamma}, \) and so on, be similar functions of the variables \( \gamma_{kr}. \) Assume that \( b_0^* = 0, \) and let

\[ u_{i(\gamma)} = b_{i(\gamma)} - b_{i(\gamma-1)}. \]

We shall assume that \( n = n_1 + \cdots + n_m. \) This involves no loss of generality, for if \( n > n_1 + \cdots + n_m, \) we may extend the system \( b_{i\gamma} \) to include \( b_{i,m+1}. \)

**Theorem 13.** Let \( D(x_{1r}, \ldots, x_{pr}) = N((x_r); (\sigma)), \) and let \( D(x_{11}, \ldots, x_{pn}) = \prod_i D(x_{1r}, \ldots, x_{pr}). \) Then

\[
D(u_i(1)) = G(u_i(1); n_1 - i + 1, \sigma^i), \\
D(u_i(\gamma)) = G(u_i(\gamma); n_\gamma, \sigma^i), \quad \gamma = 2, \ldots, m, \\
D(w_i^2) = G(w_i^2; 1, \sigma),
\]

and

\[
D(u, w^2) = \prod_i \left[ \prod_\gamma D(u_i(\gamma)) \right] \left[ \prod_\gamma D(w_i^2) \right].
\]

**Proof.** See Theorem 11.

**Corollary 1.**

\[
(3.29) \quad D(b_{i(1)}^j, \ldots, b_{i(m)}^j) = G(b_{i(1)}^j; n_1 - j + 1, \sigma^j) \prod_{\gamma=2}^m G(b_{i(\gamma)} - b_{i(\gamma-1)}; n_\gamma, \sigma^j)
\]

and

\[
D(b_{i(1)}^1, \ldots, b_{i(m)}^p) = \prod_i D(b_{i(1)}^1, \ldots, b_{i(m)}^p).
\]

**Furthermore**
\[ E \left\{ \prod_i \prod_{\gamma} (B^\gamma_{(\gamma)})^{\lambda^{ij}/2} \right\} \]

(3.30)

\[ = \prod_i \prod_{\gamma} \mathcal{G} \left( \lambda_{ij}; \sum_{b=1}^{\gamma} (n_b + \lambda_{ib}) - j + 1 - \lambda_{ij}, \sigma^i \right) \]

and

\[ 0 < b^i_{(1)} < b^i_{(2)} < \cdots < b^i_{(m)} < \infty. \]

The proof is omitted.

Let \( d^i_{(\gamma)} = b^i_{(\gamma)}/b^i_{(m)}. \) The probability density and joint moments of the chance variables \( d^i_{(\gamma)} \) may be obtained by transforming (3.29) and (3.30). Furthermore

\[ 0 < d^i_{(1)} < \cdots < d^i_{(m-1)} < 1. \]

Let \( \omega^i_{(\gamma)} = b^i_{(\gamma)}/b^i_{(\gamma+1)}. \) We can then state the following corollary:

**Corollary 2.**

\[ D(\omega^i_{(\gamma)}; n_1 + \cdots + n_\gamma - j + 1, n_{\gamma+1}), \]

\[ D(\omega_{1(\gamma)}, \cdots, \omega_{(m-1)\gamma}) = \prod_i \prod_{\gamma=1}^{m-1} D(\omega^{i}_{(\gamma)}), \]

and

\[ D(\omega_{1(\gamma)}, \cdots, \omega_{(m-1)\gamma}, a^1, \cdots, a^p) = D(\omega_{1(\gamma)}, \cdots, \omega_{(m-1)\gamma}) \cdot D(a^1, \cdots, a^p). \]

The proof is omitted. The moments and possible ranges of the chance variables \( \omega^i_{(\gamma)} \) are too well known to require statement here.

We are now able to derive several additional distributions of the generalized analysis of variance.

To do so, we need only note that

\[ b^i_{(\gamma)} = \prod_{i=1}^{j} b^i_{(\gamma)}, \]

and that the probability density and moments of the statistics \( b^i_{(\gamma)} \) may therefore be obtained from Theorem 13, Corollary 1.

The probability density and moments of the statistics \( d^i_{(\gamma)} \), where

\[ d^i_{(\gamma)} = \frac{b^i_{(\gamma)}}{b^i_{(m)}}, \]

may be similarly derived.

It may be remarked that the independence of the chance variables \( \omega^i_{(\gamma)} \)
permits the distributions depending on them to be expressed in terms of previously obtained distributions.

Distributions derived from Theorem 13 may be used in testing various hypotheses in generalized analysis of variance, comparative analysis,* and relations between sets of variables. The method to be used should be sufficiently clear to make any further transformations here unnecessary.
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