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Preface

The extension of von Neumann's work on factors to general rings of operators on Hilbert spaces of arbitrary dimension has been begun by Dixmier and Kaplansky in [1] and [3] (the numbers in brackets refer to the List of References at the end of the paper). It is the purpose of this paper to extend these results still further, in particular Chapter X of [5] and Chapters I to III of [8].

The general scheme of this paper is as follows: First, the constant $C$ of von Neumann (Chapter X of [5]) is extended to an operator belonging to the center of a ring of semifinite type, such a ring being one with no type III part. Next, using techniques devised by Dye and von Neumann, this operator $C$ (termed the coupling operator) is shown to be the chief invariant governing the spatial type of a ring. Finally, these results are applied to questions of topology in rings, yielding the fact that the strongest topology is purely algebraic along with the notion of semifinite subring. Besides these main results, we obtain various subsidiary results, in particular, conditions for strong and weak continuity of $*$-isomorphisms, continuity of the trace in various topologies, and conjugate isomorphism of a ring with its commutant.

The notation of this paper is essentially that of [5] and [7], with but a few exceptions. Throughout the paper, the notation $[Mx]$ will denote the closure in some Hilbert space $H$ of the family of vectors $\{Ax\}$ for $A$ in a ring $M$ and $x$ a fixed vector. The symbol $\prec$ between projections $E$ and $F$ ($E \prec F$) in a ring will denote the fact that $E$ is equivalent to a subprojection of $F$ belonging to $M$. This will denote a proper projection only when specifically stated. This particular notation is used because the printer does not have the symbol used in [5] for this relationship. The symbols $\cup$ and $\cap$ will be used in their usual sense of set theoretic union and intersection, the remaining ones being those standard in Hilbert space theory.
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Chapter I. The Coupling Operator

1.1. Introduction. In [5, Section 10], there is introduced a finite real constant C which relates a factor M and its commutant M'. This constant later turns out to have important properties with respect to unitary equivalence. It is the purpose of this chapter to extend the notion of this invariant C to general rings of operators. In later chapters, it will be shown that quite a number of properties of rings depend on this invariant. As this invariant turns out to be an operator in the center of M, it is termed the coupling operator. (For a similar operator, defined only for finite rings, see [3].)

Before getting down to the task of defining C we first prove some lemmas of general usefulness.

Lemma 1.1.1. Let M be a ring with commutant M'. If E, E' are projections in M, M' respectively, such that EE' = 0, then there exists a projection P in the center of M such that E ≤ P, E' ≤ P.

Proof. Consider M = \{x| E'M'x = 0\}. For x ∈ M; A ∈ M, A' ∈ M': E'M'Ax = AE'M'x = 0 and E'M'A'x ≤ E'M'x = 0, showing that AM and A'MQM. Thus if M \cap M' or P_M = P is a projection in the center of M. If x ∈ H; E'M'Ex = EE'M'x = 0, from EE' = 0. Thus EHQM.

Now consider EP and E'P: If x is arbitrary in H, EPx = Ex as Ex \in M = PH. Thus EP = E. Also E'P = 0 as E'M' = 0.

Definition 1.1. A ring M is said to be countably decomposable if every collection \{E_α\} (α ∈ Γ) of orthogonal projections in M is countable.

Lemma 1.1.2. Let ω be a positive linear functional on a ring M such that if ω(E) = 0 for a projection E in M, then E = 0. M is now countably decomposable.

Proof. Let E_α, α ∈ Γ, be any orthogonal family of projections in M. Let E_k be the set of all α's ∈ Γ such that 1/(k+1) < ω(E_α) ≤ 1/k where k is a positive integer. (Assume that ω(I) = 1.) Clearly Γ = ∪_{k=1}^∞ E_k.

However, E_k contains at most k α's since if it could contain k+1 α's, say α_1, ⋯ , α_{k+1}, then ∑_{k+1}^{k+1} ω(E_α) > (k+1)/(k+1) = 1, which is impossible as ∑_{k+1}^{k+1} ω(E_α) = ω(∑_{k+1}^{k+1} E_α) ≤ ω(I) = 1. Thus, Γ is a countable union of sets of finite cardinality, and therefore is countable itself.

Definition 1.2. A positive linear functional ω on a ring M is termed countably additive if for any countable collection E_α of orthogonal projections
in \( M \), we have \( \omega(\sum_{n=1}^{\infty} E_n) = \sum_{n=1}^{\infty} \omega(E_n) \). If there exists an \( x \) in \( H \), a projection \( E \) in \( M \) such that \( \omega(A^*A) \leq \|Ax\|^2 \) for all \( A \) in \( M \) with \( AE = EA = A \), then we write \( \omega_{\leq}(E, x) \) (and also \( \omega_{\leq}(E) \)). If \( \omega(A) = (Ax, x) \) for all \( A \) in \( M \) such that \( AE = EA = A \), then \( \omega_{\sim}(E, x) \) (and also \( \omega_{\sim}(E) \)).

Note: \( \omega_{\leq} \) is equivalent to the condition obtained from the above by restricting the \( A \)'s to projections. The condition then reads: \( \omega(F) \leq \|Fx\|^2 \) for all \( F \) in \( M \) such that \( F \leq E \). To show this, let \( \sum_k \alpha_k E_k \) (\( \alpha_k \geq 0 \), \( E_k \) projections in \( M \) contained in \( E \)) be an approximating sum for \( A^*A \) \((0 \leq A^*A - \sum_k \alpha_k E_k \leq I)\) and assume \( \omega(I) = 1 \). Then \( \omega(A^*A) \leq \omega(\sum_k \alpha_k E_k) + \epsilon \leq \sum_k \alpha_k \omega(E_k) + \epsilon \leq \sum_k \alpha_k (E_k x, x) + \epsilon \leq (\sum_k \alpha_k E_k x, x) + \epsilon \leq (A^*A x, x) + \epsilon \leq \|Ax\|^2 + \epsilon \). Thus we get the inequality \( \omega(A^*A) \leq \|Ax\|^2 + \epsilon \). As \( \epsilon \) is arbitrary, we obtain the condition \( \omega(A^*A) \leq \|Ax\|^2 \).

**Lemma 1.1.3.** Let \( \omega \) be a countably additive, positive linear functional on a countably decomposable ring \( M \). If for \( x \) in \( H \), \( P \) a projection of \( M \), \( \omega(P) \leq \|Px\|^2 \), then there exists a projection \( E \) in \( M \) such that \( 0 \neq E \leq P \) and \( \omega_{\leq}(E, Ex) \).

**Proof.** If \( \omega_{\leq}(P) \) is false, there exists, by the preceding note, a projection \( E_0 \leq P \) such that \( \omega(E_0) > (E_0 x, x) \). Now using Zorn's Lemma we obtain a maximal collection of orthogonal projections \( E_n \), such that \( E_n \leq P \) and \( \omega(E_n) > (E_n x, x) \). As \( M \) is countably decomposable, we may index the \( E_n \)'s by integers as \{ \( E_n \) \}. Let \( F = \sum_{n=1}^{\infty} E_n \).

By countable additivity of \( \omega \), we get: \( \omega(\sum_{n=1}^{\infty} E_n) = \sum_{n=1}^{\infty} \omega(E_n) > \sum_{n=1}^{\infty} (E_n x, x) = (\sum_{n=1}^{\infty} E_n x, x) \). But as \( F \leq P \), \( \omega(F) = (Fx, x) \), and \( \omega(F) > (Fx, x) \), we cannot have \( F = P \). Thus \( E = F - P \neq 0 \). But now we have \( \omega_{\leq} \); for if \( E_0 \) is a projection in \( M \) such that \( E_0 \leq E \) with the property \( \omega(E_0) > (E_0 x, x) \), we could add the projection \( E_0 \) to our maximal collection \{ \( E_n \) \}.

**Lemma 1.1.4.** Let \( \omega \) be a positive linear functional on the ring \( M \). If \( \omega_{\leq}(I, x') \), then there exists a vector \( x \) in \( [Mz'] \cap [M'z'] \) such that \( \omega_{\sim}(I, x) \).

**Proof.** Consider the following semilinear form on \( Mz' \), \( [Az', Bz'] = \omega(B^*A) \) for \( A, B \) in \( M \). It has the requisite linearity properties and by the Schwarz inequality plus \( \omega_{\leq}(I, z') : [Az', Bz'] = |\omega(B^*A)| \leq (\omega(A^*A))^{1/2} (\omega(B^*B))^{1/2} \leq ||Az'|| ||Bz'|| \). This inequality clearly makes it possible to extend the form to \([Mz'] \). It is extended to \([Mz']^\perp \) by defining \( [x, y] = 0 \) if either \( x \) or \( y \) is in \([Mz']^\perp \). Now by linearity we get the form extended to \( H \) with the inequality \( [x, y] \leq ||x|| ||y|| \).

For each vector \( y \) we now have the linear functional \([x, y] \) on \( H \). By continuity and the Riesz Lemma there exists a unique vector \( y^* \) such that \([x, y^*] = (x, y^*), \) with \( ||y^*||^2 = [y^*, y^*] \leq ||y|| ||y^*|| \) and hence \( ||y^*|| \leq ||y|| \) everywhere. Since the map \( y \mapsto y^* \) is clearly linear we get a bounded operator \( T' \) on \( H \) such that \( T'y = y^* \).

From the above inequalities, \( [x, T'x] = [x, x] \geq 0 \), showing that \( T' \geq 0 \). We now wish to show that \( T' \subseteq M' \). For \( S, A, B \) in \( M \), \( (Az', T'SBz') \)}
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[Az', SBz'] = \omega(B^*S^*A) = [S^*Az', Bz'] = (A^*Az', ST'Bz') \text{ or } (A^*Az', (T')^*S'Bz') = (Az', (ST')^*Bz'). \text{ By continuity } (x, T' Sy) = (x, ST'y) \text{ for } x \text{ and } y \text{ in } [Mz']. \text{ For } y \in [Mz']^\perp, (x, T'y) = [x, y] = 0 \text{ for all } x, \text{ showing that } T' \text{ is zero on } [Mz']^\perp. \text{ Now for } x \text{ and } y \text{ arbitrary in } H, \text{ let } x = x_1 + x_2 \text{ and } y = y_1 + y_2 \text{ be the decomposition of these vectors into components in } [Mz']^\perp \text{ and } [Mz']^\perp \text{ respectively. Then } (x, T' Sy) = (x_1, T' Sy_1) + (x_1, T' Sy_2) + (x_2, T' Sy_2). \text{ But } (x_2, T' Sy_2) = (T' x_2, Sy_2) = 0 = (x_1, T' Sy_2) \text{ as } T' \text{ is zero on } [Mz']^\perp, \text{ and } [Mz']^\perp \text{ is invariant under } M. \text{ Thus } (x, T' Sy) = (x_1, T' Sy_1) = (x_1, ST'y_1) \text{ which in turn equals } (x, ST'y) \text{ by a computation similar to the above. This proves that } T' \text{ is in } M'. \text{ As } T' \geq 0 \text{ we may form } (T')^{1/2}, \text{ which also is in } M'. \text{ Let } z = (T')^{1/2}z. \text{ By the definition of } T', \omega(A) = [Az', z'] = (Az', T'z') = (A(T')^{1/2}z', (T')^{1/2}z') \text{ is clearly in } [Mz']^\perp \text{ and also is in } [Mz'], \text{ since if } y \in [Mz'], \text{ then } ||z', y|| \leq ||z', (T')^{1/2}y|| \leq ||z'|| (y, T'y)^{1/2} = [y, y]^{1/2} ||z'|| = 0.

1.2. The coupling operator for } M \text{ and } M' \text{ finite.}

**Lemma 1.2.1.** Let } M \text{ be a finite ring with a vector } z \text{ such that } [Mz'] = H. \text{ If } \omega \text{ is the linear functional defined for } A \text{ in } M \text{ by } \omega(A) = (A^*z, z), \text{ then there exists a vector } y \text{ such that for } A \text{ in } M, \omega(A) = (Ay, y) \text{ and such that } [My] = H.

**Proof.** Let } \omega(E) = 0 \text{ for } E \text{ some projection in } M. \text{ Then we have } (E^*z, z) = \|(E^*)^{1/2}z\|^2 = 0, \text{ or } (E^*)^{1/2}z = 0. \text{ Thus we get } E^*z = 0. \text{ But by } [Mz'] = H, \text{ this means } E^* = 0, \text{ and hence that } E = 0. \text{ This property plus Lemma 1.1.2 shows us that } M \text{ is countably decomposable.}

Now, by Zorn’s Lemma, we pick a maximal collection } \{E_\alpha\}, \alpha \in \Gamma, \text{ with the properties:

1. The } E_\alpha \text{ are mutually orthogonal projections in } M.
2. There exist vectors } x_\alpha \text{ such that } E_\alpha x_\alpha = x_\alpha \text{ for all } \alpha, \text{ and such that } 
\omega \sim (E_\alpha, x_\alpha).
3. The manifolds } [Mx_\alpha] \text{ are all orthogonal.}

Since } M \text{ is countably decomposable, we see that the } E_\alpha \text{'s may be indexed by the positive integers } n = 1, 2, \ldots, \text{ yielding a collection } \{E_n\}, \{x_n\}. \text{ Now } P_{[M'x_n]} \subseteq E_n \text{ follows from } E_n A' x_n = A' E_n x_n = A' x_n \text{ for } A' \subseteq M', \text{ and then by } \omega(E_n - P_{[M'x_n]}) = (E_n - P_{[M'x_n]})) x_n, (x_n, x_n) = (x_n - x_n, x_n) = 0 \text{ we get } 
E_n = P_{[M'x_n]}.

Let } E'_n = P_{[Mz_n]}, E = \sum_{n=1}^\infty E_n, E' = \sum_{n=1}^\infty E'_n, \text{ and } x^{(n)} = \sum_{k=1}^n x_k. \text{ From } 
\|x_n\|^2 = (E_n x_n, x_n) = \omega(E_n) \text{ we get } \sum_{k=1}^n \|x_k\|^2 = \sum_{k=1}^n \omega(E_k) = \omega(\sum_{k=1}^n E_k) \leq \omega(I) \text{ for all integers } n, \text{ showing that there exists a vector } x = \sum_{k=1}^\infty x_k = \lim_{n=00} x^{(n)}. \text{ We now observe that } [M'x] \supseteq [M'E'_n x] = [Mx_n], \text{ similarly } [Mx] \supseteq [Mx_n], \text{ showing that } P_{[M'x]} \geq E \text{ and } P_{[Mz]} \geq E'. \text{ But it clearly follows from } E x = \sum_{k=1}^n E x_k = \sum_{k=1}^n E_k x_k = \sum_{k=1}^\infty x_k = x \text{ that } P_{[M'z]} \leq E \text{ which finally yields } 
E = P_{[M'z]}.
Similarly,

\[ E' = P_{[Mz]} \]

The next step is to show that \((I - E)(I - E') = 0\). For, if not, there exists a vector \(x'\) such that \((I - E)(I - E')x' = x'\) and \(\omega(I - E) = ||x'||^2\). By the countable additivity of \(\omega\) (which follows trivially from [1, p. 256, Theorem 17]) it follows from Lemma 1.1.3 that there exists a projection \(G\) in \(M\) such that \(G \leq I - E\) and \(\omega << (G, Gx')\). Also we have \((I - E)(I - E')Gx' = G(I - E)(I - E')x' = Gx'\). Now applying Lemma 1.1.4 to \(M_{GH}\) we get a vector \(x''\) lying in the manifold \([M_{GH}Gx'] \cap [M_{GH}Gx'] = [M'Gx'] \cap [MGx']\) \(= G[M'Gx'] \cap [MGx'] = [M'Gx'] \cap [MGx']\), such that \(\omega \sim (G, x'')\). Clearly, \(Gx'' = x'' \) and \(G \perp E_n\) for all \(n\). Further, for \(A, B\) arbitrary in \(M\), \((Ax'', Bx_n) = (Ax'', BE'x_n) = (AE'P_{[M'x]}x'', Bx_n) = 0\) for all \(n\) by the fact that \(E'[M'x'] = [ME'Gx'] = [ME'(I - E')(I - E)Gx'] = 0\). Thus \([Mx'] \perp [Mx_n]\) for all \(n\) which shows that \(G\) could be added to our "maximal" collection \(\{E_n\}\). This contradiction proves that

\[(I - E)(I - E') = 0\].

Lemma 1.1.1 now provides us with a central projection \(P\) such that \((I - E) \leq P\) and \((I - E') \leq P^\perp\). Remembering that \([M'z] = H\), consider \([MPz] = P[Mz] = PH = PE'H = P[Mx] = [MPx]\). By Lemma 9.3.3, p. 179 of [5] (although this lemma applies apparently only to factors, the proof makes no use of the particular properties of factors), this leads to \([M'Pz] = P[M'z] = PH < [M'Pz] = P[M'x] = PEH\) or \(P < PE \leq P\). Then by finiteness of \(M\), \(PE \sim P\) which, combined with \((I - E) \leq P\), yields

\[ E = I. \]

Using the fact that \((AB)^\perp = (BA)^\perp\) for \(A, B\) in \(M\) (Property 4α of Theorem 10, p. 249 of [1]) we see that \(\omega(AXE_n) = \omega(AEXE_n) = \omega(E_nAE_n)\) for all \(A\) in \(M\). Hence, \(\omega(A \sum_{k=1}^n E_k) = \sum_{k=1}^n \omega(AE_k) = \sum_{k=1}^n \omega(E_kAE_k) = \sum_{k=1}^n (Ax_k, x_k)\). But we have \((Ax^{(n)}(x^{(n)})) = \sum_{k=1}^n (Ax_k, x_i) = \sum_{k=1}^n (Ax_k, x_k) = 0\) for \(k \neq l\) by the orthogonality of the family \([Mx_n]\). Thus we finally obtain the equation \(\omega(A \sum_{k=1}^n E_k) = \sum_{k=1}^n (Ax_k, x_k) = (Ax_n, x^{(n)})\). As \(\sum_{k=1}^n E_k\) converges strongly to \(I\) in the unit sphere of \(M\), we have, by the continuity of \(\omega, (A) = \lim_{n \to \infty} \omega(A \sum_{k=1}^n E_k) = \lim_{n \to \infty} (Ax^{(n)}(x^{(n)})) = (Ax, x)\).

To complete the proof of this lemma, notice that \(I = P_{[Mz]}\).

**Definition 1.3.** A mapping \(J\) of \(H\) onto itself will be called a conjugation of \(H\) if for \(x, y\) arbitrary vectors in \(H\) and \(\alpha\) any complex number we have the following properties: \(J(x + y) = Jx + Jy, J^2 = I, J\alpha x = \alpha Jx,\) and \((Jx, Jy) = (y, x)\).

**Lemma 1.2.2.** Let \(M\) be a finite ring. If there exists a vector \(z\) such that \([Mz] = [M'z] = H\), then there exists a conjugation \(J\) of \(H\) such that \(JMJ = M'\) and such that for \(A\) in the center of \(M\), \(JAJ = A^*\).
Proof. By Lemma 1.2.1, there exists a vector $x$ such that $[M'x] = H$ and such that $(A^kz, z) = (Ax, x) = (A^kx, x)$ for all $A$ in $M$. Also, by Lemma 9.3.3, p. 179 of [5], $[Mx] ~ [Ms] = H$; and therefore there is a partial isometry $V'$ in $M'$ such that $V'[Mx] = [MV'x] = H$ and $V'*V'x = x$. But now $(A^kx, x) = (Ax, x) = (A^kx, x) = (A^kV'x, V'x)$ with $[M'V'x] \geq [M'V'*V'x] = [M'x] = H$. Thus if we replace $z$ by $V'x$, we get a vector combining the properties of $x$ and $z$, and there is clearly no loss of generality in assuming both properties for our original vector $z$.

We first define $J$ on vectors of the type $Az$ for $A$ in $M$. Here $JAz = A^*z$. Clearly we have, for $A$ and $B$ arbitrary operators in $M$,

$$(JAz, JBz) = (A^*z, B^*z) = (BA^*z, z) = ((BA^*)^kz, z) = ((A*B)^kz, z)$$

$$= (A^*Bz, z) = (Bz, Az),$$

yielding

$$|JAz| = |Az|.$$ 

This last fact shows that $J$ is single-valued since $Az = 0$ implies $JAz = 0$.

Now since $Mz$ is dense in $H$, we can extend $J$ by continuity to all of $H$. Clearly, $(Jx, Jy) = (y, x)$ for $x$ and $y$ arbitrary in $H$, and $JJAz = JA^*z = Az$ yields $JJ = I$. A similar computation yields $JAx = \bar{\alpha}Jx$ for $\alpha$ a complex number and $x$ any vector. The additivity of $J$ clearly follows from its additivity on $Mz$. This completes the proof that $J$ is a conjugation of $H$.

Now for $A$ any bounded operator on $H$, $JAJ$ is clearly additive. That it is linear follows from $JAJAx = JA\bar{\alpha}Jx = \alpha JAJx$, for $\alpha$ complex. That it is bounded follows from $|JAJx| = |A Jx| \leq |A| |x| = |A||x||$. If we let $A$ be in $M$, with $B$, $V$ arbitrary in $M$, then

$$(JAJB)Vz = JAV*B^*z = BVA^*z$$

and

$$(BJAJ)Vz = BJAV*z = BVA^*z$$

showing that $JAJB = BJAJ$ on $Mz$ and hence on $H$. By arbitrariness of $B$, we find that

$$JAJ \in M'.$$

However, this just shows that $JMJ \subseteq M'$. A similar computation with $A', B', V'$ in $M'$ would complete the proof by showing that $JA'J \in M$, provided we could prove that $JS'z = S'^*z$ for all $S'$ in $M'$. To get this result consider: for $B$ arbitrary in $M$ and $S'$ fixed in $M'$, $(JS'z, JB*z) = (Bz, S'z) = (JS'z, Bz) = (S'^*z, Bz)$ by properties of a conjugation plus the fact that $JBz = B^*z$. The above equation now yields $(JS'z - S'^*z) \perp Mz$ and thus $JS'z = S'^*z$. Thus we have proved $JMJ = M'$.

Now let $A$ be in the center of $M$ with $S$ arbitrary in $M$. Then $(JAJ)Sz = (JA)Sz$.
= JAS*z = SA*z = A*Sz as A* is also in the center of M. Again by density of $Mz$ in $H$, we get $JAJ = A^*$.

We now prove the following corollary to the above lemma. This result is one of Segal's, namely, Corollary 1.1, p. 9 of [9].

**Corollary 1.** If $M$ is an abelian ring with a vector $z$ such that $[Mz] = H$, then $M$ is maximal abelian ($M = M'$).

**Proof.** Since $M$ is abelian, $M$ is finite and $M \subseteq M'$. Hence we see that $H = [Mz] \subseteq [M'z]$, so that we see that $M$ satisfies the conditions of Lemma 1.2.2. But then the conjugation $J$ satisfies $JMJ = M$, and we get finally that $M = M'$.

**Corollary 2.** Let $J$ be a conjugation on $H$ such that $JMJ = M'$. If $x$ is any vector in $H$, then $JP_{[M'z]}J = P_{[MJx]}$ and $(JAJ^*) = JA^*J$ for any $A$ in $M$.

**Proof.** For $x$ and $y$ arbitrary in $H$, $A$ in $M$, we have: $(JAJx, y) = (x, (JAJ)^*y) = (Jy, AJx) = (A^*Jy, Jx) = (x, JA^*Jy)$, thus showing that $(JAJ)^* = JA^*J$.

Thus it is clear that $JP_{[M'z]}J$ is a projection in $M'$. To get its domain we form $JP_{[M'z]}JH = JP_{[M'z]}H = J[M'x] = J[MJx] = [MJx]$. This completes the proof of the corollary.

**Lemma 1.2.3.** Let $M$ be a ring satisfying the conditions of Lemma 1.2.2. // is the conjugation of that lemma and if $x$ is any vector, then $[Mx] \sim [MJx]$ and $[M'x] \sim [M'x]$.

**Proof.** By Theorem 6, p. 222 of [1], there exists a projection $P$ in the center of $M$ such that $P[Mx] < P[MJx]$ and $P^\perp[Mx] > P^\perp[MJx]$. Since $P$ is in the center of $M$, we get by the previous lemma that $JPJ = P$. Hence $P[MJx] = [MPJx] = [MJPx]$ and thus we have $[MPx] < [MJPx]$. Again by Lemma 9.3.3, p. 179 of [5], $[M'Px] < [M'JPx]$; and by using $JMJ = M'$, one gets a partial isometry $V$ in $M$ such that $V[M'Px] = VJ[MJPx] \subseteq [M'JPx] = J[MJx]$. Then by $JJ = I$ we get finally that $VJ[MJPx] \subseteq [MPx]$. But $JVJ$ is obviously a partial isometry in $M'$ and this proves $[MJPx] \prec [MPx]$. Adding this inequality to our original fact that $[MPx] \prec [MJPx]$, we obtain the result $[MPx] \sim [MJPx]$. A similar argument for $P^\perp$ yields finally $[Mx] = [MPx] + [MP^\perp x] \sim [MJPx] + [MJP^\perp x] = [MPJx] + [MP^\perp Jx] = [MJx]$. A similar argument proves $[M'x] \sim [M'Jx]$.

**Lemma 1.2.4.** If $[M'x]$ is finite, then $[Mx]$ is finite. (See [3, Theorem 1].)

**Proof.** Let $P_{[M'z]} = E$ and $P_{[Mz]} = E'$. For an operator $A$ in the ring $M_{EH}$ consider the map $A \rightarrow AE'$. This map clearly is from $M_{EH}$ to $M_{EB'H}$; and if $AE' = 0$, then $Ax = 0$ and hence $AE = 0$. But $M_{EH}$ is the set of all operators $B$ in $M$ such that $BE = EB = B$. Thus $AE' = 0$ implies $AE = 0$ and then $A = 0$, proving that the above defined map is an isomorphism into. Since $M_{EB'H}$ is
the ring $EMEE'$, we see that the above map is onto; or $M_{EH}$ is isomorphic to $M_{EH'}$. A similar argument proves $M_{EH'}$ isomorphic to $M_{EH'}$.

By hypothesis we now get $M_{EH}$ finite and hence $M_{EH'}$ is finite. Also, $[M_{EH'}x] = EE'H = [M_{EH'}x]$, so we may apply Lemma 1.2.2 to get a conjugation $J$ such that $JM_{EH'}J = M_{EH'}$. Clearly we now get that $M_{EH'}$ is finite and thus finally the result that $M_{EH}$ is finite. This completes the proof of the lemma.

**Lemma 1.2.5.** Let $M$ and its commutant $M'$ be finite. If there is a vector $x$ such that $[M'x] = H$, then the operator $C = [Mx]^{h}$ in the center of $M$ has the property $[Mx]^{h} = C[M'x]^{h}$ for every vector $x$. Furthermore, $C^{-1}$ exists.

**Proof.** By $[M'x] \subseteq [M'x] = H$ and Lemma 9.3.3, p. 179 of [5], $[Mx] < [Mx]$, and there exists a partial isometry $V'$ in $M'$ such that $[MV'x] = V'[Mx] \subseteq [Mx]$. Then, since equivalent projections have the same trace, there is clearly no loss of generality in assuming $[Mx] \subseteq [Mx]$.

Let $E' = P_{[Mx]}$, $F' = P_{[Mx]}$, and $F = P_{[Mx]}$. For $AE'$ in $M_{EH}$, consider the map $AE' \rightarrow A^{h}E'$. This is a map into the center of $M_{EH}$ and clearly has all the properties of the trace. Hence if we use $(AE')^{o}$ as the trace in $M_{EH}$, then $(AE')^{o} = A^{h}E'$.

But $[M_{EH}x] = [Mx] = [M_{EH}x]$, so by Lemma 1.2.2, there exists a conjugation $J$ of $[Mx]$ such that $JM_{[Mx]}J = M_{[Mx]}$. Then by Lemma 1.2.2, Corollary 2, $JFE'J = JP_{[Mx]}J = JP_{[Mx]}J$ which is equivalent to $P_{[Mx]}$ by Lemma 1.2.3. Thus $JFE'J \sim P_{[Mx]}J = P_{[Mx]}J = F'$. This results in the equation: $J(FE')^{o}J = JF^{h}E'J = F^{h}E' = (F')^{o}$, by the continuity properties of $J$ and by $F^{h}E' \subseteq M_{[Mx]} \cap M_{[Mx]}$.

To find $(F')^{o}$ we invoke the definition of trace and get a collection $V'_{k,\tau}$, real numbers $a_{k,\tau} \geq 0$ such that $\sum_{k=1}^{n(\tau)} a_{k,\tau} = 1$, $\tau$ in a directed set $\Gamma$, $n(\tau)$ an integer, $k = 1, 2, \ldots, n(\tau)$, such that $V_{k,\tau}^{h}V_{k,\tau}^{*} = E' = V_{k,\tau}^{h}V_{k,\tau}^{*}$ converges (with respect to $\tau$) to $(F')^{o}$ in the uniform topology. But obviously $F'$ is all $V_{k,\tau}^{h}V_{k,\tau}^{*}$ and therefore, by the uniform continuity of the trace, $\sum_{k=1}^{n(\tau)} a_{k,\tau} (F')^{h} = (F')^{h} = (F')^{o} = F^{h}(F')^{h}$.

This proves $[Mx]^{h} = C[M'x]^{h}$.

To complete the proof, assume $Cx = 0$ for some vector $x$. Then $CP_{[Mx]} = 0 = CP_{[Mx]}$. But this means that $x$ is 0, and thus $C^{-1}$ exists.

**Lemma 1.2.6.** Let $M$ be a finite ring with $x$ an arbitrary vector. If $\omega$ is the linear functional defined on $M$ by $\omega(A) = \omega(A)$, then there exists a projection $P$ in the center of $M$ such that if $E$ is a projection in $M$ with $\omega(E) = 0$, then $E \leq P^{1}$.

**Proof.** Using Zorn's Lemma pick a maximal family of orthogonal projections $\{E_{\alpha}\}$, $\alpha \in \Gamma$, in $M$ such that $\omega(E_{\alpha}) = 0$. Let $F = \sum_{\alpha \in \Gamma} E_{\alpha}$. As $F$ is the strong limit in the unit sphere of finite sums of $E_{\alpha}$s, we see by additivity and continuity of $\omega$ that $\omega(F) = 0$. Again, by Theorem 6, p. 222 of [1], there exists a projection $Q$ in the center of $M$ such that $FQ < F^{1}Q$ and $FQ^{1} > F^{1}Q$.
This leads to \( \omega(F^1 Q^1) = \omega((F^1)^h Q^1) \leq \omega((F)^h Q^1) \leq \omega(F^h) = \omega(F) = 0. \) But as \( F^1 Q^1 \) is a projection orthogonal to \( F \), we could add to our “maximal” collection \( \{E_\alpha\}, \alpha \in \Gamma \), unless \( F^1 Q^1 = 0 \). Clearly \( FQ = 0 \), and we end up with \( F \leq Q^1 \) and \( F^1 \leq Q \), showing that we must have \( F^1 = Q \).

Clearly, the \( Q \) above is the \( P \) of our lemma; since if \( \omega(E) = 0 \) for some projection \( E \) in \( M \), then \( E \leq F = Q^1 \), for \( EQ \neq 0 \) implies that our maximal collection \( \{E_\alpha\} \) could be enlarged.

**Lemma 1.2.7.** Let \( M \) be a finite ring. There exists a family \( \{P_\alpha\}, \alpha \in \Gamma \), of orthogonal projections in the center of \( M \) such that the rings \( MP_\alpha \) are all countably decomposable, \( \sum_{\alpha \in \Gamma} P_\alpha = I \).

**Proof.** By Zorn’s Lemma there exists a maximal collection of projections \( \{P_\alpha\}, \alpha \in \Gamma \), such that the rings \( MP_\alpha \) are all countably decomposable and the \( \{P_\alpha\} \) are mutually orthogonal. Let \( P = \sum_{\alpha \in \Gamma} P_\alpha \).

If \( P \) is not the identity, pick a nonzero vector \( x \) such that \( P^1 x = x \). Now, by the previous lemma, there exists a central projection \( Q \) with the property that if \( (P^1 x, x) = 0 \) for some projection \( E \) in \( M \), then \( E \leq Q^1 \). Then \( Px = 0 \) implies \( (P^1 x, x) = (Px, x) = 0 \), and finally \( P \leq Q^1 \).

But \( MQ \) is countably decomposable by Lemma 1.1.2; so \( Q \) may be added to the family \( \{P_\alpha\} \). This contradiction proves \( P = I \), completing the proof of the lemma.

**Lemma 1.2.8.** If \( M \) is a countably decomposable ring, then there exists a projection \( P \) in the center of \( M \), vectors \( y \) and \( z \), such that \( [My] = PH \) and \( [M'z] = P^1 H \).

**Proof.** By Zorn’s Lemma there exists a maximal collection of vectors \( \{x_\alpha\}, \alpha \in \Gamma \), such that the families \( \{[M x_\alpha]\}, \{[M' x_\alpha]\} \) consist of orthogonal manifolds. Let \( E_\alpha = P_{[M x_\alpha]}, E'_\alpha = P_{[M' x_\alpha]}, E = \sum_{\alpha \in \Gamma} E_\alpha, E' = \sum_{\alpha \in \Gamma} E'_\alpha \).

If \( (I - E)(I - E') \neq 0 \), pick a vector \( x' \) such that \( (I - E)(I - E') x' = x' \neq 0 \). But it is clear that \( [M x'] \perp [M x_\alpha] \) and \( [M' x'] \perp [M' x_\alpha] \) for all \( \alpha \in \Gamma \), and hence \( x' \) could be added to our “maximal” collection \( \{x_\alpha\}, \alpha \in \Gamma \). Thus

\[
(I - E)(I - E') = 0.
\]

Now, applying Lemma 1.1.1, we get a projection \( P \) in the center of \( M \) such that

\[
(I - E) \leq P
\]

and

\[
(I - E') \leq P^1.
\]

Since \( M \) is countably decomposable by hypothesis, the collection \( \{x_\alpha\} \) is countable. Hence we may replace \( \{x_\alpha\}, \alpha \in \Gamma \), by a sequence \( \{x_n\} \). Also, we may assume that \( \sum_{n=1}^\infty ||x_n||^2 < \infty \), for \( [M x_n] \) and \( [M' x_n] \) are not affected by multiplying \( x_n \) by a constant.
If \( x = \sum_{n=1}^{\infty} x_n \) then \( [M'x] \supseteq [M'E_n'x] = [M'x_n] \) and \([Mx] \supseteq [ME_nx] = [Mx_n] \). Thus \( P_{[M]z} \supseteq E' \) and \( P_{[M']z} \supseteq E \). But then it is clear that \( Ex = x = E'x \), or \( P_{[M]z} \subseteq E' \) and \( P_{[M']z} \subseteq E \), with finally \( E = P_{[M]z} \) and \( E' = P_{[M']z} \).

To complete the proof of this lemma we observe that: if \( y = Px \) and \( z = P'x \), then

\[
PH = PE'H = P[Mx] = [MPx] = [My]
\]

and

\[
P'H = PEH = P[M'x] = [M'P'x] = [M'z].
\]

**Theorem 1.** Let \( M \) and \( M' \) be finite rings. There exists a unique operator \( C_{M \cap M'} \) (called the coupling operator for \( M, M' \)) such that \( [Mx]^h = C[M'x]^h \) for each vector \( x \). Furthermore, \( C^{-1} \) exists.

**Proof.** Using Lemma 1.2.7, we pick orthogonal projections \( \{P_\alpha\}, \alpha \in \Gamma \), such that \( \sum_{\alpha \in \Gamma} P_\alpha = I \) and such that \( MP_\alpha \) are countably decomposable. Then, by Lemma 1.2.8, one gets projections \( E_\alpha, \alpha \in \Gamma \), in the center of \( MP_\alpha, \alpha \in \Gamma \), vectors \( x_{\alpha,1}, x_{\alpha,2} \in P_\alpha H, \alpha \in \Gamma \), such that \( [MP_\alpha x_{\alpha,1}] = E_\alpha P_\alpha H \) and \( [M'P_\alpha x_{\alpha,2}] = E_\alpha P_\alpha H \).

Now, applying Lemma 1.2.5 to the rings \( M[M'x_{\alpha,2}] \) and \( M[M'x_{\alpha,1}] \), we obtain operators \( C_\alpha \) and \( D_\alpha \) in the center of \( M \) such that \( [Mx]^h = C_\alpha [M'x]^h \) for \( x \) in \( E_\alpha P_\alpha H \) and \( [M'x]^h = D_\alpha [Mx]^h \) for \( x \) in \( E_\alpha P_\alpha H \). Also \( C_\alpha^{-1} \) and \( D_\alpha^{-1} \) exist (inverses taken with respect to the \( E_\alpha P_\alpha, E_\alpha P_\alpha ') \).

Let \( C = \sum_{\alpha \in \Gamma} \left( C_\alpha + D_\alpha^{-1} \right) \). This operator clearly belongs to the center of \( M \) and has the obvious inverse \( \sum_{\alpha \in \Gamma} \left( C_\alpha^{-1} + D_\alpha \right) \). For \( x \) any vector, we have, by the above equations, that (for all \( \alpha \)) \( P_\alpha E_\alpha [Mx]^h = P_\alpha E_\alpha [Mx]^h \).

\[

Similarly, \( P_\alpha E_\alpha [Mx]^h = P_\alpha E_\alpha [M'x]^h \), and hence \( P_\alpha [Mx]^h = C_\alpha [M'x]^h \). Now, by \( \sum_{\alpha \in \Gamma} P_\alpha = I \), we get finally

\[
[Mx]^h = C[M'x]^h.
\]

If \( C' \) is another operator with the same properties as \( C \), consider \( [Mx_{\alpha,2}]^h = C'[Mx_{\alpha,2}]^h = C'E_\alpha^{-1}P_\alpha = CE_\alpha^{-1}P_\alpha \) and also \( CE_\alpha P_\alpha = C'E_\alpha P_\alpha \) which yields easily \( C = C' \). This completes the proof of the theorem.

**Definition 1.4.** A ring of operators \( M \) is said to be **semifinite** if every nonzero projection in \( M \) contains a nonzero finite projection. A ring \( M \) is said to be **purely infinite** if there is no finite nonzero projection in the center of \( M \).

**1.3. The coupling operator in semifinite rings.** In the previous section we introduced the coupling operator for the case where \( M \) and \( M' \) are both finite. It will be the purpose of this section to extend this idea to semifinite rings.

**Lemma 1.3.1.** Let \( M \) be a ring with \( E, E' \) projections in \( M, M' \) respectively. If \( M \) is semifinite then so are the rings \( M', M_{BH}, \) and \( M_{B'H} \).
Proof. Let $F'$ be an arbitrary nonzero projection in $M'$. Pick a vector $x$ such that $F'x = x \neq 0$ and notice that $P_{[Mx]} \leq F'$. Since $M$ is semifinite, the projection $P_{[Mx]}$ contains a nonzero finite projection $G$. Then the manifold $GP_{[Mx]}H = G[M'x] = [M'Gx]$ is finite, which implies $[MGx]$ is finite by Lemma 1.2.4. But now $[M'Gx] \subseteq [M'x]$ implies by Lemma 9.3.3 of [5] that $[MGx] < [Mx]$. Thus there exists a finite manifold belonging to $M'$ which is equivalent to the finite manifold $[MGx]$ and contained in $[Mx]$. This proves that there is a finite nonzero manifold contained in $F'$, and $M'$ is shown to be semifinite.

$M_{EH}$ is clearly semifinite as $P(\leq E)$ is a finite projection in $M_{EH}$ if and only if it is finite in $M$. Further, $M_{E'H} = (M_{EH})'$, so $M_{E'H}$ is semifinite.

**Lemma 1.3.2.** Any semifinite ring $M$ contains a projection $P$ in its center such that $MP$ is finite and $MP^\perp$ is purely infinite.

Proof. Using Zorn’s Lemma, select a maximal collection $\{P_\alpha\}$, $\alpha \in \Gamma$, of orthogonal, finite projections in the center of $M$. Clearly, $P = \sum_{\alpha \in \Gamma} P_\alpha$ is finite as any partial isometry compressing $P$ also compresses some $P_\alpha$. If $Q \neq 0$ is a projection in the center of $M$ such that $QP = 0$, then $QM$ is infinite, since if not, $Q$ could be added to our maximal collection $\{P_\alpha\}$, $\alpha \in \Gamma$. Thus $MP$ is finite, and $MP^\perp$ is purely infinite.

**Theorem 2.** Let $\{E_\alpha\}$, $\alpha \in \Gamma$, $\{F_\alpha\}$, $\alpha \in \Gamma'$, be distinct families of orthogonal, finite, equivalent projections in a purely infinite ring $M$ ($E_\alpha$ not necessarily equivalent to $F_\gamma$). If $\sum_{\alpha \in \Gamma} E_\alpha = I = \sum_{\gamma \in \Gamma'} F_\gamma$, then the cardinal of the set $\Gamma$ equals the cardinal of the set $\Gamma'$.

Proof. Let $\Omega$ be cardinal of $\Gamma$ and $\Omega'$ that of $\Gamma'$. Take an arbitrary vector $x$ such that $\|x\| = 1$, and consider the functional $(Ax, x) = \omega(A)$ on $M \cap M'$. By Lemma 1.2.6, there exists a projection $P$ ($\neq 0$) in the center of $M$ such that $\omega$ is not zero on nonzero projections contained in $P$. Also $P = \sum_{\alpha \in \Gamma} PE_\alpha = \sum_{\gamma \in \Gamma'} PF_\gamma$ with $\{PE_\alpha\}$, $\{PF_\gamma\}$ as families of orthogonal, equivalent, finite projections. Thus, with the aid of the spectral theorem, there is no loss of generality in assuming that there is a linear functional $\omega$ on the center of $M$ such that for $A$ a nonzero, positive semi-definite operator in $M \cap M'$, $\omega(A) > 0$ and $\omega(I) = 1$.

Now let $E_\alpha' = [\gamma \in \Gamma'] E_\alpha F_\gamma E_\alpha \neq 0$. For any $\gamma \in \Gamma'$, if $E_\alpha F_\gamma E_\alpha = (E_\alpha F_\gamma)((E_\alpha F_\gamma)^*) = 0$ for all $\alpha \in \Gamma'$, then $E_\alpha F_\gamma = 0$ for all $\alpha \in \Gamma$, which implies $\sum_{\alpha \in \Gamma} E_\alpha F_\gamma = F_\gamma = 0$. This contradiction proves that for each $\gamma \in \Gamma'$, there exists an $\alpha(\gamma) \in \Gamma$ such that $E_{\alpha(\gamma)} F_\gamma E_{\alpha(\gamma)} \neq 0$; but then $\gamma \in \mathcal{E}_{\alpha(\gamma)}$, yielding finally that

$$\Gamma' = \bigcup_{\alpha \in \Gamma} \mathcal{E}_\alpha'.$$

As $M_{E_\alpha H}$ is finite, we have a trace $t_{\alpha}$ in it. Since the center of $M_{E_\alpha H}$ is
(M ∩ M')_{g_{aH}} by Lemma 11.3.2, p. 186 of [5], we may write \((E_a F_\gamma E_a)^{\kappa_a} = S_\gamma^a E_a\), where \(S_\gamma^a \in M ∩ M'\).

Let \(\Gamma'\) be an arbitrary finite subset of \(\Gamma\). By \(\sum_{\gamma \in \Gamma'} E_a F_\gamma E_a = E_a\) and \(E_a F_\gamma E_a \geq 0\), \(0 \leq \sum_{\gamma \in \Gamma'} (E_a F_\gamma E_a)^{\kappa_a} = \sum_{\gamma \in \Gamma'} S_\gamma^a E_a \leq E_a\). But the \(E_a\) are all equivalent, and thus for any \(\beta \in \Gamma\), there exists a partial isometry \(V\) in \(M\) such that \(V^* V = E_a\) and \(V V^* = E_{\beta}\). The above inequality now becomes \(0 \leq \sum_{\gamma \in \Gamma'} S_\gamma^a V^* V \leq V^* V\), and hence \(0 \leq V \sum_{\gamma \in \Gamma'} S_\gamma^a V^* V V^* \leq V V^* V V^*\).

Finally, we get, for all \(\beta \in \Gamma\),

\[
0 \leq \sum_{\gamma \in \Gamma'} S_\gamma^a E_{\beta} \leq E_{\beta}.
\]

But by hypothesis, \(\sum_{\beta \in \Gamma} E_{\beta} = I\), so that we have shown that \(0 \leq \sum_{\gamma \in \Gamma'} S_\gamma^a \leq I\), with \(0 \leq S_\gamma^a\) in particular. Using our linear functional \(\omega\), \(0 \leq \sum_{\gamma \in \Gamma'} \omega(S_\gamma^a) \leq 1\), and \(\omega(S_\gamma^a) \neq 0\) if and only if \(S_\gamma^a \neq 0\). These facts, plus the argument of Lemma 1.1.2, show that the set \(\{\gamma \in \Gamma' \mid (S_\gamma^a) \neq 0\}\) must be countable. However, it is clear that \(\omega(S_\gamma^a) \neq 0\) if and only if \((E_a F_\gamma E_a)^{\kappa_a} \neq 0\), and we see that\(E_\alpha^a = \{\gamma \in \Gamma' \mid (S_\gamma^a) \neq 0\}\) is countable.

Thus \(\Omega' = \text{the cardinal of } U_a \subseteq E_\alpha^a \leq \aleph_0 \cdot \Omega = \Omega\). By symmetry, \(\Omega \leq \Omega'\) and finally \(\Omega = \Omega'\).

**Definitions 1.5.** A semifinite ring \(M\) is said to be of **homogeneous type** if it either satisfies the hypotheses of Theorem 2, or is finite. If the cardinal of Theorem 2 is \(\alpha\), then the corresponding homogeneous ring is said to be of type \(S_\alpha\). If finite, a ring will be said to be of type \(S_1\).

**Theorem 3.** Let \(\pi\) be the collection of cardinals containing 1 plus all infinite cardinals \(\alpha \leq \text{the cardinal of } H\). If \(M\) is a semifinite ring on \(H\), then for each \(\alpha \in \pi\) there exists a projection \(P_\alpha\) in the center of \(M\) such that the collection \(\{P_\alpha\}\) is orthogonal, \(\sum_{\alpha \in \pi} P_\alpha = I\), and \(MP_\alpha\) is of type \(S_\alpha\).

**Proof.** For \(\alpha\) an infinite cardinal in \(\pi\), pick, by Zorn's Lemma, a maximal collection \(\{Q_\gamma\}, \gamma \in \Gamma\), of orthogonal projections in the center of \(M\) such that \(\{MQ_\gamma\}, \gamma \in \Gamma\), are of type \(S_\alpha\). In each ring \(MQ_\gamma\) we have an orthogonal family \(\{E_\gamma, k\}, k \in \kappa\), of equivalent finite projections such that \(Q_\gamma = \sum_{k \in \kappa} E_\gamma, k\). (As cardinals of \(\{E_\gamma, k\}\) for each \(\gamma \in \Gamma\) are the same, we may choose the same index set \(\kappa\) for all \(\gamma\).)

Now form \(E_\kappa = \sum_{\gamma \in \Gamma} E_\gamma, k\) for each \(k \in \kappa\). \(E_\kappa\) is clearly finite as it is the sum of finite projections, each in a different central projection \(Q_\gamma\), all orthogonal. But now \(\sum_{k \in \kappa} E_\kappa = \sum_{k \in \kappa} \sum_{\gamma \in \Gamma} E_\gamma, k = \sum_{\gamma \in \Gamma} \sum_{k \in \kappa} E_\gamma, k = \sum_{\gamma \in \Gamma} Q_\gamma = Q\) shows that \(QM\) is of type \(S_\alpha\), since the \(E_k\) are clearly equivalent. If \(Q'\) is any projection in the center of \(M\) such that \(MQ'\) is of type \(S_\alpha\), then \(Q' \leq Q\), since otherwise we could add \(Q'Q'\) to our "maximal" collection \(\{Q_\gamma\}, \gamma \in \Gamma\). We have now proved that there exists a maximal projection \(Q\) in the center of \(M\) such that \(MQ\) is of type \(S_\alpha\). We define \(P_\alpha = Q\).

We define \(P_1\) as the \(P\) of Lemma 1.3.2 and also \(P = \sum_{\alpha \in \pi} P_\alpha\). Assume
\( P^\perp \neq 0 \) and pick a nonzero finite projection \( G \leq P^\perp \). By Zorn's Lemma there exists a maximal collection of orthogonal projections \( E_\gamma, \gamma \in \Gamma \), such that each \( E_\gamma \sim G \). Let \( E = \sum_{\gamma \in \Gamma} E_\gamma \), and consider \( E^\perp P^\perp \). Clearly, we cannot have \( G < E^\perp P^\perp \), otherwise we could enlarge our maximal collection \( \{E_\gamma\}, \gamma \in \Gamma \). Also, if \( E^\perp P^\perp = 0 \), then \( P^\perp \leq E \) which implies \( P^\perp = E \), as \( E \) is the sum of projections equivalent to a projection in \( P^\perp \). But then \( P^\perp \) is homogeneous and must lie in \( P \), or \( P^\perp = 0 \). Thus our assumption of \( P^\perp \neq 0 \) drives us to the possibility that there exists a projection \( Q \) in the center of \( M \) such that \( 0 \neq QE^\perp P^\perp < QG \). Now \( QP^\perp = \sum_{\gamma \in \Gamma} QE_\gamma + QE^\perp P^\perp \), with the \( QE_\gamma \) all equivalent (\( \Gamma \) is clearly infinite, since \( P^\perp M \) is purely infinite). Assuming the index set \( \Gamma \) is well ordered, \( QE_\gamma \sim QE_{\gamma+1} \) and \( \sum_{\gamma \in \Gamma} QE_\gamma \sim \sum_{\gamma \geq 1} QE_\gamma \). Therefore \( \sum_{\gamma \geq 1} QE_\gamma > \sum_{\gamma \geq 1} QE + QE^\perp P^\perp \sim QP^\perp \), and clearly \( QP^\perp \sim \sum_{\gamma \geq 1} QE_\gamma \). Let \( V \) be the partial isometry in \( M \) such that \( V^*V = \sum_{\gamma \geq 1} QE_\gamma \), \( VV^* = P^\perp Q \). Then, if \( F_\gamma = VQE_\gamma V^* \), we have the \( \{F_\gamma\} \) as a collection of orthogonal, equivalent, finite projections such that \( \sum_{\gamma \geq 1} F_\gamma = VV^*V = VV^* = QP^\perp \), showing finally that \( QP^\perp M \) is homogeneous. This again contradicts our choice of \( P \) and so we have proved that \( P = I \).

That the \( P_\alpha \) are unique is obvious once it is noticed that the \( P_\alpha \) must be the maximal projection of type \( S_\alpha \).

**Definition 1.6.** Let \( M \) be a semifinite ring. By Theorem 3, there exists a collection of orthogonal projections \( \{P_\alpha\} \) in the center of \( M \) such that \( MP_\alpha \) are of type \( S_\alpha \), for \( \alpha \in \pi \). Using our Lemma 1.3.1, \( M' \) is semifinite too, and thus there exists a collection \( P'_\alpha \), \( \alpha \in \pi \), such that \( M'P'_\alpha \) are of type \( S_\alpha \), \( \sum_{\alpha \in \pi} P'_\alpha = I \). Now, if \( P_\alpha, P'_\alpha \), then \( \sum_{\alpha, \alpha' \in \pi} P_\alpha P'_\alpha = \sum_{\alpha \in \pi} P_\alpha \cdot \sum_{\alpha' \in \pi} P'_\alpha = I \), with \( MP_\alpha P'_\alpha \) of types \( S_\alpha, S_\alpha' \), respectively. We now introduce the operator \( C_1 \), the coupling operator defined in Theorem 1, for the rings \( MP_{1,1}, M'P_{1,1} \). We also introduce the formal operators \( (\alpha/\alpha') P_\alpha P'_\alpha \) and form the formal sum

\[
C = C_1 + \sum_{(\alpha, \alpha') \neq (1,1)} \frac{\alpha}{\alpha'} P_\alpha P'_\alpha
\]

The formal operator we have just introduced will be called the *coupling operator* for the rings \( M, M' \).

It is clear from the above definition that to say that \( C \) is the coupling operator for \( M, M' \) is to give \( C_1 \) as the finite coupling operator plus the fact that \( MP_\alpha, M'P_\alpha \) are of type \( S_\alpha, S_\alpha' \) respectively. That such a formal operator is unique follows from the uniqueness of the \( \{P_\alpha\} \) and \( \{P'_\alpha\}, \alpha \in \pi \).

**Definition 1.7.** Let \( \{A_\alpha\}, \alpha \in \Gamma \), be a directed set of bounded operators on a Hilbert space \( H \). The above collection is said to converge to 0 in the \( \sigma \)-weak topology if for every two sets \( \{x_n\}, \{y_n\} \subseteq H, n \) an integer, such that \( \sum_{n=1}^\infty \|x_n\|^2 < \infty \), \( \sum_{n=1}^\infty \|y_n\|^2 < \infty \), then \( \sum_{n=1}^\infty (A_\alpha x_n, y_n) \) converges to 0.

**Theorem 4.** Let \( M \) be any ring on a Hilbert space \( H \) and \( \Gamma \) an abstract set
of cardinal $\Omega$. There exists a ring of operators $\mathcal{M}$ on a Hilbert space $\mathcal{H}$ with the following properties:

1. There exists a collection $\{e_\gamma\}$, $\gamma \in \Gamma$, of orthogonal equivalent projections in $\mathcal{M}$ such that $\sum_{\gamma \in \Gamma} e_\gamma = I$, the identity of $\mathcal{M}$, and such that $e_\gamma \mathcal{H}$ are each unitarily equivalent to $\mathcal{M}$.

2. There is a $\ast$-isomorphism $\phi$ of $\mathcal{M}'$ onto $\mathcal{M}'$ which is continuous in the strongest and $\sigma$-weak topologies. The inverse map $\phi^{-1}$ is continuous in the weak, strong, strongest, and $\sigma$-weak topologies.

**Proof.** For each $\gamma \in \Gamma$ choose a replica $H_\gamma$ of $\mathcal{H}$ and form $\mathcal{H} = \sum_{\gamma \in \Gamma} \oplus H_\gamma$, in the standard way. Let $V_\gamma$ be the isometry mapping $H_\gamma$ onto $H_{\gamma'}$.

Let $e_\gamma = P_{H_\gamma}$ and define $e_{\gamma, \gamma'} = V_\gamma V_{\gamma'}^{-1} e_\gamma$ for $\gamma \in \Gamma$. Each bounded operator $A$ on $\mathcal{H}$ is obviously determined by the collection $e_\gamma A e_{\gamma'}$, $\gamma, \gamma' \in \Gamma$. We now notice that for $A$ bounded on $\mathcal{H}$, the $e_{\gamma, \gamma'}(A) = V_{\gamma'} e_\gamma A e_{\gamma'}$, $A_{\gamma'}$ are bounded operators on $\mathcal{H}$.

We define $\mathcal{M}$ to be all bounded operators on $\mathcal{H}$ such that $e_{\gamma, \gamma'}(A)$ lies in $\mathcal{M}$ for all $\gamma, \gamma' \in \Gamma$. If $A' \in \mathcal{M}'$, then $e_\gamma A' = A' e_\gamma$ for all $\gamma$, and hence by $e_\gamma e_{\gamma'} = 0$ for $\gamma \neq \gamma'$, $e_\gamma A' e_{\gamma'} = A' e_\gamma e_{\gamma'} = 0$ for $\gamma \neq \gamma'$. From $e_{\gamma, \gamma'} \in \mathcal{M}$ comes $V_\gamma V_{\gamma'}^{-1} e_\gamma A' = A' V_{\gamma'} V_{\gamma}^{-1} e_\gamma = V_{\gamma'} e_\gamma A' e_{\gamma'} V_{\gamma} V_{\gamma'}^{-1}$ and finally: $\theta_{\gamma, \gamma'}(A') = V_{\gamma'} e_\gamma A' e_{\gamma'} V_{\gamma} V_{\gamma'}^{-1}$, for all $\gamma, \gamma' \in \Gamma$. Thus it is clear that if $\theta_{\gamma, \gamma'}(A') = 0$ for some $\gamma' \in \Gamma$, then $e_\gamma A' e_{\gamma'} = 0$ for all $\gamma \in \Gamma$ or $A' = 0$.

Furthermore, we have, for $B$ any operator in either $\mathcal{M}$ or $\mathcal{M}'$, for all $\gamma \in \Gamma$,

$$\theta_{\gamma, \gamma'}(A' B) = V_{\gamma'} e_\gamma A' B_{\gamma'} V_{\gamma} = V_{\gamma'} e_\gamma A' e_{\gamma'} B_{\gamma'} V_{\gamma} = V_{\gamma'} e_\gamma A' e_{\gamma'} B_{\gamma'} V_{\gamma} \text{ for all } \gamma \in \Gamma$$

and hence $\theta_{\gamma, \gamma'}$ is an isomorphism of $\mathcal{M}'$ into the algebra of bounded operators on $\mathcal{H}$. Also if $B$ is arbitrary in $\mathcal{M}$, consider the operator $V_\gamma B V_{\gamma'}^{-1} e_\gamma$ on $\mathcal{H}$. This operator is obviously an operator $\tilde{B}$ in $\mathcal{M}$, and $\theta_{\gamma, \gamma'}(\tilde{B}) = \theta_{\gamma, \gamma'}(A' B) = \theta_{\gamma, \gamma'}(\tilde{B} A') = \theta_{\gamma, \gamma'}(A' \tilde{B}) = \theta_{\gamma, \gamma'}(A' B' A')$ proving that $\theta_{\gamma, \gamma'}(A' B)$ lies in $M'$.

Conversely, if $B'$ is arbitrary in $M'$, form $B' = \sum_{\gamma \in \Gamma} e_\gamma V_\gamma B' V_{\gamma'}^{-1} e_\gamma$. This is a bounded operator on $\mathcal{H}$; and if $\tilde{A}$ is arbitrary in $\tilde{M}$, then $\theta_{\gamma, \gamma'}(A' B') = V_{\gamma'} e_\gamma A' B' e_{\gamma'} V_{\gamma} = V_{\gamma'} e_\gamma A' e_{\gamma'} B' e_{\gamma'} V_{\gamma} = \theta_{\gamma, \gamma'}(A' \tilde{B}) = \theta_{\gamma, \gamma'}(\tilde{B} A')$ by a similar computation. From this it follows readily that $e_\gamma A' e_{\gamma'} = e_\gamma B' e_{\gamma'}$ for all $\gamma, \gamma' \in \Gamma$, and thus $\tilde{B}'$ lies in $\tilde{M}'$. We have now proved that the isomorphism $\theta_{\gamma, \gamma'}$ is onto $\mathcal{M}'$. Let $\phi = \theta_{\gamma, \gamma'}^{-1}$.

Now let $\tilde{A}$ be arbitrary in $\tilde{M}'$. For $B'$ arbitrary in $M'$ let $\tilde{B}' = \phi^{-1}(B')$ and consider $\theta_{\gamma, \gamma'}(A) B' = \theta_{\gamma, \gamma'}(A) \theta_{\gamma, \gamma'}(\tilde{B}') = V_{\gamma'} e_\gamma A e_{\gamma'} V_{\gamma'} V_{\gamma'}^{-1} e_\gamma B' e_{\gamma'} V_{\gamma} = V_{\gamma'} e_\gamma A B' e_{\gamma'} V_{\gamma} = \theta_{\gamma, \gamma'}(\tilde{A} B') = \theta_{\gamma, \gamma'}(\tilde{B}' A')$ showing that $\theta_{\gamma, \gamma'}(\tilde{A})$ lies in $M'' = M$ for all $\gamma, \gamma' \in \Gamma$, and hence $\tilde{A}$ lies in $\tilde{M}$. Therefore, we have proved that $\tilde{M} = \tilde{M}''$ is a ring of operators on the Hilbert space $\tilde{H}$ such that $\tilde{M}'$ is isomorphic to $M'$. Also, it is clear that for each $\gamma \in \Gamma$, $V_{\gamma}$ is a linear isometry mapping $\tilde{M}_\gamma \tilde{H}$ onto $M$.

To complete the proof of the theorem it is necessary only to show the con-
Continuity properties of $\phi$ and $\phi^{-1}$. From the computations of the previous page we have $\phi(A') = \sum_{\gamma \in \Gamma} e_{\gamma} V_{\gamma} A' V_{\gamma}^{-1} e_{\gamma}$, and thus for $\bar{x} \in \bar{H}$, $\bar{y} \in \bar{H}$,

$$
(\phi(A') \bar{x}, \bar{y}) = \sum_{\gamma \in \Gamma} (e_{\gamma} V_{\gamma} A' V_{\gamma}^{-1} e_{\gamma} \bar{x}, \bar{y})
= \sum_{\gamma \in \Gamma} (A' V_{\gamma}^{-1} e_{\gamma} \bar{x}, V_{\gamma}^{-1} e_{\gamma} \bar{y})
$$

plus the equation

$$
\|\phi(A') \bar{x}\|^2 = \sum_{\gamma \in \Gamma} \|A' V_{\gamma}^{-1} e_{\gamma} \bar{x}\|^2.
$$

Now, letting $\{\bar{x}_n\}, \{\bar{y}_n\}, n$ an integer, be collections of vectors in $\bar{H}$ such that $\sum_{n=1}^{\infty} \|\bar{x}_n\|^2 < \infty$, $\sum_{n=1}^{\infty} \|\bar{y}_n\|^2 < \infty$, we get by the above equations that

$$
\sum_{n=1}^{\infty} \|\phi(A') \bar{x}_n\|^2 = \sum_{n=1}^{\infty} \sum_{\gamma \in \Gamma} \|A' V_{\gamma}^{-1} e_{\gamma} \bar{x}_n\|^2
$$

and

$$
\sum_{n=1}^{\infty} (\phi(A') \bar{x}_n, \bar{y}_n) = \sum_{n=1}^{\infty} \sum_{\gamma \in \Gamma} (A' V_{\gamma}^{-1} e_{\gamma} \bar{x}_n, V_{\gamma}^{-1} e_{\gamma} \bar{y}_n);
$$

which proves that $\phi$ is continuous in both the strongest and the $\sigma$-weak topologies. (Since clearly $\sum_{n=1}^{\infty} \sum_{\gamma \in \Gamma} \|V_{\gamma}^{-1} e_{\gamma} \bar{x}_n\|^2 = \sum_{n=1}^{\infty} \|\bar{x}_n\|^2 < \infty$, with the same computation for $\{\bar{y}_n\}$.)

Now let $\{x_n\}, \{y_n\}, n$ an integer, be collections of vectors in $H$ such that $\sum_{n=1}^{\infty} \|x_n\|^2 < \infty$, $\sum_{n=1}^{\infty} \|y_n\|^2 < \infty$. By the above equations,

$$
\sum_{n=1}^{\infty} (\phi(A') V_{\gamma} x_n, V_{\gamma} y_n) = \sum_{n=1}^{\infty} (A' x_n, y_n)
$$

and

$$
\sum_{n=1}^{\infty} \|\phi(A') V_{\gamma} x_n\|^2 = \sum_{n=1}^{\infty} \|A' x_n\|^2,
$$

showing that $\phi^{-1}$ is continuous in the strongest and $\sigma$-weak topologies. By specialization of the previous equations, $\|\phi(A') V_{\gamma} x\|^2 = \|A' x\|^2$ and $(A' x, y) = (\phi(A') V_{\gamma} x, V_{\gamma} y)$, and $\phi^{-1}$ is clearly continuous in the strong and weak topologies. This completes the proof of the theorem.

**Chapter II. A representation theorem for linear functionals**

2.1. **Introduction.** In [2, p. 30] is proved a representation theorem for positive linear functionals on countably decomposable, "essentially finite" rings of operators. In this chapter, this theorem is generalized to semifinite rings, and is applied to problems of continuity of the trace.
2.2. The representation theorem.

Definition 2.1. A positive linear functional \( \omega \) on a ring \( M \) will be called strictly positive if \( \omega(E) = 0 \), for \( E \) a projection in \( M \), implies \( E = 0 \).

Lemma 2.1.1. Let \( \omega \) be a strictly positive countably additive, linear functional on a ring \( M \). If there is a vector \( z \) such that \( [M']z = H \) and if \( M' \) is finite, then there exists a vector \( y \) such that \( \omega(A) = \langle Ay, y \rangle \) for all \( A \) in \( M \).

Proof. By Lemma 1.1.2, \( M \) is countably decomposable, so that we can proceed as in Lemma 1.2.1 to obtain countable sequences \( \{E_n\}, \{E'_n\}, n \) an integer, of orthogonal projections such that \( \omega \sim (E_n, x_n) \) for vectors \( \{x_n\} \).

By hypothesis \( M' \) is finite and hence \( [Mz] \) is finite. But Lemma 1.2.4 implies that \( [M'z] \) is finite, and with it \( M \) is finite.

Continuing as in Lemma 1.2.1, we obtain \( I = \sum_{n=1}^{\infty} E_n \). Define \( F_n = \sum_{k=1}^{n} E_k \) and assume that the vectors \( \{y_k\} \) have been defined for \( k \leq n \), with \( x_1 = y_1 \), \( F_k y_{k+p} = y_k \) for \( k+p \leq n \), \( \omega \sim (F_n, y_n) \). Also, if \( F'_n = P_{[M'y_n]} \), \( F'_n \perp E_{n+1} \), \( p > 0 \).

We now proceed to the induction step. As in [2, p. 34] we get, for arbitrary \( A \) in \( M' \):

\[
\omega(F_{n+1}A^*AF_{n+1}) = \omega((F_n + E_{n+1})A^*A(F_n + E_{n+1}))
\]
\[
= \omega(F_nA^*AF_n) + \omega(E_{n+1}A^*AF_{n+1}) + \omega(F_nA^*AE_{n+1})
\]
\[
\leq \omega(F_nA^*AF_n) + \omega(E_{n+1}A^*AE_{n+1}) + 2 \left| \omega(F_nA^*AE_{n+1}) \right|
\]
\[
\leq \omega(F_nA^*AF_n) + \omega(E_{n+1}A^*AE_{n+1}) + 2(\omega(F_nA^*AF_n)\omega(E_{n+1}A^*AE_{n+1}))^{1/2}
\]
\[
\leq 2 \left[ \omega(F_nA^*AF_n) + \omega(E_{n+1}A^*AE_{n+1}) \right]
\]
\[
\leq 2 \left[ \langle Ay_n, A y_n \rangle + \langle A x_{n+1}, A x_{n+1} \rangle \right]
\]
\[
\leq 2 \langle A(y_n + x_{n+1}), A(y_n + x_{n+1}) \rangle.
\]

(The cross terms like \( \langle A x_{n+1}, A y_n \rangle \) vanish since \( [My_n] \subseteq F_n' \perp E_{n+1} \perp F_n \).

\[
\therefore y_{n+1}' = 2(y_n + x_{n+1}), \text{ then } \omega \sim (F_{n+1}, y_{n+1}') \text{ by Definition 1.2.}
\]

Clearly \( F_{n+1}y_{n+1}' = y_{n+1}' = (F_n + E_{n+1})y_{n+1}' \), and by Lemma 1.2.2, there exists a vector \( y'' \) satisfying \( \omega \sim (F_{n+1}, y'') \) and lying in the manifold \( [F_{n+1}MF_{n+1}y_{n+1}'] \cap [M'F_{n+1}y_{n+1}'] = F_{n+1} \{ [My_{n+1}'] \cap [M'y_{n+1}'] \} = [My_{n+1}'] \)

\[
\cap [M'y_{n+1}'] \subseteq \{ [Mx_{n+1}] \cap [My_{n+1}] \} \cap [M'y_{n+1}] \subseteq \{ E_{n+1} + F' \}(E_{n+1} + F_n) = F_{n+1}(F_n' + E_{n+1})H. \text{ Then, if } A \text{ is arbitrary in } M', \omega(F_nA^*AF_n) = \langle A^*Ay_n, y_n \rangle = \| Ay_n \|^2 = \langle F_nA^*AF_n y'', y'' \rangle = \| A F_n y'' \|^2, \text{ showing that the mapping } V' \text{ defined as } V'AF_n y'' = Ay_n \text{ can be extended to a partial isometry in } M' \text{ taking } [MF_n y''] \text{ into } [My_n]. \text{ Also, since } [MF_n y''] \subseteq [My''] \subseteq (F_n' + E_{n+1})H \text{ and } [My_n] = F_n' \perp H \subseteq (F_n' + E_{n+1})H, \text{ } V' \text{ can be extended to the partial isometry } V_{n+1} \text{ such that } V_{n+1}^* V_{n+1} = V_{n+1} V_{n+1}^* = E_{n+1} + F_n' \text{ (} M' \text{ is finite).}
Now let $y_{n+1} = V_{n+1}y''$, $F'_{n+1} = F_{M_{n+1}}$. Then, $(Ay_{n+1}, y_{n+1}) = (AV_{n+1}y'', V'_{n+1}y'') = (AV_{n+1}^*V_{n+1}y'', y'') = (A(F_n + E_{n+1})y'', y'') = (Ay'', y'') = \omega(F_{n+1}AF_{n+1})$, or

$$\omega \sim (F_{n+1}, y_{n+1}).$$

Also, $F'_{n+1}H = [M_{y_{n+1}}] = [M V_{n+1}y''] = V'_{n+1}[M y''] \subseteq (F'_{n} + E_{n+1})H$, and $F_n y_{n+1} = F_n V_{n+1}y'' = V_{n+1} F_n y'' = y_n$, proving that $F'_{n+1} \perp E_{n+1} + p$, $p > 0$, and completing the induction step.

We now have, by the above induction argument, a sequence of vectors $\{y_n\}$ and a sequence of projections $\{F_n\}$ such that $\omega \sim (F_n, y_n)$ and $F_n = \sum_{k=1}^{n} E_k$. But the computation

$$\|y_{n+p} - y_n\|^2 = \|F_{n+p}y_{n+p} - F_n y_{n+p}\|^2 = \|(F_{n+p} - F_n) y_{n+p}\|^2$$

shows that the sequence $\{y_n\}$ is cauchy, and thus there exists a vector $y$ such that $\{y_n\}$ converges to it. Also, we have, for $A$ in $M$:

$$|\omega(A) - \omega(F_nAF_n)| \leq |\omega(A) - \omega(AF_n)| + |\omega(AF_n) - \omega(F_nAF_n)|$$

$$\leq (\omega(\overline{A}^*) \omega(I - F_n))^{1/2} + (\omega(F_n\overline{A}^*AF_n) \cdot \omega(I - F_n))^{1/2}$$

$$\leq [(\omega(\overline{A}^*))^{1/2} + \|A y_n\| \cdot (\omega \left( \sum_{k=n+1}^{\infty} (E_k) \right))^{1/2}$$

which implies $(A y, y) = \lim_{n \to \infty} (A y_n, y_n) = \lim_{n \to \infty} \omega(F_nAF_n) = \omega(A)$.

**Lemma 2.1.2.** If $\omega$ is a countably additive, positive linear functional on a countably decomposable ring $M$, then there exists a projection $E$ in $M$ such that $\omega(E^2) = 0$ and such that $\omega$ is strictly positive on the ring $M_{EH}$.

**Proof.** Choose, by Zorn’s Lemma, a maximal collection $\{F_n\}$, $n \in \Gamma$, of orthogonal projections in $M$ such that $\omega(F_n)$ are all zero. Because of countable decomposability of $M$ we may assume that $\Gamma$ is the set of positive integers.

Let $F = \sum_{n=1}^{\infty} F_n$. Using countable additivity of $\omega$, $\omega(F) = \sum_{n=1}^{\infty} \omega(F_n) = 0$. We now can show that $(I - F)$ is the $E$ of the lemma.

Assume that $G$ is a projection in $M_{(I-F)H}$ such that $\omega(G) = 0$. But then $G$ could be added to our maximal collection $\{F_n\}$, thus contradicting our argument and proving $\omega$ is strictly positive.
Theorem 5. Let \( \omega \) be a countably additive, positive linear functional on a ring \( M \). If there exists a vector \( z \) such that \([Mz]\) is finite and if, for \( A \) in \( M \), \( Az=0 \) implies \( \omega(A)=0 \), then there exists a vector \( x \) in the manifold \([Mz] \cap [M'z]\) such that \( \omega \sim (I, x) \).

Proof. Let \( G=P_{[M'z]} \) and consider the linear functional \((Az, z)\) on the ring \( M_{GH} \). If \( Fz=0 \) for \( F \) a projection in \( M_{GH} \), then clearly \( Fz=0 \) and consequently \( FG=F=0 \), showing that \( M_{G} \) is countably decomposable by Lemma 1.1.2. Now, invoking Lemma 2.1.2, there is a projection \( E \) in \( M_{G} \) such that \( \omega(G-E)=0 \) and such that \( \omega \) is strictly positive on \( M_{EH} \). Also, notice that \( G^\perp z=0 \) implies that \( \omega(G^\perp)=0 \) by hypothesis. Thus we have a projection \( E \) in \( M \) such that \( \omega \) is strictly positive on \( M_{EH} \) and such that \( \omega(E^\perp)=\omega(G-E)+\omega(G^\perp)=0 \).

Let \( E'=P_{[Mz]} \) (finite, by hypothesis) and consider the ring \( M_{EE'H} \). The mapping \( A\rightarrow AE' \) is an isomorphism of \( M_{EE'} \) onto \( M_{EE'H} \), since if \( AE'=0 \), then \( AE'Ez=AEz=0 \) which in turn implies \( A=0 \) by \( A \in M_{EE} \subseteq M_{G} \). Therefore we can introduce the linear functional \( \phi \) on \( M_{EE'H} \) by \( \phi(AE')=\omega(A) \). \( \phi \) is clearly a strictly positive, countably additive, linear functional on \( M_{EE'H} \), with \( M_{EE'H} \) finite, and \([M_{EE'H}z]=E'E'Ez=EE'[Mz]=EE'G[H]=EE'H \).

Now, using Lemma 2.1.1, we get a vector \( y \) lying in the manifold \( EE'H \subseteq GH = [Mz_1] \cap [M'] \), such that \( \phi(AE')=\omega(A)=(AE'y, y)=(Ay, y) \) for \( A \) in \( M_{EH} \). But then the inequality \( |\omega(AE^\perp)|^2 \leq \omega(AA^*)\omega(E^\perp) =0 \) (plus a similar one for \( (E^\perp A) \)) proves that for \( A \) in \( M \),

\[
\omega(A) = \omega(EAE) + \omega(EA^E) + \omega(E^\perp AE) + \omega(E^\perp AE^\perp) = \omega(EAE),
\]

thus completing the proof of the theorem.

2.3. Applications of Theorem 5.

Theorem 6. Let \((M, M')\) and \((\tilde{M}, \tilde{M'})\) be finite rings on the spaces \( H \) and \( \tilde{H} \), with joint cyclic vectors \( z \) and \( \tilde{z} \). If \( \phi \) is a \(*\)-isomorphism of \( M \) onto \( \tilde{M} \), then there exists a linear isometry \( W \) mapping \( H \) onto \( \tilde{H} \) with \( \phi(A) = WA W^{-1}, \) for \( A \) in \( M \).

Proof. Consider the linear functional \( \omega \) defined on \( M \) by \( \omega(A)=(\phi(A)\tilde{z}, \tilde{z}) \) for \( A \) in \( M \). If \( Az=0 \), then \( A=0 \) by \( [M'z]=H \), showing that \( \omega \) satisfies all the hypotheses of Theorem 5. Let \( y \) be the vector in \( H \) such that \( \omega(A) = (Ay, y) \). Then \( \|Ay\|^2 = \omega(A\tilde{z}) = \|\phi(A)\tilde{z}\|^2 \), and \( Ay=0 \) implies \( \phi(A)\tilde{z}=0 \), with finally \( A=0 \). Thus \([M'y]=H = [M'z] \) and \([M'y] \sim [Mz]=H \) by Lemma 9.3.3, p. 179 of \([5]\).

Let \( V' \) be the partial isometry in \( M' \) defined by \( V'My=[M'Vy]=H \) and define \( x=V'y \). Now \([Mx]=H \) and \( \|Ax\|^2 = \|A V'y\|^2 = (A^*AV'^*)Vy, y \)

\( = (A^*Ay, y) = \|Ay\|^2 = \|\phi(A)\tilde{z}\|^2 \) proves that we can define a linear isometry.
W from \( H \) onto \( \tilde{H} \) such that \( WAx = \phi(A) \tilde{z} \). Furthermore, if \( \tilde{B} \) arbitrary in \( \tilde{M} \), then \( WAW^{-1}\tilde{B}z = WA\phi^{-1}(\tilde{B})x = \phi(A) \tilde{B}z \) proves that \( \phi(A) = WAW^{-1} \) for \( A \) in \( M \).

**Theorem 7.** Let \( \omega \) be a countably additive, positive, linear functional on a finite ring \( M \). If the coupling operator \( C \) of the pair \( (M, M') \) is bounded (\( C \) is bounded), then there exists a finite set \( z_1, z_2, \ldots, z_n \) of vectors such that \( \omega(A) = \sum_{k=1}^{n} \langle A_z, z_k \rangle \) for \( A \) in \( M \). In fact, if the \( C \) of Definition 1.6 is bounded above by \( mP_{1,1} \), \( m \) an integer, then \( n \leq m \).

**Proof.** We first consider the case where \( C \leq P_{1,1} \). As in the proof of Theorem 1, we use Lemma 1.2.7 and Lemma 1.2.8 to get a collection \( \{ P_{\alpha} \} \), \( \alpha \in \Gamma \), of orthogonal projections in the center of \( M \) such that either \( [M'x_\alpha] = P_{\alpha}H \) or \( [Mx_\alpha] = P_{\alpha}H \) with \( \sum_{\alpha \in \Gamma} P_{\alpha} = I \). But by the definition of \( C \), if \( [Mx_\alpha] = P_{\alpha}H \) then \( P_{\alpha} \leq P_{1,1} \) by Lemma 1.2.4, and \( [M'x_\alpha] = C^{-1}[Mx_\alpha] = C^{-1}P_{\alpha} \geq P_{\alpha} \), proving that \( P_{\alpha} = [M'x_\alpha] \) and yielding us a collection of operators \( \{ P_{\alpha} \} \) in the center of \( M \) such that \( \sum_{\alpha \in \Gamma} P_{\alpha} = I \) and such that each is generated by a vector \( x_\alpha \) and \( M' \).

Let \( \Gamma' \) be the set of \( \alpha \in \Gamma \) such that \( \omega(P_{\alpha}) \neq 0 \). It follows from linearity of \( \omega \) that \( \Gamma' \) is countable and thus there is obviously no loss in generality in assuming \( \sum_{\alpha \in \Gamma'} ||x_\alpha||^2 < \infty \). In fact, by the orthogonality of the \( \{ P_{\alpha} \} \), \( \alpha \in \Gamma \), there exists a vector \( x = \sum_{\alpha \in \Gamma'} x_\alpha \). If \( P' = \sum_{\alpha \in \Gamma'} P_{\alpha} \), then, for \( A \) in \( M' \), \( \omega(A) = \omega(P'A) + \omega(AP') = \omega(P'A) \), by \( ||AP'||^2 \leq \omega(AA^*)\omega(AP') = 0 \).

Also, \( Ax = 0 \) implies 0 = \( AP_{\alpha}x = AP'x \) \( (\alpha \in \Gamma') \) which in turn implies \( AP' = 0 \) for \( \alpha \in \Gamma' \). But \( AP' = 0 \), \( \alpha \in \Gamma' \), yields \( AP' = 0 \) and finally \( \omega(A) = \omega(AP') = 0 \). Thus we have proved that \( \omega \) and \( x \) satisfy the requirements of Theorem 5, once we notice that \( [Mx] \) is finite by Lemma 1.2.4. This completes the proof of the case \( C \leq P_{1,1} \).

We now consider the case \( C \leq mP_{1,1} \) for \( m \) an integer. Again we pick orthogonal projections \( \{ P_{\alpha} \} \), \( \alpha \in \Gamma' \), in the center of \( M \) such that \( \sum_{\alpha \in \Gamma'} P_{\alpha} = I \) with either \( P_{\alpha}H = [M'x_\alpha] \) or \( P_{\alpha}H = [Mx_\alpha] \). Now, with \( \Gamma \) equal to the positive integers less than \( m+1 \), apply Theorem 4 to \( M' \), obtaining rings \( \tilde{M}' \) and \( \tilde{M} \) with equivalent projections \( e_k, k \in \Gamma \), in \( \tilde{M}' \) such that \( \sum_{k=1}^{n} e_k = I \), \( e_kM'e_k = V_k \tilde{M}'V_k e_k \) via the isometries \( V_k \). We also get an isomorphism \( \phi \) of \( M \) onto \( \tilde{M} \) such that

\[
\phi(A) = \sum_{k=1}^{m} V_k A V_k^{-1} e_k
\]

for \( A \) in \( M \).

Let \( F_{\alpha} = P_{[M'x_\alpha]} \), \( \tilde{F}_{\alpha} = P_{[\tilde{M}'V_k x_\alpha]} \), \( \tilde{F}_{\alpha}' = P_{[\tilde{M}'V_1 x_\alpha]} \). From the proof of Theorem 4, \( \theta_{1,1}(F_{\alpha}) = \phi^{-1}(\tilde{F}_{\alpha}) = V_1^{-1} e_1 F_{\alpha} e_1 V_1 \), and thus \( \phi^{-1}(\tilde{F}_{\alpha})H = V_1^{-1} e_1 \tilde{F}_{\alpha} e_1 H_1 \)

\( = V_1^{-1} e_1 \tilde{F}_{\alpha} \tilde{H} = V_1^{-1} e_1 [\tilde{M}'V_1 x_\alpha] = V_1^{-1} [e_1 \tilde{M}' e_1 V_1 x_\alpha] = V_1^{-1} [V_1 M' V_1^{-1} V_1 x_\alpha] = [M'x_\alpha] \)

\( = F_{\alpha}H \), proving that

\[
\phi(F_{\alpha}) = \tilde{F}_{\alpha}.
\]
We now consider the $x_a$ such that $[Mx_a] = P_a H$. \( \phi(P_a') e_1 \mathcal{H} = V_1 P_a' V_1^{-1} e_1 \mathcal{H} = V_1 P_a' H = V_1 [Mx_a] \) and \( \mathcal{F}_a' \mathcal{H} = [\mathcal{M} V_1 x_a] = [V_1 M V_1^{-1} e_1 V_1 x_a] = V_1 [Mx_a] \), showing that

\[
\phi(P_a') e_1 = \mathcal{F}_a'.
\]

But by definition of the coupling operator, $P_a' = [Mx_a]^h = C_1 [M' x_a]^h = C_1 (F_a)^h$; and by the continuity properties of $\phi$, $\phi(P_a') = \phi(C_1) \cdot \phi((F_a)^h) = \phi(C_1) \cdot ((\mathcal{F}_a)^h)$. Also, if $\mathcal{C}$ is the coupling operator for $\mathcal{M}$, $\mathcal{M}'$, then $(\mathcal{F}_a')^h = \mathcal{C}_1 [\mathcal{M}' V_1 x_a] = \mathcal{C}_1 (\mathcal{F}_a)^h$, and we get, by combining these two equations (using $(\mathcal{F}_a)^h = \phi(P_a') (e_1)^h = (1/m) \phi(P_a'')$, $(1/m) \phi(P_a') = \mathcal{C}_1 (\mathcal{F}_a)^h = (1/m) \phi(C_1) \cdot (\mathcal{F}_a)^h$. But clearly $(\mathcal{F}_a)^h$ has an inverse with respect to $\phi(P_a')$ and we get finally that

\[
\mathcal{C}_1 \phi(P_a') = \phi(C_1) \phi(P_a') \cdot \frac{1}{m} \leq \phi(P_a').
\]

For those $\alpha \in \Gamma$ such that $[M' x_a] = F_a H = P_a' H$, we get $\phi(F_a) = \mathcal{F}_a' = \phi(P_a')$ or $\phi(P_a') \mathcal{H} = \mathcal{F}_a' \mathcal{H} = [\mathcal{M}' V_1 x_a]$. It is now clear from Lemma 1.2.5 that here too $\mathcal{C}_1 \phi(P_a') \leq \phi(P_a')$. Combining this result with the preceding paragraph, we obtain finally the inequality

\[
\mathcal{C}_1 \leq \mathcal{P}_{1,1},
\]

as $\sum_{\alpha \in \Gamma} \phi(P_a') = I$.

We now introduce the linear functional $\mathcal{w}$ on $\mathcal{M}$ by defining $\mathcal{w}(A) = \omega(\phi^{-1}(A))$. This functional clearly satisfies all the requirements of the first paragraph of the proof of this theorem, and hence there exists a vector $\bar{x}$ in $\mathcal{H}$ such that $\mathcal{w}(A) = (\bar{x}, \bar{x})$. Then, for $A$ in $M$, \[
\omega(A) = \mathcal{w}(\phi(A)) = (\phi(A) \bar{x}, \bar{x}) = \left( \sum_{k=1}^{m} V_k A V_k^{-1} e_k \bar{x}, \bar{x} \right) = \sum_{k=1}^{m} (A V_k^{-1} e_k \bar{x}, V_k^{-1} e_k \bar{x}),
\]

and the nonzero members of the set $\{ V_k^{-1} e_k \bar{x} \}$ form our set $z_1, z_2, \ldots, z_n$, with $n \leq m$.

**Theorem 8.** Let $M$ be a finite ring. The mapping $A \mapsto A^h$ is continuous in the strong (weak) topology if and only if the coupling operator $C$ is bounded.

**Proof.** First, assume $C$ is bounded. For any vector $x$, the linear functional $(A^h x, x)$ on $M$ clearly satisfies all the requirements of Theorem 7, and therefore there exists a finite collection of vectors $\{ x_a \}$ such that $(A^h x, x) = \sum_{a=1}^{n} (A x_a, x_a)$. This proves that the trace is weakly continuous. Then, by
Lemma 8.1, p. 254 of [1], \((A^k)^*(A^k) \leq (A^*A)^k\) for all \(A\) in \(M\), and we get the inequality \(\|A^kx\|^2 = ((A^k)^*(A^k)x, x) \leq ((A^*A)^kx, x) = \sum_{n=1}^\infty \|A^k_{zn}\|^2\), which proves that the trace is strongly continuous.

Now, assume \(C\) is unbounded. As this means that \(C_1\) is unbounded, there is clearly no loss of generality in assuming that \(M\) and \(M'\) are both finite. Then, by the spectral theorem, there exists a sequence \(\{P_k\}\), \(k\) an integer, of projections in the center of \(M\) such that \(I = P_0 > P_1 > P_2 > \cdots\), with \(CP_n \geq nP_n\).

Also, we can choose vectors \(z_n \in (P_n - P_{n-1})H\) such that \(\|z_n\|^2 = \frac{1}{n^2}\), and since \(\sum_{n=1}^\infty \|z_n\|^2 = \sum_{n=1}^\infty \frac{1}{n^2} < \infty\), there exists a vector \(z = \sum_{n=1}^\infty z_n\).

For \(x\) arbitrary in \(H\), define \(E(x) = P_{(M - z)}\). Clearly \(E(x)P_n = E(P_n x)\) for all \(n\), and by the definition of \(C\), \(E(P_n x)^k = C^{-1}[MP_n x]^k \leq C^{-1}P_n \leq (1/n)P_n\).

Also, let \(\Omega\) be the collection of all finite sets of vectors \(\{(x_1, x_2, \cdots, x_n)\}\), \(n\) some integer, which is made into a directed set by defining (for \(\tau_1, \tau_2 \in \Omega\)) \(\tau_1 \leq \tau_2\) if \(\tau_1 \subseteq \tau_2\).

If \(\tau \in \Omega\) consists of the above vectors \(\{x_k\}\), define \(E_x = \sup_{\tau \in \tau} E(P_n x_k)\) and \(F_r = P_{(M - z)}\). Now, by Theorem 5.4 [4, p. 244] for arbitrary projections \(E, F\) in \(M\), \(E \cap F = E \cap F = 0\) or \((E \cap F)^k \leq E^k + F^k - (E \cap F)^k\) \(\leq E^k + F^k\). Then, by a trivial induction argument, we obtain \((E_r)^k \leq \sum_{n=1}^\infty (E(P_n x_k)^k) \leq (n/(n+1))P_{n+1}\) and thus \((F_r)^k \geq P_{n+1} - (n/(n+1))P_{n+1}\) \(\geq (1/(n+1))P_{n+1}\). Clearly \(F_r x_k = 0\) and for \(r \geq \tau\), \(F_r x_k = 0\).

Now, with the above notation, we get a directed set of operators \(\{A_r\}\), \(r \in \Omega\), by letting \(A_r = (n+1)^3 F_r\), with the following property: If \(x\) is arbitrary in \(H\), let \(\tau_0 = (x)\) in \(\Omega\), and consider \(A_{\tau_0} x = (n+1)^3 F_{\tau_0} x = 0\). As in the above paragraph, \(A_{\tau_0} x = 0\) for \(\tau \geq \tau_0\), proving that \(A_r\) converges to 0 in the strong topology. But \(A_r^k = (n+1)^k F_r \geq (n+1)^k\), \((1/(n+1))P_{n+1} \geq (n+1)^2(P_{n+1} - P_n)\) shows that, using the vector \(z\) defined above, \((A_r z, z) \geq (n+1)^2 \|x\|^2 = 1\); and thus the directed set \(\{A_r^k\}\) does not converge to zero in the weak topology.

Thus we have succeeded in constructing a directed set of operators \(\{A_r\}\) in \(M\) which converge to zero in the strong (and thus in the weak) topology, but with the set \(\{A_r^k\}\) not converging to zero in the weak (and thus not in the strong) topology. This success proves that the mapping \(A \rightarrow A^k\) is continuous in neither the strong nor the weak topology, and the proof of this theorem is complete.

### Chapter III. Continuity properties of *-isomorphisms of rings

#### 3.1. Introduction

The main result of this chapter is a condition which determines when a *-isomorphism between semifinite rings is given by a spatial isometry, thus generalizing a result of von Neumann in §3.3 of [7]. Then, growing out of this result, we obtain conditions for various of the standard topologies to be purely algebraic. Our final result is a theorem on the relationship of a semifinite ring to its commutant.

#### 3.2. Spatial isomorphism of semifinite rings
Definition 3.1. Let \((M, M')\), \((\tilde{M}, \tilde{M'})\) be finite rings with coupling operators \(C, \tilde{C}\) respectively, and let \(\phi\) be a \(*\)-isomorphism of \(M\) onto \(\tilde{M}\). Further, as in the proof of Theorem 1, let the coupling operators have the form:
\[C = \sum_{a \in \Gamma} (C_a + D_a^{-1}), \quad \tilde{C} = \sum_{a \in \Gamma} (\tilde{C}_a + \tilde{D}_a^{-1}).\]
If there exist decompositions of \(C\) and \(\tilde{C}\) such that \(\phi(C_a) = \tilde{C}_a\) and \(\phi(D_a) = \tilde{D}_a\), then we write \(\phi(C) = \tilde{C}\).

Lemma 3.2.1. Let \((M, M'), (\tilde{M}, \tilde{M'})\) be finite rings on Hilbert spaces \(H, \tilde{H}\) with coupling operators \(C, \tilde{C}\) respectively. Further, let \(z, \tilde{z}\) be vectors in \(H, \tilde{H}\) respectively such that \([Mz] = \gamma, \quad [\tilde{M}\tilde{z}] = \gamma\). If \(\phi\) is a \(*\)-isomorphism of \(M\) onto \(\tilde{M}\) such that \(\phi(C) = \tilde{C}\), then there exists an isometry \(W\) of \(H\) onto \(\tilde{H}\) such that \(WAW^{-1} = \phi(A)\) for \(A\) in \(M\).

Proof. If \(G = P(M'z)\), then \(G^*C = C[M'z]^* = [Mz]^* = I\), and thus \(\tilde{I} = \phi(I) = \phi(G^*)\cdot\phi(C) = \phi(G)^*\tilde{C}\). But, since \([\tilde{M}\tilde{z}]^* = \tilde{C}[\tilde{M}'\tilde{z}] = I\), we get \(\phi(G)^* = [\tilde{M}\tilde{z}]^*\). Thus we can select a vector \(\tilde{x}\) in \(\tilde{H}\) such that \([\tilde{M}'\tilde{x}] = \phi(G)\tilde{H}\) and \([\tilde{M}\tilde{x}] = \tilde{H}\). Also, \([M[M'z^2]] = G\tilde{H}\) and \([\tilde{M}[\tilde{M}'\tilde{z}]] = [\tilde{M'}[\tilde{M}'\tilde{z}]^*] = \phi(G)\tilde{H}\), showing that, by Theorem 6, there exists a linear isometry \(W_0\) mapping \(G\tilde{H}\) onto \(\phi(G)\tilde{H}\) with \(\phi(A) = W_0AW_0^{-1}\) for \(A\) in \(M[M'z]_1\).

Now, by Lemmas 4.11, p. 231, 4.9, p. 230, and 6.4, p. 235 of \([1]\), we can select a nonzero projection \(E\) in \(M\) such that \(E \subseteq G\) and such that \(E^2 = (1/n)P\) for some projection \(P\) in the center of \(M\). Further, one can choose orthogonal projections \(\{E_k\}, 1 \leq k \leq n\), such that each \(E_k\) is equivalent to \(E\) and with \(\sum_{k=1}^n E_k = P\). Let \(V_k, 1 \leq k \leq n\), be partial isometries in \(M\) such that \(V_k^*V_k = E_k\) and \(V_kV_k^* = E\).

Clearly, the mappings \(\phi(V_k)^*W_0V_k\) are isometric from \(E_k\tilde{H}\) to \(\phi(E_k)\tilde{H}\), since \(\phi(V_k)^*\phi(V_k) = \phi(E_k)\) and \(\phi(V_k)\phi(V_k^*) = \phi(E)\). Thus we can define the mapping \(W = \sum_{k=1}^n \phi(V_k)^*W_0V_k\) as an isometric map of \(PH\) onto \(\phi(P)\tilde{H}\). For \(A\) in \(M\tilde{P}\) consider
\[WAW^{-1} = \sum_{k,s=1}^n \phi(V_k)^*W_0V_kAV_sW_0^{-1}\phi(V_s) = \sum_{s, k=1}^n \phi(V_k)^*\phi(V_kAV_s^*)\phi(V_s) = \sum_{s, k=1}^n \phi(V_k)^*V_kAV_s^* = \phi\left(\sum_{k,s=1}^n (E_kAE_s)\right) = \phi(AP) = \phi(A).\]
Thus we have constructed an isometry implementing \(\phi\) on \(M\tilde{P}\), for a projection \(P\) in the center of \(M\). From this result, an obvious transfinite induction argument yields a collection \(\{P_\alpha\}, \alpha \in \Gamma\), of orthogonal projections in the center of \(M\), such that \(\sum_{\alpha \in \Gamma} P_\alpha = I\) and such that there exist linear isometries \(W_\alpha\) mapping \(P_\alpha\tilde{H}\) onto \(\phi(P_\alpha)\tilde{H}\) and implementing \(\phi\) on \(M\tilde{P}_\alpha\). Let \(W = \sum_{\alpha \in \Gamma} W_\alpha\).
For \( \Gamma' \) any finite subset of \( \Gamma \), we notice that

\[
W\left( \sum_{\alpha \in \Gamma'} P_\alpha \right) W^{-1} = \sum_{\alpha \in \Gamma'} W_\alpha (A P_\alpha) W^{-1} = \sum_{\alpha \in \Gamma'} \phi(A P_\alpha) = \phi\left( \sum_{\alpha \in \Gamma'} P_\alpha \right)
\]

\[
= \phi(A) \cdot \sum_{\alpha \in \Gamma'} \phi(P_\alpha).
\]

But \( \sum_{\alpha \in \Gamma} (P_\alpha) = I = \phi(I) \); and thus by the continuity of \( W(\cdot) W^{-1}, WA W^{-1} = \phi(A) \).

**Lemma 3.2.2.** Let \( (M, M'), (\bar{M}, \bar{M}') \) be finite rings on Hilbert spaces \( H, \bar{H} \), with coupling operators \( C, \bar{C} \) respectively. Further, let \( z, \bar{z} \) be vectors in \( H, \bar{H} \) respectively such that \( [M'z] = H, [\bar{M}'\bar{z}] = \bar{H} \). If \( \phi \) is a *-isomorphism of \( M \) onto \( \bar{M} \) such that \( \phi(C) = \bar{C} \), then there exists an isometry \( W \) of \( H \) onto \( \bar{H} \) such that \( WAW^{-1} = \phi(A) \), for \( A \) in \( M \).

**Proof.** Let \( G' = P[Mz] \), and, as in the previous lemma, select a projection \( E' \leq G' \) in \( M' \) such that \( (E')^h = (1/n)P \) for some projection \( P \) in the center of \( M \). Also, pick an orthogonal collection of projections \( \{ E_k \}, 1 \leq k \leq n \), such that each is equivalent to \( E' \) and \( \sum_{k=1}^n E_k = I \), as well as partial isometries \( V_k \) in \( M' \) with \( V_k^* V_k = E_k \), \( V_k^* V_k'^* = E' \).

Now let \( \bar{E} = P[M'E'h] \) and notice that we have the equation \( [M'E'hz]^h = (E'[Mz])^h = (E'G')^h = (E')^h \) for all projection \( P \) in the center of \( M' \). Thus we get the result \( (E')^h = (1/n)P = \bar{C}(E) \), and consequently, \( (1/n)\phi(P) = \phi(C) \cdot \phi(E)^h = \bar{C} \cdot \phi(E)^h \). But \( \bar{M}' \phi(E)z = \phi(E)H \), by hypothesis; and if we define \( \bar{E}' = P[M_E\phi(E)] \), then by the definition of \( \bar{C}, (\bar{E}')^h = \bar{C}(E)^h = (1/n)\phi(P) \). Again we can choose orthogonal projections \( \{ E'_k \} \) such that \( \sum_{k=1}^n E'_k = \phi(P) \) and with each \( E'_k \) equivalent to \( E' \). Let \( \bar{V}_k \) be partial isometries in \( M' \) such that \( V_k^* V_k = E_k \) and \( V_k^* V_k'^* = E' \).

But now the map \( A \rightarrow AE' \) is an isomorphism of \( MP \) onto \( M_{E'\bar{H}} \), since if \( AE' = 0 \), then, for all \( k \), \( AV_k V_k^* = 0 = AV_k V_k^* V_k' V_k^* = A V_k V_k^* V_k' = AE_k \), and finally \( \sum_{k=1}^n E_k A = AP = A = 0 \). A similar computation shows that the mapping \( A \rightarrow \bar{A}E' \) is an isomorphism of \( \bar{M}\phi(P) \) onto \( M_{E'H} \). We now are in a position to define the isomorphism \( \phi' \) of \( M_{E'\bar{H}} \) onto \( M_{E'H} \) by \( \phi'(A E') = \phi(A)E' \) for \( A \) in \( MP \).

Next, we observe that \( [M_{E'H}\bar{E}'e] = [E'M'e]z = E'[M'E'e] = E'E \), \( [M_{E'H}\bar{E}'e] = [M'E'e]z = E'[M'E'e] = E'E.H. [M_{E'H}\phi(E)] = [E'\bar{M}'\phi(E)z] = \bar{E}' \phi(E) \bar{H}, \) \( [M_{E'\bar{H}}\phi(E)] = \bar{E}' \phi(E) \bar{H} \); and thus, if \( C', \bar{C'} \) are the coupling operators for the rings \( (M_{E'H}, M_{E'\bar{H}}), (\bar{M}_{E'H}, \bar{M}_{E'\bar{H}}) \) respectively and if the symbol \( \circ \) denotes the trace in the above reduced rings, then \( (E')^\circ = C'(E'E')^\circ \) and \( (\bar{E}')^\circ = \bar{C}'(\bar{E}'\phi(E))^\circ \). But this implies that \( \phi'(E')^\circ = \bar{C}' \phi'(E')^\circ = \phi'(C') \cdot \phi'(E'E')^\circ \) and proves that \( \phi'(C') = \bar{C}' \). This fact, plus

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Lemma 3.2.1, yields a linear isometry $W_0$ of $E'H$ onto $E'H$ such that $\phi'(AE') = W_0AE'W_0^{-1}$.

As in the proof of Lemma 3.2.1, we can define a linear isometry from $PH$ onto $\phi(P)H$ such that $W = \sum_{k=1}^{n} \tilde{V}_k^* W_0 \tilde{V}_k$ and compute (for $A$ in $MP$),

$$WAW^{-1} = \sum_{k,s=1}^{n} \tilde{V}_k^* W_0 V_k^* A V_k^* W_0^{-1} \tilde{V}_s^*$$

$$= \sum_{k=1}^{n} \tilde{V}_k^* W_0 (E'A) W_0^{-1} \tilde{V}_k^*$$

(since $V_k^* V_s^* = 0$ for $k \neq s$)

$$= \sum_{k=1}^{n} \tilde{V}_k^* W_0 (E'A) W_0^{-1} \tilde{V}_k^* = \sum_{k=1}^{n} \tilde{V}_k^* \phi'(E'A) \tilde{V}_k^*$$

$$= \sum_{k=1}^{n} \tilde{V}_k^* \phi(A) \tilde{V}_k^* = \sum_{k=1}^{n} \tilde{E}_k^* \phi(A)$$

$$= \phi(P) \phi(A) = \phi(AP) = \phi(A).$$

Thus we have proved that there is a linear isometry implementing $\phi$ on $MP$, for some projection $P$ in the center of $M$. The remainder of the proof is identical with the last part of the proof of Lemma 3.2.1.

**Lemma 3.2.3.** Let $(M, M')$, $(\tilde{M}, \tilde{M}')$ be finite rings on Hilbert spaces $H$, $\tilde{H}$, with coupling operators $C$, $\tilde{C}$ respectively. If $\phi$ is a *-isomorphism of $M$ onto $\tilde{M}$ such that $\phi(C) = \tilde{C}$, then there exists a linear isometry $W$ of $H$ onto $\tilde{H}$ such that $WAW^{-1} = \phi(A)$ for $A$ in $M$.

**Proof.** By Definition 3.1 and the proof of Theorem 1, we have collections of orthogonal projections $\{P_a\}$, $\{E_a\}$, $\{\tilde{E}_a\}$ ($\alpha \in \Gamma$) in the center of $M$, $MP_a$, $\tilde{M}$, $\tilde{M}P_a$ respectively with vectors $x_{a,1}$, $x_{a,2}$, $\tilde{x}_{a,1}$, $\tilde{x}_{a,2}$ in $H$, $\tilde{H}$ such that $\sum_{\alpha \in \Gamma} P_a = I$,

$$[M x_{a,1}] = E_a P_a H, \quad [M' x_{a,1}]^t = D_a,$$

$$[M x_{a,2}]^t = C_a, \quad [M' x_{a,2}] = E_a^\perp P_a H,$$

$$[\tilde{M} \tilde{x}_{a,1}] = \tilde{E}_a \tilde{P}_a \tilde{H}, \quad [\tilde{M}' \tilde{x}_{a,1}]^t = \tilde{D}_a,$$

$$[\tilde{M} \tilde{x}_{a,2}]^t = \tilde{C}_a, \quad [\tilde{M}' \tilde{x}_{a,2}] = \tilde{E}_a^\perp \tilde{P}_a \tilde{H},$$

and finally

$$\phi(C_a) = \tilde{C}_a, \quad \phi(D_a^{-1}) = \tilde{D}_a^{-1}.$$

Clearly, $\phi(P_a) = \tilde{P}_a$, $\phi(E_a) = \tilde{E}_a$ and we can apply Lemmas 3.2.1 and 3.2.2 to get linear isometries $W_{a,k}$, $\alpha \in \Gamma$, $k = 1, 2$, implementing $\phi$ on the rings $ME_a P_a$, $ME_a^2 P_a$. Having done this, we get an isometry $W$ in the large by the method of Lemma 3.2.1, thus completing the proof of this lemma.

**Lemma 3.2.4.** Let $M$, $M'$ be of types $S_1$, $S_0$ ($\Omega$ infinite) respectively. There
exists a collection of orthogonal, equivalent, finite projections \( \{ E_\alpha \} \), \( \alpha \in \Gamma \), such that \( \sum_{\alpha \in \Gamma} E_\alpha = I \); the \( M_{E'H} \) are all isomorphic to \( M \), and the coupling operator for \( (M_{E'H}, M_{E'H}) \) is the identity.

**Proof.** We first consider the case when there is a vector \( x \) such that \( [M'x] = H \). The projection \( F'_\alpha = P_{[M'x]} \) is finite by Lemma 1.2.4. Now, by Zorn’s Lemma, pick a maximal family \( \{ F'_\alpha \} \), \( \alpha \in \Gamma \), of orthogonal projections equivalent to \( F'_\alpha \) and let \( F' = \sum_{\alpha \in \Gamma} F'_\alpha \). Comparing \( F'_\alpha \) with \((F')_\perp \), we notice that \( F'_\alpha < (F')_\perp \) is false by the maximality of our family \( \{ F'_\alpha \} \); and thus there exists a projection \( P \) in the center of \( M \) such that \( P(F')_\perp < PF'_\alpha \) (proper).

We now have \( P = \sum_{\alpha \in \Gamma} PF'_\alpha + P(F')_\perp \) and the set \( \Gamma \) is clearly of infinite cardinality (by finiteness of \( F'_\alpha \)). Further, the projections \( PF'_\alpha \) are all equivalent to \( PF'_\alpha \). Let \( \alpha_0 \) be any element of \( \Gamma \) and consider the fact that \( \sum_{\alpha \in \Gamma - \alpha_0} PF'_\alpha \sim \sum_{\alpha \in \Gamma} PF'_\alpha \) as each of the index sets has the same cardinality. But this obviously leads to the equation \( \sum_{\alpha \in \Gamma} PF'_\alpha > \sum_{\alpha \in \Gamma - \alpha_0} PF'_\alpha + P(F')_\perp > \sum_{\alpha \in \Gamma} PF'_\alpha + P(F')_\perp = P \) or \( P \sim \sum_{\alpha \in \Gamma} PF'_\alpha \).

Next, select a partial isometry \( V' \) in \( M' \) such that \( V'*V' = P \) and \( V'V'^* = \sum_{\alpha \in \Gamma} PF'_\alpha \). Then, \( P = V'*V'V'^*V' = V'^*(\sum_{\alpha \in \Gamma} PF'_\alpha) V' = \sum_{\alpha \in \Gamma} PV'*F'_\alpha V' \), where the \( PV'*F'_\alpha V' \) are clearly equivalent to \( PF'_\alpha \). Thus we have expressed a central projection \( P \) as a sum of orthogonal projections equivalent to \( PF'_\alpha \).

Again apply Zorn’s Lemma to obtain a maximal family of orthogonal projections \( \{ P_\alpha \}, \alpha \in \Lambda \), such that \( P_\alpha = \sum_{\gamma \in \Gamma} F'_{\alpha \gamma} \), the \( F'_{\alpha \gamma} \) being orthogonal projections equivalent to \( PF'_\alpha \) (the same index set \( \Gamma \) can be used for the \( F'_{\alpha \gamma} \) since all have the cardinal \( \Omega \). Form \( P = \sum_{\alpha \in \Lambda} P_\alpha \), and consider \( P_\perp \). If \( P_\perp \neq 0 \), then the process described in the first part of the proof of this lemma shows that there is a nonzero projection in the center of \( M(P_\perp) \) which is a sum of projections equivalent to \( F'_\alpha \) cut down to that central projection. This contradiction of maximality of the family \( \{ P_\alpha \} \) proves that \( P = I \).

Now, form the projections \( E_\gamma = \sum_{\alpha \in \Lambda} F'_{\alpha \gamma} \). These projections are obviously equivalent to \( \sum_{\alpha \in \Lambda} P_\alpha F'_\alpha = F'_\alpha \) and \( I = \sum_{\gamma \in \Gamma} E_\gamma \). Furthermore, the rings \( M_{E'H} \) are isomorphic to \( M_{F_\gamma'H} \). Also, the mapping \( A \rightarrow A F'_\alpha \) is an isomorphism of \( M \) onto \( M_{F'_\alpha'H} \), since if \( A F'_\alpha = 0 \), then \( A x = 0 \) and hence \( A = 0 \). Finally, \( [M_{F_\gamma'H} x] = [M_{F'_\alpha'H} x] = F'_\alpha H \) shows that the coupling operator for the rings \( M_{F_\gamma'H}, M_{F'_\alpha'H} \) is the identity. This completes the proof of the case when \( [M'x] = H \) for some \( x \) in \( H \).

In the general case, we use Lemmas 1.2.7 and 1.2.8 to obtain a family \( \{ P_\alpha \}, \alpha \in \Lambda \), of orthogonal projections in the center of \( M \) such that \( \sum_{\alpha \in \Lambda} P_\alpha = I \) and with either \( [Mx_\alpha] = P_\alpha H \) or \( [M'x_\alpha] = P_\alpha H \) for vectors \( x_\alpha \) in \( H \). But if \( [Mx_\alpha] = P_\alpha H \) for some \( \alpha \in \Lambda \), then, by Lemma 1.2.4, \( [Mx_\alpha] \) and thus \( P_\alpha \) would be finite in \( M' \), contradicting the fact that \( M' \) is of type \( S_0 \). Thus all the \( P_\alpha \) satisfy \( [M'x_\alpha] = P_\alpha H \).
Applying our previous results to the rings \( MP_a \), we obtain a set of equivalent, finite, orthogonal projections \( E'_{\alpha,\gamma}, \alpha \in \Lambda, \gamma \in \Gamma \), such that \( P_a = \sum_{\gamma \in \Gamma} E'_{\alpha,\gamma} \) and the rings \( MP_a E'_{\alpha,\gamma} H, M' P_a E'_{\alpha,\gamma} H \) have the identity as a coupling operator. But finally, defining \( E'_{\gamma} = \sum_{\alpha \in \Lambda} E'_{\alpha,\gamma} \), we see that the \( E'_{\gamma} \) are a family of orthogonal, equivalent, finite projections with \( \sum_{\gamma \in \Gamma} E'_{\gamma} = I \). Since \( P_a E'_{\gamma} = E'_{\alpha,\gamma} \), \((MP_a E'_{\alpha,\gamma} H, M' P_a E'_{\alpha,\gamma} H) = (MP_a E'_{\alpha,\gamma} H, M' P_a E'_{\alpha,\gamma} H)\); thus the coupling operator of \((M E'_{\alpha,\gamma} H, M' E'_{\alpha,\gamma} H)\) on \( P_a E'_{\gamma} \) is the identity. But piecing together the coupling operators on \( P_a E'_{\gamma} \) we obtain finally that the coupling operator of \((M E'_{\alpha,\gamma} H, M' E'_{\alpha,\gamma} H)\) is the identity.

To complete the proof of this lemma, notice that the mapping \( A \rightarrow A E'_{\gamma} \) is a *-isomorphism of \( M \) onto \( M E'_{\gamma} H \); since if \( AE'_{\gamma} = 0 \), \( A P_a E'_{\gamma} = 0 \) which yields \( A P_a = 0 \) for all \( \alpha \), by the first part of this proof. Then, \( A = 0 \) follows from \( \sum_{\alpha \in \Lambda} P_a = I \).

Lemma 3.2.5. Let \( M, M', \bar{M}, \bar{M}' \), be rings of types \( S_1, S_0, S_1, S_0 \) respectively (\( \Omega \) an infinite cardinal). If \( \phi \) is a *-isomorphism of \( M \) onto \( \bar{M} \), then there exists a linear isometry \( W \) mapping \( H \) onto \( \bar{H} \), such that \( \phi(A) = W A W^{-1} \) for \( A \) in \( M \).

Proof. Applying the preceding lemma to the above rings, we get the families \( \{ E_{\alpha} \}, \{ \bar{E}_{\alpha} \}, \alpha \in \Gamma, \) of \( \Omega \) equivalent, finite, orthogonal projections in \( M', \bar{M}' \) respectively such that \( \sum_{\alpha \in \Gamma} E_{\alpha} = I, \sum_{\alpha \in \Gamma} \bar{E}_{\alpha} = I \) and such that the coupling operators of the rings \((M E_{\alpha} H, \bar{M} E_{\alpha} H), \) \((\bar{M} E_{\alpha} H, \bar{M}' E_{\alpha} H)\) are the identity operators. Further, one can define the *-isomorphism \( \phi' \) of \( ME_{\alpha} H \) onto \( \bar{M} E_{\alpha} H \) by \( \phi'(A E_{\alpha}) = \phi(A) \bar{E}_{\alpha} \) for \( A \) in \( M \). Lemma 3.2.3 can now be invoked to yield a linear isometry \( W_0 \) of \( E_{\alpha} H \) onto \( \bar{E}_{\alpha} H \) such that \( W_0 (A E_{\alpha}) W_0^{-1} = \phi(A) \bar{E}_{\alpha} \).

Pick partial isometries \( \{ V_{\alpha} \}, \{ \bar{V}_{\alpha} \}, \alpha \in \Gamma, \) in \( M', \bar{M}' \) respectively such that \( V_{\alpha} V_{\alpha}^{*} = E_{\alpha} , V_{\alpha}^{*} V_{\alpha} = \bar{E}_{\alpha} , \bar{V}_{\alpha}^{*} \bar{V}_{\alpha} = \bar{E}_{\alpha} , \bar{V}_{\alpha} V_{\alpha}^{*} = E_{\alpha} \). As in the proof of Lemma 3.2.2, we define the linear isometry \( W = \sum_{\alpha \in \Gamma} \bar{V}_{\alpha} W_0 V_{\alpha}^{*} \) of \( H \) onto \( \bar{H} \); and, if \( \Gamma' \) is any finite subset of \( \Gamma \) (by the same computation as in Lemma 3.2.2), \((\sum_{\alpha \in \Gamma'} \bar{V}_{\alpha}^{*} W_0 V_{\alpha} A (\sum_{\alpha \in \Gamma'} V_{\alpha}^{*} W_0^{*} V_{\alpha}^{*} ) = \phi(A) (\sum_{\alpha \in \Gamma'} \bar{E}_{\alpha} ) = W (\sum_{\alpha \in \Gamma'} E_{\alpha} A W^{-1} ) \) thus by continuity of \( W, WAW^{-1} = \phi(A) \).

Lemma 3.2.6. Let \( M, M', \bar{M}, \bar{M}' \) be rings of types \( S_0, S_0', S_0, S_0 \) respectively (\( \Omega, \Omega' \) being infinite cardinals). If \( \phi \) is a *-isomorphism of \( M \) onto \( \bar{M} \), then there exists a linear isometry \( W \) mapping \( H \) onto \( \bar{H} \), such that \( \phi(A) = W A W^{-1} \) for \( A \) in \( M \).

Proof. Since \( M \) is of type \( S_0 \), there exists a family \( \{ E_{\alpha} \}, \alpha \in \Gamma, \) of \( \Omega \) orthogonal, finite, equivalent projections in \( M \) such that \( \sum_{\alpha \in \Gamma} E_{\alpha} = I \). If we let \( \phi(E_{\alpha}) = \bar{E}_{\alpha} \), the family \( \{ \bar{E}_{\alpha} \}, \alpha \in \Gamma, \) is a family of projections in \( \bar{M} \) with properties similar to those of \( \{ E_{\alpha} \} \). For \( \alpha_0 \) a particular element of \( \Gamma \), there exist partial isometries \( \{ V_{\alpha} \}, \alpha \in \Gamma, \) in \( M \) such that \( V_{\alpha} V_{\alpha}^{*} = E_{\alpha} , V_{\alpha} V_{\alpha}^{*} = \bar{E}_{\alpha} \).

We notice that \( \phi \) induces a *-isomorphism of \( ME_{\alpha} H \) onto \( \bar{M} E_{\alpha} H \). Further, the map \( A' \rightarrow A' E_{\alpha} \) is an isomorphism of \( M' \) onto \( \bar{M} E_{\alpha} H \); since if \( A' E_{\alpha} = 0 \),
then by the same argument as the third paragraph of the proof of Lemma 3.2.2, this implies \( A' E_\alpha = 0 \) for all \( \alpha \in \Gamma \) and hence \( A' \) would vanish. A similar argument shows that \( \tilde{M}'_{E_{a_0}} \) is isomorphic to \( \tilde{M}' \). Thus the rings \( M_{E_{a_0}} \), \( M_{E_{a_0}} \), \( \tilde{M}'_{E_{a_0}} \), \( \tilde{M}'_{E_{a_0}} \) are of types \( S_1, S_1, S_1, S_1 \), and we can apply Lemma 3.2.5 to get a linear isometry \( W_0 \) with the property: \( W_0 A W_0^{-1} = (A) \) for \( A \) in the ring \( M_{E_{a_0}} \).

Now, we can define the linear isometry \( W = \sum_{a \in \Gamma} (V_{a_0}^*) W_0 V_a \), and if \( \Gamma' \) is any finite subset of \( \Gamma \) then, by the same computation as that of the third paragraph of the proof of Lemma 3.2.1,

\[
W \left( \sum_{a \in \Gamma'} E_a \right) A \left( \sum_{a \in \Gamma'} E_a \right) W^{-1} = \sum_{a, a' \in \Gamma'} (E_a A E_{a'}) = \sum_{a, a' \in \Gamma'} (E_a(A)) \sum_{a, a' \in \Gamma'} (E_{a'}). 
\]

But now, by the continuity properties of \( W \), we get finally: \( \phi(A) = W A W^{-1} \).

**Definition 3.2.** Let \( M, M', M, M' \) be semifinite rings of operators on Hilbert spaces \( H, \tilde{H}, \tilde{H} \), with coupling operators \( C, \tilde{C} \) respectively. If, as in Definition 1.6, we write

\[
C = C_1 + \sum_{\alpha, \alpha' \neq 1, 1} \alpha P_{a, a'}, \quad \tilde{C} = \tilde{C}_1 + \sum_{\alpha, \alpha' \neq 1, 1} \alpha' \tilde{P}_{a, a'},
\]

then a \(*\)-isomorphism \( \phi \) mapping \( M \) onto \( \tilde{M} \) is said to take \( C \) into \( \tilde{C} \), if \( \phi(P_{a, a'}) = \tilde{P}_{a, a'} \) for all \( \alpha, \alpha' \) and if \( \phi(C_1) = \tilde{C}_1 \). \( C \) is said to be **essentially bounded** if all the \( \{ P_{a, a'} \}, \alpha > 1 \), are zero.

**Theorem 9.** Let \( M, M', \tilde{M}, \tilde{M}' \) be semifinite rings of operators on Hilbert spaces \( H, \tilde{H} \), with essentially bounded coupling operators \( C, \tilde{C} \) respectively. If \( \phi \) is a \(*\)-isomorphism of \( M \) onto \( \tilde{M} \) taking \( C \) into \( \tilde{C} \), then there exists a linear isometry \( W \) mapping \( H \) onto \( \tilde{H} \) such that \( \phi(A) = W A W^{-1} \) for \( A \) in \( M \).

**Proof.** Let \( C = C_1 + \sum (\alpha/\alpha') P_{a, a'} \). By Lemma 3.2.3, there exists a linear isometry implementing \( \phi \) on \( P_{1, 1} \). By Lemma 3.2.5, there exists a linear isometry implementing \( \phi \) on the \( P_{1, a}, \alpha > 1 \); and by Lemma 3.2.6, there is a linear isometry implementing \( \phi \) on the \( P_{a, a'} \) for \( \alpha, \alpha' > 1 \).

Thus we have a collection of orthogonal projections in the center of \( M \) such that on each one \( \phi \) is implemented by a linear isometry. But now by the argument at the end of the proof of Lemma 3.2.1, there exists a linear isometry implementing \( \phi \) in the large. This completes the proof of the theorem.

**Theorem 10.** Let \( M, M' \) be semifinite rings with an essentially bounded coupling operator \( C \). If \( \phi \) is a \(*\)-automorphism of \( M \) leaving \( C \) fixed, then there exists a unitary operator \( W \) on the Hilbert space \( H \) such that \( \phi(A) = W A W^* \) for \( A \) in \( M \).

**Proof.** \( \phi \) is clearly a \(*\)-isomorphism of \( M \) onto itself, which takes the
coupling operator $C$ into the coupling operator of its image. Thus we can apply Theorem 9, obtaining a linear isometry $W$ of $H$ onto itself such that $\phi(A) = WA W^{-1}$ for $A$ in $M$. But such a $W$ is unitary on $H$, and consequently $W^{-1} = W^*$.  

3.3. Continuity properties of $*$-isomorphisms.

**Lemma 3.3.1.** Let $M$ be a semifinite ring on the Hilbert space $H$. If $\pi$ and $\{P_\alpha\}$ are the cardinals, projections respectively of Theorem 3, let $\Omega$ be an infinite cardinal larger than any of the cardinals in $\pi$. If $\Gamma$ is an abstract set of cardinal $\Omega$, then the ring $\tilde{M}$ of Theorem 4 is of type $S_0$.

**Proof.** Let $\phi$ be the isomorphism of $M'$ onto $\tilde{M}'$ given in Theorem 4. With the notation of the proof of that theorem, consider the family $\phi(P_\alpha)e_\gamma$, $\gamma \in \Gamma$ ($\alpha$ fixed). These projections are clearly all equivalent, and since the $\tilde{M}'e_{\alpha \tilde{\alpha}}$ are unitarily equivalent to $M$, each $\phi(P_\alpha)e_\gamma$ of the above family is the sum of $\alpha$ orthogonal, equivalent, finite projections in $\tilde{M}$. Thus $\phi(P_\alpha)$ is the sum of $\Omega \cdot \alpha = \Omega$ such projections, and $\tilde{M}\phi(P_\alpha)$ is of type $S_0$.

But $\sum_{\alpha \in \alpha} \phi(P_\alpha) = \phi(\mathbb{I}) = \mathbb{I}$ proves that $\tilde{M}$ is of type $S_0$, and the proof of this lemma is complete.

**Theorem 11.** The strongest and $\sigma$-weak topologies are purely algebraic in semifinite rings; that is, any $*$-isomorphism between semifinite rings is bicontinuous in the strongest and $\sigma$-weak topologies.

**Proof.** Let $\phi$ be a $*$-isomorphism of the semifinite ring $M_1$ onto $M_2$. Pick an abstract set $\Gamma$ with infinite cardinality $\Omega$ larger than that of the Hilbert spaces on which the rings $M_k$, $k = 1, 2$, act, and apply the process outlined in Theorem 4 to the rings $M'_k$. Let $\phi_1, \phi_2$ be the isomorphisms of $M_1, M_2$ onto $\tilde{M}_1, \tilde{M}_2$ respectively, and form the isomorphism $\tilde{\phi} = \phi_2\phi_1^{-1}$.

$\tilde{\phi}$ is now a $*$-isomorphism of $\tilde{M}_1$ onto $\tilde{M}_2$. In $\tilde{M}_1$ form the family $\{\tilde{P}_\alpha\}$, as in Theorem 3. But, from our selection of $\Omega$, and by Lemma 3.3.1, it is clear that the $\tilde{M}'_k$ are of type $S_0$, and thus our coupling operator $\tilde{C}_1$ for $\tilde{M}_1$ has the form: $\tilde{C}_1 = \sum_{\alpha \in \alpha_1} (\alpha/\Omega) \tilde{P}_\alpha$. Since the types $S_\alpha$ are preserved under $*$-isomorphism, we also get the coupling operator $\tilde{C}_2$ of $\tilde{M}_2$ in the form: $\tilde{C}_2 = \sum_{\alpha \in \alpha_1} (\alpha/\Omega) \tilde{\phi}(\tilde{P}_\alpha)$.

Thus we see that $\tilde{\phi}$ takes $\tilde{C}_1$ into $\tilde{C}_2$, with each being essentially bounded. Applying Theorem 9, we see that there exists a linear isometry implementing $\tilde{\phi}$. But now $\tilde{\phi}$ is obviously bicontinuous in both the strongest and $\sigma$-weak topologies; and since the $\phi_k$, $k = 1, 2$, are bicontinuous in these topologies by Theorem 4, we get finally the result that $\phi = \phi_2\phi_1^{-1}$ is bicontinuous in the required topologies. This completes the proof of the theorem.

**Lemma 3.3.2.** If $M, M'$ are purely infinite semifinite rings on a Hilbert space $H$, then the strongest and strong topologies are equivalent and the $\sigma$-weak and weak topologies are equivalent.
Proof. Let \( \Gamma' \) be the set of positive integers, and apply Theorem 4 to \( M' \), obtaining rings \( \hat{M} \), \( \hat{M}' \) and an isomorphism \( \phi \) of \( M \) onto \( \hat{M} \). If the projections \( \{ P_{a,a'} \} \), \( a, a' \in \pi \), are the ones in the standard decomposition of the coupling operator for \( (M, M') \), consider the rings \( \phi(P_{a,a'}) \hat{M}, \phi(P_{a,a'}) \hat{M}' \). As \( \phi \) is an isomorphism, the ring \( \phi(P_{a,a'}) \hat{M} \) is of type \( S_\alpha \) like \( P_{a,a'} M \). Also, as in the proof of Lemma 3.3.1, the family \( \phi(P_{a,a'})e_n, n \in \Gamma' (\alpha \text{ fixed}) \), are all equivalent; and as each member of that family is the sum of \( a' \) orthogonal, equivalent, finite projections, we get finally that \( \phi(P_{a,a'}) \) is the sum of \( a' \cdot \mathbb{N} = a' \) such projections. This proves that \( \phi(P_{a,a'}) \hat{M}' \) is of type \( S_{a'} \).

Thus we see that if \( \{ P_{a,a'} \} \), \( a, a' \in \pi \), is a decomposition of the coupling operator of \( (M, M') \), then \( \phi(P_{a,a'}) \) is the corresponding decomposition of the coupling operator of \( (\hat{M}, \hat{M}') \). Since both operators are obviously essentially bounded, we may apply Theorem 9 to obtain a linear isometry \( \hat{W} \) implementing \( \phi \).

Now let \( \{ x_n \} \) be a sequence of vectors in \( H \) such that \( \sum_{n=1}^\infty \| x_n \|^2 < \infty \), and, using the notation of Theorem 4, define \( \hat{x}_n = V_n x_n \). Clearly we may define a vector \( \hat{x} = \sum_{n=1}^\infty \hat{x}_n \) in \( \hat{H} \); and, by the proof of Theorem 4, for \( A \in M \), \( \sum_{n=1}^\infty (A V_n^{-1} x_n, V_n^{-1} x_n) = \sum_{n=1}^\infty (A x_n, x_n) = (\phi(A) \hat{x}, \hat{x}) = (WAW^{-1} \hat{x}, \hat{x}) \), or \( \sum_{n=1}^\infty (A x_n, x_n) = (WAW^{-1} \hat{x}, WAW^{-1} \hat{x}) \). That the strongest and the strong, the weak and the \( \sigma \)-weak topologies are equivalent is now clear.

**Theorem 12.** Let \( M, M' \) be semifinite rings on a Hilbert space \( H \), with coupling operator \( C \). If \( C \) is bounded, the strongest and the strong, the weak and the \( \sigma \)-weak topologies are equivalent pairs of topologies.

**Proof.** Let \( C = C_1 + \sum (\alpha/\alpha') P_{a,a'} \) be the standard decomposition of the coupling operator. By boundedness of \( C \), the \( P_{a,1}, \alpha > 1 \), are all zero and \( C_1 \) is a bounded operator. Thus \( Q^1 = \sum (\alpha/\alpha') P_{a,a'} \) has the property that \( M(Q^1) \) and \( M'(Q^1) \) are purely infinite semifinite rings, and we see that the theorem is true on \( (Q^1)H \), by Lemma 3.3.2.

Now, let \( \{ x_n \} \) be a sequence of vectors in \( QH \) such that \( \sum_{n=1}^\infty \| x_n \|^2 < \infty \), and form the linear functional \( \omega(A) = \sum_{n=1}^\infty (A x_n, x_n) \) on \( MQ \). This functional clearly satisfies all the conditions of Theorem 7, and thus there exists a finite set \( \{ z_k \}, 1 \leq k \leq m \), with \( \omega(A) = \sum_{k=1}^m (A z_k, z_k) \). But this proves that the theorem is true on \( QH \). Combining this result with that of the first paragraph, we finally complete the proof.

**Theorem 13.** The trace function in a finite ring is continuous in the strongest and \( \sigma \)-weak topologies.

**Proof.** Let \( M \) be the finite ring, and with \( \Gamma \) as the positive integers, apply Theorem 4 to \( M' \), getting rings \( \hat{M}, \hat{M}' \) and an isomorphism \( \phi \) of \( M \) onto \( \hat{M} \). Since \( \hat{M}' \) is purely infinite, the coupling operator for \( (\hat{M}, \hat{M}') \) satisfies the conditions of Theorem 12, proving that the strong and the strongest, the weak and \( \sigma \)-weak topologies are equivalent pairs of topologies on \( \hat{M} \).
Now, let \( \{A_\alpha\} \) be a directed set of operators in \( M \) which converge to zero in the strongest topology. By the continuity properties of \( \phi, \phi(A_\alpha) \) converges to zero in the strongest (and thus the strong) topology on \( \bar{M} \). Again using the fact that \( \bar{M}' \) is purely infinite, Theorem 8 can be applied, yielding \( \phi(A_\alpha)^k \to 0 \) in the strong (and thus the strongest) topology. Then, applying \( \phi^{-1} \), we get \( A_\alpha^k \) converging to zero in the strongest topology. This proves that the trace is continuous in the strongest topology, and a similar argument does the same for the \( \sigma \)-weak topology.

**Theorem 14.** *The notion of subring is purely algebraic with respect to semifinite rings; that is, if \( \phi \) is a *-isomorphism of the semifinite ring \( M \) onto the ring \( \bar{M} \) and if \( N \) is a semifinite subring of \( M \), then \( \phi(N) \) is a subring of \( \bar{M} \).*

**Proof.** If \( \bar{N} \) is defined as the strongest closure of \( \phi(N) \), it is clearly sufficient for the proof of the theorem to prove that \( \bar{N} \subseteq \phi(N) \). Therefore, let \( \bar{A} \) be in \( \bar{N} \) and pick a directed set \( \{\bar{A}_\alpha\} \) of operators in \( \phi(N) \) converging to \( \bar{A} \) in the strongest topology. But by Theorem 11, \( \phi^{-1} \) is strongest continuous from \( \bar{M} \) to \( M \), so that we have the directed set \( \phi^{-1}(\bar{A}_\alpha) \) converging to \( \phi^{-1}(\bar{A}) \) in \( M \). Furthermore, the \( \phi^{-1}(\bar{A}_\alpha) \) are in \( N \); and by the closure properties of \( N \), \( \phi^{-1}(\bar{A}) \) lies in \( N \). Now, applying \( \phi \), we get finally that \( A \) lies in \( \phi(N) \), and the proof of the theorem is complete.

### 3.4. Standard rings.

**Definition 3.3.** Let \( M \) be a semifinite ring on a Hilbert space \( H \). If there exists a conjugation \( J \) of \( H \) such that \( JMJ = M' \) and such that for \( A \) in the center of \( M \), \( JAJ = A^* \), then \( M \) is said to be a standard ring.

**Lemma 3.4.1.** If \( M \) is a finite ring on the Hilbert space \( H \), then \( M \) is standard if and only if the coupling operator is the identity.

**Proof.** First, assume that the coupling operator is the identity operator. By Lemmas 1.2.7 and 1.2.8, there exists a family \( \{P_\alpha\}, \alpha \in \Gamma \), of orthogonal projections in the center of \( M \) such that \( \sum_{\alpha \in \Gamma} P_\alpha = I \) and with vectors \( x_\alpha, \alpha \in \Gamma \), such that either \( [Mx_\alpha] = P_\alpha H \), or \( [M'x_\alpha] = P_\alpha H \). However, since \( I \) is the coupling operator, we always get both: \( [M'x_\alpha] = P_\alpha H = [Mx_\alpha] \). But now we can apply Lemma 1.2.2 and get conjugations \( J_\alpha, \alpha \in \Gamma \), on \( P_\alpha H \), such that \( MP_\alpha \) is standard with respect to \( J_\alpha \). That \( \sum_{\alpha \in \Gamma} J_\alpha \) is the conjugation of our lemma now follows immediately.

Next, assume that \( M \) is standard. As above, pick a family \( \{P_\alpha\}, \alpha \in \Gamma \), of orthogonal projections in the center of \( M \) such that \( \sum_{\alpha \in \Gamma} P_\alpha = I \) and such that either \( [Mx_\alpha] = P_\alpha H \) or \( [M'x_\alpha] = P_\alpha H \). Suppose \( [Mx_\alpha] = P_\alpha H \), and consider \( [M'x_\alpha] = [JMJx_\alpha] = J[MJx_\alpha] \). By the proof of Lemma 1.2.3, \( [M'x_\alpha] \sim P_\alpha H \) or \( [M'x_\alpha] = P_\alpha H \). But then \( [M'x_\alpha] = JP_\alpha H = P_\alpha JH = P_\alpha H \), or \( [M'x_\alpha] = P_\alpha H \). A similar computation for the case \( [M'x_\alpha] = P_\alpha H \) shows that for all \( \alpha \in \Gamma \), \( [Mx_\alpha] = P_\alpha H = [M'x_\alpha] \). It is now clear that the identity operator is our coupling operator and the proof of the lemma is complete.
Lemma 3.4.2. If $M$ is a purely infinite ring of type $S_0$ on the Hilbert space $H$, with coupling operator $C$, then $M$ is standard if and only if $C = (\Omega/\Omega)I$.

Proof. Let $C = (\Omega/\Omega)I$. As $M$ is of type $S_0$, there exists a family $\{E_\alpha\}$, $\alpha \in \Gamma$, of orthogonal, equivalent, finite projections in $M$ such that $\sum_{\alpha \in \Gamma} E_\alpha = I$. Let $a_0$ be a fixed element of $\Gamma$, and pick partial isometries $\{V_\alpha\}$, $\alpha \in \Gamma$, in $M$ such that $V_\alpha^* V_\alpha = E_{a_0}$, $V_\alpha V_\alpha^* = E_{a_0}$.

Notice that the mapping $A' \rightarrow A' E_{a_0}^*$ is an isomorphism of $M'$ onto $M'_{E_{a_0}^*}$ since if $A' E_{a_0} = 0$, then $A' E_{a_0} = 0$ for all $\alpha$ with finally $A' = 0$. Thus we get $M'_{E_{a_0}^*}$ finite with $M'_{E_{a_0}^*}$ of type $S_0$. Now, Lemma 3.2.4 gives us a family $\{E_\alpha E_{a_0}^*\}$, $\gamma \in \Gamma$, of orthogonal, equivalent, finite projections in $M'_{E_{a_0}^*}$ such that the rings $(M'_{E_{a_0}^*} E_{a_0}^*, M'_{E_{a_0}^*} E_{a_0}^* H)$ have the identity as a coupling operator. Furthermore, the family $\{E_{a_0}^* \}$ in $M'$ is a collection of equivalent, finite projections; and since for $\alpha \neq a_0$, $0 = E_{a_0}^* E_{a_0}^* E_{a_0}^*$, it follows that $E_{a_0}^* E_{a_0}^* = 0$ or that the above collection is orthogonal. In a similar fashion, $\sum_{\alpha \in \Gamma} E_{\alpha} = I$.

Apply Lemma 3.4.1 to $(M'_{E_{a_0}^*} E_{a_0}^* H)$ and let the corresponding conjugation of $E_{a_0}^* E_{a_0}^* H$ be $\gamma$. Picking partial isometries $\{V_\alpha\}$, $\alpha \in \Gamma$, in $M'$ such that $V_\alpha^* V_\alpha = E_{a_0}^*$, $V_\alpha V_\alpha^* = E_{a_0}$, we define $J_{a, \beta} = V_\alpha^* V_\beta^* J_0 V_\alpha V_\beta$. $J_{a, \beta}$ is clearly a norm preserving mapping of $E_{a_0}^* E_{a_0}^*$ onto $E_{a_0}^* E_{a_0}^*$ acting like a conjugation from $E_{a_0}^* E_{a_0}^*$ to $E_{a_0}^* E_{a_0}^*$. Since $\sum_{a, \beta \in \Gamma} E_{a_0} E_{a_0} = (\sum_{\alpha \in \Gamma} E_{a_0})(\sum_{\beta \in \Gamma} E_{a_0}^*) = I$, we can form $J = \sum_{a, \beta \in \Gamma} J_{a, \beta}$.

Now for any finite subsets $\Gamma'$, $\Gamma''$ of $\Gamma$, we have:

$$J \left( \sum_{\alpha \in \Gamma', \beta \in \Gamma'} E_{\alpha} E_{\beta} \right) A \left( \sum_{\gamma \in \Gamma', \beta \in \Gamma'} E_{\gamma} E_{\gamma}^* \right) J$$

$$= \sum_{a, \gamma \in \Gamma', \beta \in \Gamma'} J_{a, \gamma} A J_{\beta, \gamma} = \sum_{a, \beta \in \Gamma', \gamma \in \Gamma'} V_\alpha^* V_\beta^* J_0 V_\alpha V_\beta^* A V_\gamma^* V_\gamma^* J_0 V_\beta V_\gamma^*$$

since $V_\beta V_\gamma^* = 0$ for $\beta \neq \delta$ and equals $E_{a_0}$ for $\beta = \delta$. Also, since $J_0 E_{a_0}^*$ ($V_\alpha A V_\gamma^*$) $J_0$ lies in $M'_{E_{a_0}^*} E_{a_0}^* H$, represent it by the operator $B'_{a_0} E_{a_0}^*$ for $B'_{a_0}$ in $M'_{E_{a_0}^*} E_{a_0}^*$. Then

$$J \left( \sum_{\alpha \in \Gamma', \beta \in \Gamma'} E_{\alpha} E_{a_0}^* \right) (A) \left( \sum_{\gamma \in \Gamma', \beta \in \Gamma'} E_{\gamma} E_{\gamma}^* \right) J$$

$$= \sum_{a, \beta \in \Gamma', \gamma \in \Gamma'} V_\gamma B'_{a_0} \gamma E_{a_0}^* V_\gamma V_\gamma^* = \left( \sum_{\beta \in \Gamma'} V_\beta^* V_\beta \right) \left( \sum_{\alpha \in \Gamma'} V_\alpha^* B_{a_0, \gamma} V_\gamma \right)$$

$$= \left( \sum_{\beta \in \Gamma'} E_{a_0}^* \right) \left( \sum_{\alpha \in \Gamma'} V_\alpha^* B_{a_0, \gamma} V_\gamma \right).$$

Then, by arbitrariness of $\Gamma'$ and continuity of $J$,

$$J \left( \sum_{\alpha \in \Gamma'} E_{a_0} \right) A \left( \sum_{\gamma \in \Gamma'} E_{\gamma} \right) J = \sum_{a, \gamma \in \Gamma'} V_\alpha^* B_{a, \gamma} V_\gamma = S_{\Gamma'}.$$
in $M'$. But the left-hand side of this equation converges to $JAJ$ in the strong topology, and thus $S'I'$ converges to $JAJ$, proving that $JAJ$ lies in $M'$.

If $A$ lies in the center of $M$, then $B_{\alpha,\gamma}E_{\alpha} = J_0AE_{\alpha}V_{\gamma}J_0 = 0$ for $\alpha \neq \gamma$, $= J_0AE_{\alpha}E_{\alpha}J_0 = A*E_{\alpha}E_{\alpha}$ for $\alpha = \gamma$. We now get $J(\sum_{\alpha \in \Gamma'} E_{\alpha})A(\sum_{\gamma \in \Gamma''} E_{\gamma}) = \sum_{\alpha \in \Gamma'} V_{\alpha}A*V_{\alpha} = (\sum_{\alpha \in \Gamma'} E_{\alpha})A*$. Again by continuity of $J$, $JAJ = A*$, and $M$ is shown to be a standard ring.

Now assume that $M$ is standard of type $S_0$. If $\{E_{\alpha}\}, \alpha \in \Gamma$, is a collection of orthogonal, equivalent, finite projections such that $\sum_{\alpha \in \Gamma} E_{\alpha} = I$, then $\sum_{\alpha \in \Gamma'} JE_{\alpha}J = I$ with the family $\{JE_{\alpha}\}, \alpha \in \Gamma$, consisting of orthogonal, equivalent, finite projections in $M'$. Thus $M'$ is of type $S_0$ and the proof of the lemma is complete.

Theorem 15. Let $M$ be a semifinite ring with coupling operator $C$. $M$ is standard if and only if $C$ has the form $\sum_{\alpha \in \Gamma} (\alpha/\alpha)P_{\alpha,\alpha}$.

Proof. Let $C = \sum_{\alpha \in \Gamma} (\alpha/\alpha)P_{\alpha,\alpha}$. By Lemma 3.4.1, $MP_{1,1}$ is standard with respect to a conjugation $J_1$, and by Lemma 3.4.2, the rings $MP_{\alpha,\alpha}, \alpha > 1$, are standard with respect to the conjugations $J_\alpha$. But now the conjugation $J = \sum_{\alpha \in \Gamma} J_\alpha$ clearly makes $M$ a standard ring.

Let $M$ be standard with respect to $J$. If $\{P_{\alpha}\}, \alpha \in \Gamma$, is the decomposition of $I$ into homogeneous parts given in Theorem 3, then $\{JP_{\alpha}J\}$ is clearly the decomposition of $M'$ into homogeneous parts. But $JP_{\alpha}J = P_{\alpha}$, as the projections are in the center of $M$; and thus $P_{\alpha,\alpha'} = P_{\alpha}P_{\alpha'} = 0$ or $P_{\alpha}$. Also, since $MP_1$ is standard with respect to $J$, $CP_1 = P_1$, and $C = \sum_{\alpha \in \Gamma} (\alpha/\alpha)P_{\alpha,\alpha}$.

Added in proof. It will be noted that the condition "essentially bounded" occurs in several of our theorems, and it would be of interest if perhaps the condition might be removed for some. In the case of Theorem 9, however, the following example shows that here the condition cannot be removed.

Let $M$ be the ring of all bounded operators on an infinite-dimensional Hilbert space. Now, letting $\Gamma$ consist of two elements, apply Theorem 4 to $M'$ obtaining rings $\tilde{M}$, $\tilde{M}'$ with $\tilde{M}$ *-isomorphic to $M$. This *-isomorphism clearly preserves the coupling operator which is not essentially finite. But, if $\phi$ could be implemented by a linear isometry $W$, then $M'$ and $\tilde{M}'$ would be *-isomorphic—clearly an impossibility since $M'$ is abelian and $\tilde{M}'$ is non-abelian.

Appendix. Weak and Strong Continuity of *-Isomorphisms

In Theorem 9 we obtained a condition for unitary equivalence, depending upon the coupling operator. In this appendix we shall obtain a condition for strong (weak) continuity of *-isomorphisms also depending upon the coupling operator.

Lemma 1. Let $M$ be a finite ring of operators on a Hilbert space $H$, with coupling operator $C$. If $\phi$ is a *-isomorphism mapping $M$ onto a ring $\tilde{M}$ acting
on the Hilbert space $\mathcal{H}$, and if $C$ is bounded, then $\phi$ is weakly and strongly continuous.

**Proof.** This lemma clearly follows from Theorems 11 and 12, plus the fact that the strong (weak) topology is weaker than the strongest ($\sigma$-weak) topology.

**Lemma 2.** Let $M, M', \bar{M}, \bar{M}'$ ($M$ finite), be semifinite rings of operators on Hilbert spaces $H, \bar{H}$, with coupling operators $C, \bar{C}$, respectively. If $\phi$ is a $*$-isomorphism mapping $M$ onto $\bar{M}$, and if $C$ is bounded, then $\phi$ is strongly (weakly) continuous if and only if $C$ is bounded.

**Proof.** Assume that $\phi$ is strongly (weakly) continuous. We consider the mapping $A \rightarrow A^* \in M$ as a composite of the mappings $A \rightarrow \phi(A) \rightarrow \phi(A)^\# = \phi(A^\#) \rightarrow A^\#$. By hypothesis, $\phi$ is continuous; and the continuity of the other maps follows from Lemma 1, Theorem 8, and the fact that $\bar{C}$ is bounded. This shows that the mapping $A \rightarrow A^\#$ is continuous and finally that $C$ is bounded, by Theorem 8.

**Theorem A.** Let $M, M', \bar{M}, \bar{M}'$ be semifinite rings of operators on Hilbert spaces $H, \bar{H}$, with essentially bounded coupling operators $C, \bar{C}$ respectively. Further, let $C_0$ and $\bar{C}_0$ be the ordinary operator parts of the coupling operators, plus $\bar{S} = L.U.B. (\bar{C}_0, I)$. Now, if $\phi$ is a $*$-isomorphism mapping $M$ onto $\bar{M}$, then $\phi$ is strongly (weakly) continuous if and only if the operator $T = C_0\phi^{-1}(\bar{S}^{-1})$ is bounded.

**Proof.** Let $\bar{C} = \bar{C}_0 + \sum (1/\alpha') \bar{P}_{1,\alpha'} + \sum_{\alpha > 1} (\alpha/\alpha') \bar{P}_{\alpha,\alpha'}$, be the canonical form for the coupling operator, and define $\bar{Q}_2 = \sum \bar{P}_{1,\alpha'}$, $\bar{Q}_3 = \sum_{\alpha > 1} \bar{P}_{\alpha,\alpha'}$. Further, we write $\bar{C}_0 = \sum_{\beta \in \mathbb{R}} (\bar{C}_0 + \bar{D}_\beta^{-1})$, as in Theorem 1. Clearly, $\bar{S} = \sum_{\beta \in \mathbb{R}} (\bar{E}_\beta \bar{P}_\beta + \bar{D}_\beta^{-1}) + \bar{Q}_2 + \bar{Q}_3$; and thus we have for $\bar{E} = \sum_{\beta \in \mathbb{R}} (\bar{P}_{\bar{M}\bar{E}_\beta})$, $\bar{Q}_1 = \sum_{\beta \in \mathbb{R}} (\bar{E}_\beta \bar{P}_\beta)$, $\bar{Q}_0 = \sum_{\beta \in \mathbb{R}} (\bar{E}_\beta \bar{D}_\beta)$, that $\bar{S}^{-1} = \sum_{k=1}^3 \bar{Q}_k + \sum_{\beta \in \mathbb{R}} \bar{D}_\beta$ and hence $\bar{S}^{-1} = \sum_{k=1}^3 \bar{Q}_k + \bar{E}$. Now let $Q_k = \phi^{-1}(\bar{Q}_k)$ and $E = \phi^{-1}(\bar{E})$, and assume that the operator $T = C_0\phi^{-1}(\bar{S}^{-1}) = C_0(\bar{E} + Q_1 + Q_2)$ is bounded ($C_0Q_3$ is zero by the assumption of essential boundedness). The continuity of $\phi$ on $MQ_0$ follows from Lemma 3.3.2, and continuity on $MQ_1$ and $MQ_2$ is implied by Lemma 1 above. To prove the continuity of $\phi$ on $MQ_0$, consider the linear functional $\omega$ on $MQ_0$ defined by the equation $\omega(A) = (\phi(A) \bar{x}, \bar{x})$ for $\bar{x}$ arbitrary in $\bar{H}$. It is clearly a linear functional on the ring $M_{FH}$, where $F = \bar{P}_{\bar{M}\bar{E}_\beta}$, $F' = \bar{P}_{\bar{M}\bar{E}_\beta}$. Since $\bar{C}_0 F = \bar{Q}_0$, we get $F = \bar{F}$, $\bar{C}_0 F = \bar{F} F' \leq \bar{E}$, and we see that $C_0 F$ is dominated by the bounded operator $C_0 E \leq T$. But the operator $C_0 \bar{F} F$ is the coupling operator for the rings $M_{FH}, M_{FH}$ by an argument similar to that of the proof of Lemma 1.2.5, and thus the functional $\omega$ has the form given in Theorem 7. The continuity of $\phi$ now follows easily.

Finally, assume that $\phi$ is strongly (weakly) continuous. The boundedness
of $C_0(Q_1 + Q_2)$ clearly follows from Lemma 2 and so it remains to prove the boundedness of $C_0E$. But the boundedness simply follows from Lemma 2 applied to the rings $M_{EH}, M_{EH}, \tilde{M}_{EH}, \tilde{M}_{EH}$ with coupling operators $C_0E, \tilde{E}$; and the proof of the theorem is complete.
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