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1. Introduction. Let \( \pi \) be a quasi-simple irreducible representation \([6(c)]\) of a connected semisimple Lie group \( G \). We denote by \( C^\infty_c(G) \) the space of all complex-valued functions on \( G \) which are indefinitely differentiable and which vanish outside a compact set. Then if \( dx \) is the Haar measure on \( G \), the operator

\[
\pi(f) = \int_G f(x) \pi(x) \, dx \quad (f \in C^\infty_c(G))
\]

is of the trace class and the mapping \( \rho: f \mapsto sp(\pi(f)) \) is a distribution on \( G \) which is called the character of \( \pi \) (see \([6(d)]\)). In this paper we shall obtain some results on these characters. Let \( l \) be the rank of \( G \). We say that an element \( x \in G \) is regular if \( l \) is exactly the multiplicity of the eigenvalue 1 of the matrix which corresponds to \( x \) in the adjoint representation of \( G \). The regular elements form an open and dense subset \( G' \) of \( G \). We shall prove (Theorem 6) that \( \pi \) coincides on \( G' \) (in the sense of distribution theory \([11]\)) with an analytic function \( F \), which is given by a formula rather similar to that of Weyl \([14(a)]\) for the compact case (see also \([4]\) and \([6(e), p. 511]\)). However it still remains an open question whether \( F \) determines \( \pi \) completely\( ^1 \).

The central idea of our method is quite simple and can be explained as follows. Let \( g \) be the complexification of the Lie algebra of \( G \) and \( \mathfrak{B} \) the universal enveloping algebra of \( g \). Every element \( b \in \mathfrak{B} \) can be regarded as a (left-invariant) differential operator on \( G \) and so by duality it operates also on the space of distributions on \( G \). Hence the distribution \( b \pi \) is well defined. Let \( \mathfrak{Z} \) be the center of \( \mathfrak{B} \). Then it follows from our assumptions on \( \pi \) that \( \pi \) is an “eigen-distribution” of every operator \( z \in \mathfrak{Z} \). Or, in other words, there exists a homomorphism \( \chi_z \) of \( \mathfrak{Z} \) into the field of complex numbers such that \( z \pi = \chi_z(z) \pi \) (\( z \in \mathfrak{Z} \)). On the other hand, in view of its definition, \( T_z(f^\mu) = T_z(f) \) (\( \gamma \in G, f \in C^\infty_c(G) \)) where \( f^\mu \) stands for the function \( x \mapsto f(\gamma^{-1}x) \) (\( x \in G \)). (We express this property by saying that \( T_z \) is an invariant distribution.) Now let \( x_0 \) be a regular element in \( G \) and \( Z_{x_0} \) the centralizer of \( x_0 \). Then we can choose a closed normal abelian subgroup \( A \) of \( Z_{x_0} \) such that \( x_0 \in A \) and \( Z_{x_0}/A \) is finite. Moreover if \( B \) is a sufficiently small open neighborhood of \( x_0 \)

\(^1 \) If \( F \neq 0 \) one can prove that there is only a finite number of possibilities for \( T_z \) (see \([6(h), Theorem 3]\)).
in \( A \), \( V = \bigcup_{x \in G} xBx^{-1} \) is open in \( G \). \( T_x \) being invariant, it defines in a natural way a distribution \( \tau_x \) on \( B \) (regarded as an open submanifold of the Lie group \( A \)). Now if we transcribe the differential equations \( zT_x = \chi_x(z)T_x \) \((z \in \mathfrak{g})\) into the corresponding equations for \( \tau_x \), we find that among the latter there are always some which are of the \textit{elliptic} type (see for example Gårding [3] for the definition of ellipticity). Hence in view of the recent generalizations (see Schwartz [11, p. 136] and John [8]) of the classical theorem of Bernstein, one can conclude that \( \tau_x \) is an analytic function on \( V \). The precise form of this function can now be obtained by looking more closely at the differential equations for \( \tau_x \).

The contents of this paper are as follows. \( \S 2 \) deals with preliminary results. In \( \S 3 \) we introduce the notion of a quasi-regular element of \( G \). (For us the significance of this concept, which is less strict than that of a regular element—for example in a compact semisimple Lie group, every element is quasi-regular—lies in the fact that the above-mentioned results actually hold on the larger set of quasi-regular elements.) Then, after a brief discussion in \( \S 4 \) of some general properties of differential operators on Lie groups, we begin an intensive study of certain special types of operators. The results of this investigation (Theorems 1 and 2) permit us to prove that certain eigen-distributions of these operators are actually analytic functions (Theorem 3). The exact form of these functions is obtained in Theorem 4. These results are then applied to the theory of characters in \( \S 11 \). One particular case is considered in greater detail in \( \S 12 \) and there we find a rather striking connection (Theorem 8 and Lemma 44) between the characters of the finite- and the infinite-dimensional representations.

A short summary of the results of this paper has been published in [6(h)].

2. Preliminaries. Let \( R \) and \( C \) denote the fields of real and complex numbers respectively and \((-1)^{1/2}\) a fixed square-root of \(-1\) in \( C \). Let \( g_0 \) be a semisimple Lie algebra over \( R \) and \( g \) its complexification. We put \( B(X, Y) = \text{sp}(\text{ad} X \text{ ad } Y) \) \((X, Y \in g)\) where \( X \rightarrow \text{ad} X \) is the adjoint representation of \( g \). Let \( \mathfrak{u} \) be a real form of \( g \). By the conjugation of \( g \) with respect to \( \mathfrak{u} \) we mean the automorphism \( \theta \) of \( g \) over \( R \) given by \( \theta(X + (-1)^{1/2}Y) = X - (-1)^{1/2}Y \) \((X, Y \in \mathfrak{u})\). We note that if \( \mathfrak{h}_0 \) is a Cartan subalgebra of \( \mathfrak{u} \), its complexification \( \mathfrak{h} \) is a Cartan subalgebra of \( g \). The real form \( \mathfrak{u} \) is called compact if the quadratic form \( B(X, X) \) is negative definite on \( \mathfrak{u} \). Let \( \eta \) denote the conjugation of \( g \) with respect to \( g_0 \). The following lemma has been proved by Mostow [10].

**Lemma 1 (Mostow).** Let \( \mathfrak{h}_0 \) be a Cartan subalgebra of \( g_0 \) and \( \mathfrak{h} \) the complexification of \( \mathfrak{h}_0 \) in \( g \). Then there exists a compact real form \( \mathfrak{u} \) of \( g \) with the following two properties:
1. \( \eta(\mathfrak{u}) = \mathfrak{u} \),
2. \( \mathfrak{h} \cap \mathfrak{u} \) is a Cartan subalgebra of \( \mathfrak{u} \).

Now let \( \mathfrak{u} \) be a fixed compact real form of \( g \) such that \( \eta(\mathfrak{u}) = \mathfrak{u} \) and let
\( f_0 = \mathfrak{g}_0 \cap u \), \( p_0 = \mathfrak{g}_0 \cap (-1)^{1/2}u \). Then \( g_0 = f_0 + p_0 \) and \( g = f + p \) where \( f \), \( p \) are the complexifications of \( f_0 \), \( p_0 \) respectively in \( g \) and both the sums are direct. Let \( \bar{\theta} \) denote the conjugation of \( g \) with respect to \( u \) and put \( \theta = \eta \circ \bar{\theta} \). Then \( \theta \) is an automorphism of \( g \) over \( C \) and \( \theta(X + Y) = X - Y \) \( (X \in f, Y \in p) \).

Let \( G \) be a connected Lie group with the Lie algebra \( \mathfrak{g}_0 \) and let \( x \rightarrow \text{Ad} \ (x) \) denote the adjoint representation of \( G \) on \( \mathfrak{g} \). The following consequence of Lemma 1 was pointed out to me by Chevalley.

**Corollary.** Let \( \bar{\mathfrak{h}}_0 \) be a Cartan subalgebra of \( \mathfrak{g}_0 \). Then we can choose an element \( x \in G \) such that if \( \mathfrak{h}_0 = \text{Ad} \ (x) \bar{\mathfrak{h}}_0 \),

\[ \mathfrak{h}_0 = \mathfrak{h}_0 \cap f_0 + \mathfrak{h}_0 \cap p_0. \]

Choose \( \tilde{u} \) in accordance with Lemma 1 and let \( \tilde{\theta} \) denote the conjugation of \( g \) with respect to \( \tilde{u} \). Put \( \tilde{f}_0 = \tilde{u} \cap \mathfrak{g}_0 \), \( \tilde{p}_0 = \tilde{(-1)^{1/2}u} \cap \mathfrak{g}_0 \). Then \( g_0 \) is the direct sum of \( \tilde{f}_0 \) and \( \tilde{p}_0 \) and it follows from a theorem of Cartan \([1(b)]\) that \( \tilde{f}_0 = \text{Ad} \ (x^{-1}) \tilde{f}_0 \) for some \( x \in K \). Now suppose \( X \in \tilde{f}_0 \), \( Y \in \tilde{p}_0 \). Then \( B(X, Y) = B(\tilde{\theta}(X), \tilde{\theta}(Y)) = B(X, -Y) \) and therefore \( X \) and \( Y \) are orthogonal under the bilinear form \( B \). But \( B(X, X) < 0 \) if \( X \in \tilde{f}_0 \) \( (X \neq 0) \) and so it follows that \( \tilde{p}_0 \) is exactly the set of elements of \( g_0 \) orthogonal to \( \tilde{f}_0 \) under \( B \). A similar relationship holds between \( \tilde{f}_0 \) and \( p_0 \) and therefore also between \( \tilde{f}_0 = \text{Ad} \ (x^{-1}) \tilde{f}_0 \) and \( \text{Ad} \ (x^{-1}) p_0 \). This proves that \( \text{Ad} \ (x^{-1}) p_0 = \tilde{p}_0 \). Now let \( \bar{\mathfrak{h}}_0 = \text{Ad} \ (x) \bar{\mathfrak{h}}_0 \). If \( \tilde{\mathfrak{h}} \) is the complexification of \( \bar{\mathfrak{h}}_0 \) in \( \mathfrak{g} \), it follows from the second condition of Lemma 1 that \( \tilde{\mathfrak{h}} \) is also the complexification of \( \bar{\mathfrak{h}} \cap \tilde{u} \) and therefore \( \tilde{\theta}(\tilde{\mathfrak{h}}) = \tilde{\mathfrak{h}} \).

But obviously \( \tilde{\theta}(\mathfrak{g}_0) = \mathfrak{g}_0 \) and therefore

\[ \tilde{\theta}(\bar{\mathfrak{h}}_0) = \tilde{\theta}(\bar{\mathfrak{h}} \cap \mathfrak{g}_0) = \tilde{\mathfrak{h}} \cap \mathfrak{g}_0 = \bar{\mathfrak{h}}_0. \]

This shows that \( \bar{\mathfrak{h}}_0 = \bar{\mathfrak{h}}_0 \cap \tilde{f}_0 + \bar{\mathfrak{h}}_0 \cap \tilde{p}_0 \) and hence

\[ \mathfrak{h}_0 = \mathfrak{h}_0 \cap f_0 + \mathfrak{h}_0 \cap p_0. \]

Let \( a_0 \) be a maximal abelian subspace of \( p_0 \). For each (real-valued) linear function \( \lambda \) on \( a_0 \) let \( g_0, \lambda \) be the set of all \( X \in \mathfrak{g}_0 \) such that \( [H, X] = \lambda(H)X \) for all \( H \in a_0 \). Let \( \Sigma \) be the set of those \( \lambda \neq 0 \) for which \( g_0, \lambda \neq 0 \). Then \( \Sigma \) is a finite set. Let \( K \) denote the analytic subgroup of \( G \) corresponding to \( f_0 \).

**Lemma** \(^{(2)}\) 2. Let \( \mathfrak{h}_1, \mathfrak{h}_2 \) be two Cartan subalgebras of \( \mathfrak{g}_0 \) both invariant under \( \theta \) and such that \( \mathfrak{h}_i \cap p_0 \subset a_0 \) \( (i = 1, 2) \). Let \( \Sigma_i \) be the set of those \( \alpha \in \Sigma \) which vanish identically on \( \mathfrak{h}_i \cap p_0 \) \( (i = 1, 2) \). Then if \( \Sigma_1 = \Sigma_2 \) there exists an element \( k \in K \) such that \( \mathfrak{h}_2 = \text{Ad} \ (k) \mathfrak{h}_1 \).

Choose an element \( H_0 \in \mathfrak{h}_1 \cap p_0 \) such that \( \alpha(H_0) \neq 0 \) \( (\alpha \in \Sigma) \) unless \( \alpha \in \Sigma_1 \). Also let \( a_1 \) denote the set of all those \( H \in a_0 \) for which \( \alpha(H) = 0 \) for every \( \alpha \in \Sigma_1 \). Obviously \( a_1 \supset \mathfrak{h}_1 \cap p_0 \). We shall now show that \( a_1 = \mathfrak{h}_1 \cap p_0 \). Let \( q_0 \) be

\(^{(2)}\) This result had also been obtained independently by A. Borel.
the centralizer of $H_0$ in $\mathfrak{t}_0$. Then it is obvious that

$$q_0 \subset \mathfrak{g}_{0,0} + \sum_{\alpha \in \Sigma_1} \mathfrak{g}_{0,\alpha}$$

and therefore $[q_0, a_1] = \{0\}$. But it is clear that $\mathfrak{h}_1 \cap \mathfrak{t}_0 \subset q_0$ and so $a_1 + \mathfrak{h}_1 \cap \mathfrak{t}_0$ is an abelian algebra. However

$$a_1 + \mathfrak{h}_1 \cap \mathfrak{t}_0 \supset \mathfrak{h}_1 \cap \mathfrak{p}_0 + \mathfrak{h}_1 \cap \mathfrak{t}_0 = \mathfrak{h}_1.$$

Therefore since $\mathfrak{h}_1$ is maximal abelian in $q_0$, $a_1 = \mathfrak{h}_1 \cap \mathfrak{p}_0$.

This proves that $\mathfrak{h}_1 \cap \mathfrak{p}_0$ is completely determined by $\Sigma_1$. Hence if $\Sigma_1 = \Sigma_2$, $\mathfrak{h}_1 \cap \mathfrak{p}_0 = \mathfrak{h}_2 \cap \mathfrak{p}_0$. Then $q_0$, as defined above, is the centralizer in $\mathfrak{t}_0$ of $\mathfrak{h}_1 \cap \mathfrak{p}_0 = \mathfrak{h}_2 \cap \mathfrak{p}_0$. Replacing $G$, if necessary, by its adjoint group we may assume that $K$ is compact (see Mostow [10]). Then if $Q$ is the centralizer of $\mathfrak{h}_1 \cap \mathfrak{p}_0$ in $K$, $Q$ being a closed subgroup of $K$, is compact. Also its Lie algebra is $q_0$. Since it is obvious that both $\mathfrak{h}_1 \cap \mathfrak{t}_0$ and $\mathfrak{h}_2 \cap \mathfrak{t}_0$ are maximal abelian subalgebras of $q_0$ it follows, in view of the compactness of $Q$, that $\mathfrak{h}_2 \cap \mathfrak{t}_0 = \text{Ad}(k)(\mathfrak{h}_1 \cap \mathfrak{t}_0)$ for some $k \in Q$. But then

$$\text{Ad}(k)\mathfrak{h}_1 = \text{Ad}(k)(\mathfrak{h}_1 \cap \mathfrak{t}_0) + \text{Ad}(k)(\mathfrak{h}_1 \cap \mathfrak{p}_0)$$

$$= \mathfrak{h}_2 \cap \mathfrak{t}_0 + \mathfrak{h}_1 \cap \mathfrak{p}_0 = \mathfrak{h}_2 \cap \mathfrak{t}_0 + \mathfrak{h}_2 \cap \mathfrak{p}_0 = \mathfrak{h}_2.$$

We say that two Cartan subalgebras $\mathfrak{h}_1$, $\mathfrak{h}_2$ are conjugate (or lie in the same conjugacy class) if $\mathfrak{h}_2 = \text{Ad}(x)\mathfrak{h}_1$ for some $x \in G$.

**Corollary.** We can select a finite number of Cartan subalgebras $\mathfrak{h}_1, \cdots, \mathfrak{h}_r$ of $\mathfrak{g}_0$ with the following two properties. $\theta(\mathfrak{h}_i) = \mathfrak{h}_i$ ($i = 1, \cdots, r$) and if $\mathfrak{h}_0$ is any Cartan subalgebra of $\mathfrak{g}_0$, $\mathfrak{h}_0$ is conjugate to $\mathfrak{h}_i$ for exactly one $i$.

The set $\Sigma$ being finite, there is only a finite number of possibilities for the subsets $\Sigma_1, \Sigma_2$ of Lemma 2. Hence if we combine the above results with the corollary to Lemma 1, our assertion follows from the fact (see Cartan [1(a)]) that any two maximal abelian subspaces of $\mathfrak{p}_0$ are conjugate under $K$.

Let $\lambda$ be an indeterminate. For any $x \in G$ consider the polynomial

$$D(x, \lambda) = \det \{(\lambda + 1)I - \text{Ad}(x)\}$$

in $\lambda$. (Here $I$ is the identity mapping of $\mathfrak{g}_0$.) Let $\lambda^l$ be the highest power of $\lambda$ which divides $D(x, \lambda)$ for every $x$. Then $l$ is called the rank of $G$ (or of $\mathfrak{g}_0$) and, as is well known, every Cartan subalgebra of $\mathfrak{g}_0$ has (real) dimension $l$. Now clearly if $n = \dim \mathfrak{g}$,

$$D(x, \lambda) = \lambda^n + \sum_{r=1}^{n-1} (-1)^{n-r}D_r(x)\lambda^r$$

$(^*)$ Let $x$ and $X$ be two elements in $G$ and $\mathfrak{g}$ respectively. It is convenient to say that $x$ and $X$ commute if $\text{Ad}(x)X = X$. 
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where $D_r$ ($l \leq r < n$) are analytic functions on $G$ and $D_t$ is not identically zero. Let $S$ denote the set of zeros of $D_t$ on $G$. We call $S$ the singular set of $G$. Obviously it is a closed nowhere dense set. A point $x \in G$ is called singular or regular according as it lies in $S$ or not. If $z$ lies in the center $Z$ of $G$, $\text{Ad}(zx) = \text{Ad}(x)$ $(x \in G)$ and therefore $ZS = S$. Similarly $D(\gamma y^{-1}, \lambda) = D(x, \lambda)$ $(x, y \in G)$ and therefore $ySy^{-1} = S$.

An element $X \in \mathfrak{g}$ is called regular if the multiplicity of the eigenvalue zero of $\text{ad} X$ is exactly $l$. It is well known (see Weyl [14(b)]) that if $X$ is regular, its centralizer in $\mathfrak{g}$ is a Cartan subalgebra of $\mathfrak{g}$ and conversely every Cartan subalgebra contains a regular element. Let $A$ be a maximal abelian subgroup of $G$. We say that $A$ is a Cartan subgroup of $\mathfrak{g}$ if its connected component of 1 is not contained in $S$. Obviously a Cartan subgroup is closed and hence it is a Lie subgroup of $G$.

**Lemma 3.** The Lie algebra of any Cartan subgroup of $G$ is a Cartan subalgebra of $\mathfrak{g}_0$. Conversely if $\mathfrak{h}_0$ is any Cartan subalgebra of $\mathfrak{g}_0$, there is exactly one Cartan subgroup $A$ of $G$ whose Lie algebra is $\mathfrak{h}_0$. If $H$ is a regular element in $\mathfrak{h}_0$, $A$ coincides with the centralizer of $H$ in $G$.

**Corollary.** Let $Z_x$ denote the centralizer of a regular element $x$ in $G$. Then $Z_x$ contains exactly one Cartan subgroup $A$ of $G$. Moreover $A$ is normal in $Z_x$ and $Z_x/A$ is finite.

Before proving the above lemma and its corollary, we need a few auxiliary results. Let $G_c$ be a complex analytic group with the Lie algebra $\mathfrak{g}$ and let $S_c$ denote the singular set of $G_c$. Then if $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g}$, we consider the complex analytic subgroup $A_c$ corresponding to $\mathfrak{h}$. Let $G'_c$ denote the complement of $S_c$ in $G_c$.

**Lemma 4.** $G'_c$ is connected and $G'_c \subset \bigcup_{z \in G_c} zA_c z^{-1}$. Moreover if $H_0$ is a regular element in $\mathfrak{h}$, the centralizer of $H_0$ in $G_c$ coincides with $A_c$.

Let $z \rightarrow \text{Ad} (z)$ $(z \in G_c)$ denote the adjoint representation of $G_c$ on $\mathfrak{g}$. Then it is a complex representation (see [6(g), §6]). $\lambda$ being an indeterminate, consider the polynomial

$$D(z, \lambda) = \det \left\{ (\lambda + 1)I - \text{Ad} (z) \right\} \quad (z \in G_c)$$

where $I$ is the identity mapping of $\mathfrak{g}$. The coefficients of this polynomial are holomorphic functions on $G$. $l$ being the rank of $\mathfrak{g}$, let $(-1)^l D_l(z)$ denote the coefficient of $\lambda^l$. Then $S_c$ is the set of zeros of the holomorphic function $D_l$. Since $D_l$ is not identically zero, $S_c$ is a complex-analytic subvariety of $G_c$ of one complex dimension (and therefore two real dimensions) less. Hence $G'_c$ is connected.

Put $V' = \bigcup_{z \in G_c} zA'_c z^{-1}$ where $A'_c = A_c \cap G'_c$. It is obvious that $V \subset G'_c$.

(*) The definition of a Cartan subgroup given in [6(h)] is not quite correct.
Moreover if \( a \) is an element in \( A_\epsilon \) sufficiently near 1 but different from 1, it is easily seen that \( a \) is regular and therefore \( V' \) is not empty. Therefore since \( G'_c \) is connected, in order to prove the second statement of the lemma, it would be sufficient to show that \( V' \) is both open and closed in \( G'_c \). Let \( G^*_c \) be the factor space \( G_c/A_\epsilon \) consisting of all cosets of the form \( zA_\epsilon \) (\( z \in G_c \)). Put \( a^* = za^{-1} \) (\( z \in G_c \), \( a \in A_\epsilon \)) where \( z \to z^* \) is the natural mapping of \( G_c \) on \( G^*_c \).

Then an easy computation shows that the holomorphic mapping \( \phi: (z^*, a) \to a^*z^* (z^* \in G^*_c, a \in A_\epsilon) \) of \( G_c^* \times A_\epsilon \) into \( G_c \) is everywhere regular on \( G_c \times A_\epsilon \) and therefore we conclude that \( V' = \phi(G_c^* \times A_\epsilon) \) is open in \( G_c \). So now it remains to show that \( V' \) is closed in \( G'_c \). Introduce some lexicographic order among the roots of \( g \) (with respect to \( \mathfrak{h} \)) and for each root \( \alpha \) select an element \( X_\alpha \neq 0 \) such that \( [H, X_\alpha] = \alpha(H)X_{\alpha} \) for every \( H \in \mathfrak{h} \). Then \( \pi = \sum_{\alpha > 0} C X_\alpha \) is a nilpotent subalgebra of \( g \). Let \( \mathfrak{h}_0 \) be the real subspace of \( \mathfrak{h} \) consisting of those elements where every root \( \alpha \) takes a pure imaginary value. It is possible to choose (see Weyl [14(b)]) a compact real form \( \bar{\mathfrak{h}} \) of \( g \) which contains \( \mathfrak{h}_0 \). Let \( U \) and \( N \) be the (real) analytic subgroups of \( G_c \) corresponding to \( \bar{\mathfrak{h}} \) and \( \pi \) respectively. Then \( U \) is compact, \( G_c = U A_\epsilon N \) and \( A_\epsilon N \) is closed (see Iwasawa [7]). Hence

\[
V = \bigcup_{u \in U} u A_\epsilon N u^{-1}
\]

is also a closed set. Moreover it is obvious that

\[
V \cap G'_c = \bigcup_{u \in U} u (A_\epsilon N)' u^{-1}
\]

where \( (A_\epsilon N)' = A_\epsilon N \cap G'_c \). Also we know (Lemmas 8 and 10 of [6(e)]) that

\[
(A_\epsilon N)' = \bigcup_{n \in N} n A_\epsilon n^{-1}
\]

and therefore \( V \cap G'_c = V' \). But since \( G_c = U A_\epsilon N = U N A_\epsilon \), it follows that \( V' \subseteq V \) and so \( V' = V \cap G'_c \). This proves that \( V' \) is closed in \( G'_c \).

Now let \( H_0 \) be a regular element in \( \mathfrak{h} \) and suppose \( \text{Ad} (x)H_0 = H_0 \) (\( x \in G \)). Then \( x = una \) (\( u \in U \), \( n \in N \), \( a \in A_\epsilon \)) and so \( \text{Ad} (n)H_0 = \text{Ad} (u^{-1})H_0 \). Since \( \mathfrak{h} \) is the centralizer of \( H_0 \) in \( g \), we conclude that \( \text{Ad} (n)\mathfrak{h} = \text{Ad} (u^{-1})\mathfrak{h} \). But \( \text{Ad} (n)\mathfrak{h} \subseteq \mathfrak{h} + n \) and \( \text{Ad} (u^{-1})\mathfrak{h}_0 \subseteq \bar{\mathfrak{u}} \). Moreover if \( (\mathfrak{h} + n) \cap \bar{\mathfrak{u}} = \mathfrak{h}_1 \), it is obvious that \( [\mathfrak{h}_0, \mathfrak{h}_1] \subseteq \mathfrak{n} \cap \bar{\mathfrak{u}} = \{0\} \). Therefore since \( \mathfrak{h}_0 \) is maximal abelian in \( \bar{\mathfrak{u}} \) it follows that \( \mathfrak{h}_1 = \mathfrak{h}_0 \). This shows that \( \text{Ad} (u^{-1})\mathfrak{h}_0 = \mathfrak{h}_0 \) and so \( \text{Ad} (n)\mathfrak{h} = \text{Ad} (u^{-1})\mathfrak{h} = \mathfrak{h} \). But from Lemma 8 of [6(e)], this implies that \( n = 1 \) and hence \( \text{Ad} (u^{-1})H_0 = H_0 \). Let \( H_1, H_2 \) be elements in \( \mathfrak{h}_0 \) such that \( H_0 = H_1 + (-1)^{1/2}H_2 \). Then it is obvious that \( \text{Ad} (u^{-1})H_i = H_i, i = 1, 2 \). Moreover since \( H_0 \) is regular, no root of \( g \) (with respect to \( \mathfrak{h} \)) can vanish at both \( H_1 \) and \( H_2 \). Therefore we can choose \( t \in R \) such that \( H = H_1 + tH_2 \) is a regular element in \( \mathfrak{h}_0 \). Let \( A_0 \) be the analytic subgroup of \( U \) corresponding to \( \mathfrak{h}_0 \). Then since \( U \) is compact and \( \text{Ad} (u)H = H \), it follows (see Stiefel [12, Satz 7]) that \( u \in A_0 \). This shows that \( x \in A_\epsilon \) and so the lemma is now proved completely.
Corollary. Let $A_x$ denote the centralizer (in $G_c$) of a regular element $x$ in $G$. Then $A_x$ has only a finite number of connected components and its Lie algebra is a Cartan subalgebra of $\mathfrak{g}$.

From Lemma 4 we can choose $z \in G_c$ such that $a = z^{-1}xz \in A_x$. It is obvious that $a$ is regular and therefore $\mathfrak{h}$ is the centralizer of $a$ in $\mathfrak{g}$. Let $A^{*}$ be the normalizer of $A_e$ in $G_c$. It is clear that $zA_ez^{-1}$ is the connected component of 1 in $A_x$ and $A_x \subseteq zA^{*}z^{-1}$. Hence in order to prove the corollary it is sufficient to show that $A^{*}/A_e$ is finite. Let $y \in A^{*}$. Then $y = unb$ ($u \in U$, $n \in N$, $b \in A_e$) and $\text{Ad}(u)\mathfrak{h} = \text{Ad}(u^{-1})\mathfrak{h}$. By the argument which we have already used in the proof of Lemma 4, it follows that $n = 1$ and so $u \in A^{*} \cap U$. This proves that $A^{*}/A_e \sim (A^{*} \cap U)/(A_e \cap U)$. But since $\mathfrak{h}$ is its own normalizer in $\mathfrak{g}$, we conclude that $A^{*}/A_e$ is both discrete and compact. Therefore it is finite.

Now we come to Lemma 3 and its corollary. If $Z$ is the center of $G$, it is obviously permissible for our proof to replace $G$ by $G/Z$. Hence we may assume that there exists a complex analytic group $G_c$ with the Lie algebra $\mathfrak{g}$ such that $G$ is the (real) analytic subgroup of $G_c$ corresponding to $\mathfrak{g}_0$. Then if $S_e$ and $G'_e$ are defined as above, it is obvious that $G \cap G'_e = G'$ and $G \cap S_e = S$. Let $A$ be a Cartan subgroup of $G$. We denote by $A_0$ the connected component of 1 and by $\mathfrak{h}_0$ the Lie algebra of $A$. Choose a regular element $a \in A_0$. $A$ being abelian, $a = \exp H$ for some $H \in \mathfrak{h}_0$ and it is obvious that $H$ is regular. Let $A_x$ and $\mathfrak{h}$ be the centralizers of $H$ in $G_e$ and $\mathfrak{g}$ respectively. From Lemma 4, $A_x$ is abelian and hence it is clear that $A = A_e \cap G$. Therefore $\mathfrak{h}_0 = \mathfrak{h} \cap \mathfrak{g}_0$ and this shows that $\mathfrak{h}_0$ is a Cartan subalgebra of $\mathfrak{g}_0$ and $A$ is the centralizer in $G$ of any regular element in $\mathfrak{h}_0$. Conversely let $\mathfrak{h}_0$ be a given Cartan subalgebra of $\mathfrak{g}_0$ and $H$ a regular element in $\mathfrak{h}_0$. Then if $A_e$ is the centralizer of $H$ in $G_e$, we know from Lemma 4 that $A_e$ is abelian. Hence it is obvious that $A = A_e \cap G$ is a maximal abelian subgroup of $G$. Moreover if $t$ is sufficiently small and positive $\exp tH$ is evidently regular. Therefore $A$ is a Cartan subgroup of $G$. All the statements of Lemma 3 are now obvious. However we still have to prove the corollary. $x$ being a regular element in $G$, let $\mathfrak{h}_x$ denote the centralizer of $x$ in $\mathfrak{g}$ and $A_e$ the analytic subgroup of $G_e$ corresponding to $\mathfrak{h}_x$. Then if $A_x$ is the centralizer of $x$ in $G_e$, we have seen (corollary to Lemma 4) that $A_e$ is normal in $A_x$ and $A_x/A_e$ is finite. Therefore $(A_x \cap G)/(A_e \cap G)$ is also finite. But it is obvious that $Z_e = A_x \cap G$ and, as we saw above, $A = A_e \cap G$ is the Cartan subgroup of $G$ corresponding to $\mathfrak{h}_x \cap \mathfrak{g}_0$. Moreover since $\mathfrak{h}_x \cap \mathfrak{g}_0$ is the Lie algebra of $Z_e$, it is clear that $A$ is the only Cartan subgroup of $G$ contained in $Z_e$.

Lemma 5. Let $\mathfrak{h}_1, \ldots, \mathfrak{h}_r$ be defined as in the corollary to Lemma 2 and let $A_i$ be the Cartan subgroup of $G$ which corresponds to $\mathfrak{h}_i$ ($i = 1, \ldots, r$). Then

\[ G' \subset \bigcup_{i=1}^{r} \bigcup_{x \in G} xA_i x^{-1}. \]
Since $A_i \supseteq Z$ for every $i$, it is again permissible to replace $G$ by $G/Z$. Therefore, as in the proof of Lemma 3, we may assume that $G \subseteq G_e$. Let $y$ be a regular element in $G$ and let $h_y$ denote the centralizer of $y$ in $g$. Then as we have seen above $h_y \cap g_0$ is a Cartan subalgebra of $g_0$ and therefore $h_y \cap g_0 = \text{Ad}(x)h_i$ for some $x \in G$ and some $i$ ($1 \leq i \leq r$). Now if $A_y$ is the Cartan subgroup of $G$ corresponding to $h_y \cap g_0$, it follows from Lemma 3 that $A_y = xA_i x^{-1}$. But since $A_y$ is the centralizer of $h_y$ in $G$ (see Lemma 3), $y \in xA_i x^{-1}$.

Two Cartan subgroups $A$ and $B$ of $G$ are said to be conjugate (or to lie in the same conjugacy class) if $B = xA_i x^{-1}$ for some $x \in G$.

**Lemma 6.** Every Cartan subgroup $A$ of $G$ is conjugate to $A_i$ for exactly one $i$ ($1 \leq i \leq r$).

This follows immediately from Lemma 3 and the corollary to Lemma 2. Let $h_0$ be a Cartan subalgebra of $g_0$ such that $\theta(h_0) = h_0$. Let $A$ be the centralizer of $h_0$ in $G$ and $\overline{M}$ the connected component of 1 in the centralizer of $h_0 \cap p_0$ in $K$. We put $M = \overline{MA}$. Let $m_{h_0}$ be the centralizer of $h_0 \cap p_0$ in $l_0$. Then $m_{h_0}$ is the Lie algebra of $\overline{M}$ and it is obvious that $\text{Ad}(a)m_{h_0} = m_{h_0}$ for $a \in A$. Hence $M$ is a group. Let $\overline{B}$ denote the centralizer of $m_{h_0}$ in $A \cap K$.

**Lemma 7.** Let $A_+$ denote the analytic subgroup of $G$ corresponding to $h_0 \cap p_0$. Then $A = (A \cap K)A_+$, $M \cap K = \overline{MB}$ and $\overline{B}$ is the center of $M \cap K$. Moreover

$$M \cap K = \bigcup_{m \in \hat{M}} m(A \cap K)m^{-1}$$

and $A \cap K = \overline{AB}$ where $\overline{A}$ is the connected component of 1 in $A \cap K$. Finally $M = \overline{MBA_+}$ and $\overline{BA_+}$ is the center of $M$.

Let exp $p_0$ denote the set of all elements in $G$ of the form exp $X$ ($X \in p_0$). Then we can "extend" $\theta$ to an automorphism of $G$ such that $\theta(kp) = kp^{-1}$ where $k \in K$ and $p \in \exp p_0$. Since $\theta(h_0) = h_0$, it follows that $\theta(A) = A$ and therefore if $a \in A$ and $a = kp$ ($k \in K$, $p \in \exp p_0$), $p^2 = \theta(a^{-1})a$ is also in $A$. But with regard to the positive definite quadratic form $-B(\theta(Y), Y)$ ($Y \in g_0$) on $g_0$, ad $X$ ($X \in p_0$) is a symmetric operator and hence exp (ad $X$) $Y \neq Y$ ($Y \in g_0$) unless $[X, Y] = 0$. Therefore if $p = \exp X$ ($X \in p_0$) we can conclude that (ad $X$)$h_0 = \{0\}$ and $X \in h_0 \cap p_0$. This proves that $p \in A_+$ and so $k \in A \cap K$. Now since $Z \subseteq B \subseteq A \cap K$, it is clearly permissible to replace $G$ by $G/Z$ in proving the rest of the above lemma. So we may assume that $K$ and therefore also $A \cap K$ and $\overline{M}$ are compact. It is obvious that $h_0 \cap l_0$ is a maximal abelian subalgebra of $m_{h_0}$. Hence $\overline{M}$ being compact, it follows (see Weyl [14(b)]) that

$$\overline{M} = \bigcup_{m \in \hat{M}} m\overline{Am}^{-1}$$

and so $\overline{A}$ contains the center of $\overline{M}$. Now complexify $h_0$, $m_{h_0}$ to $\overline{h}$, $\overline{m}$ respectively and for every root $\alpha$ (of $g$ with respect to $\overline{h}$) choose an element $X_\alpha \neq 0$ belonging to the root $\alpha$. Let $Q$ be the set of all roots $\alpha$ such that $X_\alpha \in m_{t}$. We
can choose a fundamental system \((\alpha_1, \cdots, \alpha_r)\) of roots in \(Q\) so that \(\alpha_1, \cdots, \alpha_r\) are linearly independent and every root in \(Q\) can be written in the form \(d_1\alpha_1 + \cdots + d_r\alpha_r\) where \(d_1, \cdots, d_r\) are integers which are either all non-negative or all nonpositive. If \(a \in A \cap K\), it is obvious that \(\text{Ad} (a) X_\alpha = c_\alpha X_\alpha\) \((\alpha \in Q)\) where \(c_\alpha\) are unimodular complex numbers. Since \([X_\alpha, X_{-\alpha}] \in \mathfrak{h}\), \(c_{-\alpha} = c_\alpha^{-1}\) \((\alpha \in Q)\). We can choose \(H \in \mathfrak{h}_0 \cap \mathfrak{t}_0\) such that \(c_{\alpha_i} = e^{\alpha_i(H)}\) \(i = 1, \cdots, r\). Then \(a_0 = \exp H \in A\) and \(\text{Ad} (a_0^{-1}a)\) leaves \(X_{\alpha_i}, X_{-\alpha_i}\) \((1 \leq i \leq r)\) fixed. But these elements together with \(\mathfrak{h} \cap \mathfrak{t}\) generate the Lie algebra \(m\), and so it follows that \(a_0^{-1}a \in B\). Hence \(A \cap K = BA\). Moreover \(A \subset M\) and therefore \(M = MA = \overline{M BA} + \) and \(M \cap K = M \overline{B}\). Since \(A\) contains the center of \(M\), it is now clear that \(\overline{B}\) is the center of \(M\). Therefore

\[
M \cap K = \overline{M B} = \bigcup_{m \in M} m (\overline{A B}) m^{-1} = \bigcup_{m \in M} (A \cap K) m^{-1}.
\]

On the other hand it is obvious that \(\overline{B A} + \) lies in the center of \(M\). Conversely if \(z\) is in the center of \(M\), \(z \in A\) since \(A\) is maximal abelian. Hence \(z = a a_+\) where \(a \in A \cap K\) and \(a_+ \in A_+\). Then \(a\) is in the center of \(M \cap K\) and therefore \(a \in \overline{B}\). This completes the proof of the lemma.

Let \(H_1, \cdots, H_p\) be a base for \(\mathfrak{h}_0 \cap \mathfrak{p}_0\) over \(R\). We extend it to a base \((H_1, \cdots, H_p, H_{p+1}, \cdots, H_l)\) for \(\mathfrak{h}_0 \cap \mathfrak{p}_0 + (-1)^{l/2}(\mathfrak{h}_0 \cap \mathfrak{t}_0)\) over \(R\) and introduce the lexicographic order among the roots corresponding to this base (see \([6(f), \S 2]\)). Let \(P\) be the set of all positive roots under this order. Then \(P\) is the union of three disjoint subsets \(P_+, P_0, P_-\) defined as follows. \(P_+\) is the set of those roots \(\alpha \in P\) which do not vanish identically on \(\mathfrak{h} \cap \mathfrak{p}\). If \(\alpha\) is a positive root which is not in \(P_+\), it is clear that \(X_\alpha\) and \(\theta(X_\alpha)\) both belong to \(\alpha\) and therefore since \(\theta^2\) is the identity, \(\theta(X_\alpha) = \pm X_\alpha\). Then \(\alpha\) is in \(P_0\) or \(P_-\) according as \(X_\alpha \in \mathfrak{p}\) or \(X_\alpha \in \mathfrak{t}\). Put \(m = m_+ + \mathfrak{h} \cap \mathfrak{p}\) and

\[
q = \sum_{\alpha \in P_+} (CX_\alpha + CX_{-\alpha}) + \sum_{\alpha \in P_0} (CX_\alpha + CX_{-\alpha}) + \sum_{\alpha \in P_-} (CX_\alpha + CX_{-\alpha}).
\]

Then \(q\) is exactly the set of those elements of \(\mathfrak{g}\) which are orthogonal to \(m\) with respect to the bilinear form \(B(X, Y)\). Since \(m \cap \mathfrak{g}_0\) is the Lie algebra of \(M\), it follows that \(q\) is invariant under \(\text{Ad} (m) \ (m \in M)\). Let \(I\) be the identity mapping of \(\mathfrak{g}\) and \((\text{Ad} (m) - I)_q\) the restriction of \(\text{Ad} (m) - I\) \((m \in M)\) on \(q\). We denote by \(M\) the set of those elements \(m \in M\) for which \(\det (\text{Ad} (m) - I)_q\) \(\neq 0\). Put \(M' = M \cap G'\) and \(A' = A \cap G'\). It is obvious that \(\overline{M} \supset M'\).

**Lemma 8.** \(A'\) is dense in \(A\).

For each root \(\alpha\) we can define a character \(\xi_\alpha\) of \(A\) by \(\text{Ad} (a) X_\alpha = \xi_\alpha(a) X_\alpha\) \((a \in A)\). Select an element \(H \in \mathfrak{h}_0\) such that \(\alpha(H) \neq 0\) for every root \(\alpha\). Then if \(a \in A\), it is obvious that \(\xi_\alpha(a \exp tH) = \xi_\alpha(a) e^{t \alpha(H)} \neq 1\) for every root \(\alpha\), provided \(t\) is a sufficiently small positive number. This proves our assertion.

**Corollary.** Both \(M\) and \(M'\) are open and dense in \(M\).
Since \( \det (\text{Ad}(m) - I) \) is an analytic function of \( m \) on \( M \), the openness of \( M \) is obvious. Moreover \( G' \) being open in \( G \), \( M' \) is open\(^{(*)}\) in \( M \). On the other hand,

\[
M = \bigcup_{m \in M} mAm^{-1} \quad \text{and} \quad M' = \bigcup_{m \in M} mA'm^{-1}.
\]

Therefore since \( A' \) is dense in \( A \) and \( 'M \supset M' \) our assertion follows.

**Lemma 9.** There exists a finite number of connected components \( A'_1, \ldots, A'_r \) of \( A' \) such that \( A' = \bigcup_{i=1}^r ZA'_i \).

For the purpose of this lemma, we can obviously replace \( G \) by \( G/Z \) and thus assume that \( K \) is compact. Then \( \overline{A} \) being defined as in Lemma 7, \( (A \cap K)/A \) is both discrete and compact and therefore it is finite. Put \( A_0 = \overline{A}A_+ \). Then it follows from Lemma 7 that every connected component of \( A \) is of the form \( a_0A_0 \) (\( a_0 \in A \cap K \)) and so there is only a finite number of such components. Define the characters \( \xi_\alpha \) of \( A \) as above. Since \( [X_\alpha, X_{-\alpha}] \in \mathfrak{h} \), it is obvious that \( \xi_{-\alpha} = \xi_\alpha^{-1} \). Select complex numbers \( c_\alpha \) such that \( \xi_\alpha(a_0) = e^{i\alpha} \) (\( \alpha \in P \)). Since \( A \cap K \) is compact, \( c_\alpha \) are all purely imaginary. Let \( r \) be any integer and \( \alpha \) a root in \( P \). Then by \( \sigma_\alpha \), we denote the hyperplane in \( \mathfrak{h}_0 \) consisting of all elements \( H \) such that \( \alpha(H) = -c_\alpha + (-1)^{\frac{1}{2}}2\pi r \). It is clear that any compact subset of \( \mathfrak{h}_0 \) meets only a finite number of these hyperplanes.

Let \( \mathfrak{h}_0' \) be the complement in \( \mathfrak{h}_0 \) of the union of all these hyperplanes. Then every point in the real Euclidean space \( \mathfrak{h}_0 \) has a neighborhood \( V \) such that \( V \cap \mathfrak{h}_0' \) decomposes only into a finite number of connected components. From this we conclude immediately that if \( \omega \) is a compact subset of \( \mathfrak{h}_0 \), there exists a neighborhood \( V \) of \( \omega \) for which \( V \cap \mathfrak{h}_0' \) has only a finite number of connected components. Now \( \overline{A} \) being compact, we can choose a compact set \( \omega_t \) in \( \mathfrak{h}_0 \cap \mathfrak{t}_0 \) such that \( \overline{A} \subset \exp \omega_t \). Put \( \omega' = \mathfrak{h}_0' \cap (\mathfrak{h}_0 \cap \mathfrak{t}_0 + \omega_t) \) and suppose \( H' \in \omega' \). Then \( H' = H + H_0 \) where \( H \subseteq \mathfrak{h}_0 \cap \mathfrak{t}_0, \mathfrak{h}_0 \subseteq \omega_t \). Consider \( H' = itH + H_0 \) \((t > 0)\).

We claim \( H' \in \omega' \). For otherwise \( \alpha(H'_1) = -c_\alpha + (-1)^{\frac{1}{2}}2\pi r \) for some \( \alpha \in P \) and some integer \( r \). But

\[
\alpha(H'_1) = t\alpha(H) + \alpha(H_0)
\]

and \( \alpha(H) \) is real while \( \alpha(H_0) \) is purely imaginary. Therefore since \( c_\alpha \) is also purely imaginary, the above relation is possible only if \( \alpha(H) = 0 \). But in that case

\[
\alpha(H') = \alpha(H'_1) = -c_\alpha + (-1)^{\frac{1}{2}}2\pi r
\]

which however is impossible since \( H' \in \mathfrak{h}_0' \). Let \( V \) be a neighborhood of \( \omega_t \) in \( \mathfrak{h}_0 \) such that \( V \cap \mathfrak{h}_0' \) has only a finite number of connected components. Then the above result shows that every point of \( \omega' \) can be joined to a point

\(^{(\ast)}\) We note that \( M \) is a closed subgroup of \( G \) and therefore the natural topology on \( M \) as a Lie group coincides with the one induced by \( G \) (see Chevalley [2]). A similar statement holds for \( A \).
in $V$ by a line lying entirely in $\omega'$. Therefore $\omega'$ also does not have more than a finite number of connected components. On the other hand it is obvious that the image of $\omega'$ under the mapping $H \rightarrow a_0 \exp H$ ($H \in \omega'$) is exactly $A' \cap a_0 A_0$. This proves that no component of $A$ contains more than a finite number of components of $A'$. Therefore since $A$ has only a finite number of components the same holds for $A'$.

**Corollary.** There exists a finite number of connected components $G_1', \ldots, G_{t'}$ of $G'$ such that $G' = \bigcup_{i=1}^{t'} ZG'_i$.

This follows immediately from Lemmas 5 and 9.

**Lemma 10.** Let $A^\ast$ denote the normalizer of $A$ in $G$. Then $A^\ast = (A^\ast \cap K)A_+,$ the factor group $A^\ast / A$ is finite and $a^\ast M a^\ast - 1 = M$ for any $a^\ast \in A^\ast$. Moreover if $x$ is an element in $G$ such that $x m x^{-1} \in M$ for some $m \in M$, then $x \in A^\ast M$.

Since $\theta(A) = A_+$ it is obvious that $\theta(A^\ast) = A^\ast$. Now suppose $k p \in A^\ast$ ($k \in K$, $p \in \exp p_0$) Then $p^\ast = (\theta(k p))^{-1} k p \in A^\ast$ and therefore $\text{Ad} \ (p^2) b_0 = b_0$. But an element $H \in b_0$ belongs to $p_0$ (or $f_0$) if and only if all the eigenvalues of $ad H$ are real (or purely imaginary). This implies that $\text{Ad} \ (p^2)$ leaves both $b_0 \cap p_0$ and $b_0 \cap f_0$ invariant. Choose $Y \in p_0$ such that $p = \exp Y$. Since $[p_0, p_0] \subset f_0$ and $[p_0, f_0] \subset p_0$, we conclude that

$$\{\text{Ad} \ (p^2) - \text{Ad} \ (p^{-2})\} H = 0 \quad (H \in b_0).$$

But as we have seen during the proof of Lemma 7, this is possible only if $(\text{ad} \ Y) H = 0$ for all $H \in b_0$. This means however that $Y \in b_0 \cap p_0$ and therefore $p \in A_+$ and $k \in A^\ast \cap K$. Moreover $m_{t_0}$ being the centralizer of $b_0 \cap p_0$ in $f_0$, it is obvious that $\text{Ad} \ (k) m_{t_0} = m_{t_0}$ and therefore $k M k^{-1} = M$. Since $M = M A$, this proves that $a^\ast M a^\ast - 1 = M$ for any $a^\ast \in A^\ast$. Also $b_0$ being its own normalizer in $g_0$, it follows that $A^\ast$ and $A$ have the same connected component of $1$. Therefore since $Z \subset A \cap K$ and $K / Z$ is compact, $A^\ast / A \simeq (A^\ast \cap K) / A \cap K$ is both discrete and compact and so it must be finite.

Now suppose $x m x^{-1} \in M$ for some $m \in M$ and $x \in G$. Then $m = m_1 m_{t_1}^{-1}$ where $a \in M \cap A = A$ and $m_{t_1} \in M$. Similarly $x m x^{-1} = m_2 a' m_2^{-1}$ ($a' \in A$, $m_2 \in M$). Hence if $y = m_2^{-1} x m_1$, it is sufficient to prove that $y \in A^\ast M$. But $a \in y^{-1} A y$ and therefore it is obvious that $\text{Ad} \ (a) X = X$ if $X \in \text{Ad} (y^{-1}) h_0$. On the other hand since $a \in A$, $\text{Ad} \ (a) X \neq X$ ($X \in g_0$) unless $X \in b_0 \cap p_0 + m_{t_0} = m_0$. Therefore $\text{Ad} \ (y^{-1}) h_0 \subset m_0$. Moreover $\text{Ad} \ (M)$ being compact, any two maximal abelian subalgebras of $m_0$ are conjugate under $M$. Therefore we can select $m_3 \in M$ such that $\text{Ad} \ (y^{-1}) h_0 = \text{Ad} \ (m_3) h_0$. Then from Lemma 3, $y m_3 \in A^\ast$ and therefore $y \in A^\ast M$.

3. **Quasi-regular elements.** Let $Z_x$ and $h_x$ be the centralizers in $G$ and $g_0$ respectively of an element $x \in G$. We shall say that $x$ is quasi-regular if (1) $h_x$ contains a regular element and (2) there exists a closed normal abelian subgroup $A$ of $Z_x$ such that $Z_x / A$ is compact. It follows from the corollary to
Lemma 3 that every regular element is quasi-regular. Now suppose \( x \) is quasi-regular and \( H \) is a regular element in \( \mathfrak{h} \). Then \( x \) lies in the centralizer of \( H \) in \( G \) and therefore from Lemmas 3 and 6, \( x \) is conjugate to an element of some \( A_i \) \((1 \leq i \leq r)\). Thus we have obtained the following result.

**Lemma 11.** Let \( 'G \) be the set of all quasi-regular elements in \( G \) and put \( 'A_i = \mathcal{G} \cap A_i \) \((1 \leq i \leq r)\) where \( A_i \) have the same meaning as in Lemma 6. Then
\[
'G = \bigcup_{i=1}^{r} \bigcup_{x \in A_i} x'A_i x^{-1}.
\]

Let us now use the notation of Lemma 7 and define \( 'M \) as in the corollary to Lemma 8. Our object is to show that \( 'G \cap M = 'M \). Suppose \( a_0 \) is a quasi-regular element in \( A \). Define \( \xi_\alpha (\alpha \in \mathcal{P}) \) as in the proof of Lemma 8 and let \( \mathfrak{n} \) be the centralizer of \( a_0 \) in \( \mathfrak{g} \). Then if \( Q \) is the set of those roots \( \alpha \in \mathcal{P} \) for which \( \xi_\alpha (a_0) = 1 \), \( n = \mathfrak{h} + \sum_{\alpha \in Q} (C_\alpha + C_{-\alpha}) \). Moreover since \( a_0 \) lies in \( G \), \( n \) is the complexification of \( n_0 = \mathfrak{n} \cap \mathfrak{g}_0 \) and \( n_0 \) is the Lie algebra of \( Z_{a_0} \). Now let \( y \in Z_{a_0} \). Then it follows from the definition of quasi-regularity that all the eigenvalues of the restriction of \( \text{Ad} (y) \) on \( n \) are unimodular complex numbers. Therefore since \( A \subset Z_{a_0} \), we conclude that \( |\xi_\alpha (a)| = 1 \) for all \( a \in A \) and \( \alpha \in \mathcal{Q} \). This shows that every root in \( Q \) takes only purely imaginary values on \( \mathfrak{h} \). On the other hand since all roots take only real values on \( \mathfrak{h}_0 \cap \mathfrak{p}_0 \), it follows that \( Q \subset \mathcal{P}_0 \cup \mathcal{P}_- \) and therefore \( \theta (n) = n \). Furthermore it is obvious from the above expression for \( n \) that it is reductive (see Koszul [9]) and so any abelian ideal of \( n \) must be contained in \( \mathfrak{h} \). Hence in view of the quasi-regularity of \( a_0 \), \( n_0 = [n_0, n_0] \) must be a compact semisimple Lie algebra over \( \mathbb{R} \). On the other hand since all roots take only real values on \( \mathfrak{h}_0 \cap \mathfrak{p}_0 \), it follows that \( Q \subset \mathcal{P}_0 \cup \mathcal{P}_- \) and therefore \( \theta (n_0') = n_0' \) and therefore \( n_0' = n_0' \cap \mathfrak{l}_0 + n_0' \cap \mathfrak{p}_0 \). But if \( X \in n_0' \cap \mathfrak{p}_0 \) all the eigenvalues of \( \text{ad} X \) are real which, from the compactness and semisimplicity of \( n_0' \), is impossible unless \( X = 0 \). This shows that \( n_0' \subset \mathfrak{l}_0 \) and therefore \( \mathfrak{l} \supset [\mathfrak{h}, n] \supset \sum_{\alpha \in Q} (C_\alpha + C_{-\alpha}) \). Hence \( Q \subset \mathcal{P}_- \) and so \( a_0 \in A \cap 'M \). Conversely if \( m \in 'M \), \( Z_m \) is contained in \( A^*M \) and \( A_+ \mathfrak{p} \) is a closed normal subgroup of \( A^*M \) such that \( A^*M / A_+ \mathfrak{p} \) is compact (see Lemma 10). Moreover since \( m \) is conjugate to some element of \( A \) (Lemma 7), the centralizer of \( m \) in \( \mathfrak{g}_0 \) contains a regular element. This proves that \( m \) is quasi-regular. Therefore \( A \cap 'G = A \cap 'M \) and since \( M = \bigcup_{m \in M} ma^{-1} \), it follows that \( 'M = M \cap 'G \). Thus we have the following lemma.

**Lemma 12.** \( 'M \) coincides with the set of quasi-regular elements in \( M \).

**Corollary.** \( 'G \) is an open subset of \( G \) and there exists a finite number of connected components \( G_1, \ldots, G_N \) of \( 'G \) such that \( 'G = \bigcup_{i=1}^{N} ZG_i \).

Consider the mapping \( (x, m) \rightarrow xmx^{-1} \) \((x \in G, m \in 'M) \). Since \( (\text{Ad} (m^{-1}) - I) \mathfrak{g} = \mathfrak{q} \), every element in \( \mathfrak{q} \) can be written in the form \( X + (\text{Ad} (m^{-1}) - I) Y \) \((X \in \mathfrak{m}, Y \in \mathfrak{q}) \). Hence this mapping is everywhere open and therefore \( \bigcup_{x \in G} x'Amx^{-1} \) is an open set in \( G \). But \( 'M = \bigcup_{m \in M} ma^{-1} \) where \( A = A \cap 'G \). Hence \( \bigcup_{x \in G} x'Ax^{-1} \) is an open set and we conclude from Lemma 11 that \( 'G \) is also open. Now \( G' \) being the set of regular elements in \( G \), \( 'G \supset G' \) and \( G' \) is
dense in \( G \). Hence every connected component of \( G \) contains some connected component of \( G' \). Define \( G_i \mid 1 \leq i \leq r \) as in the corollary to Lemma 9 and select a connected component \( G_i \) of \( G \) containing \( G'_i \). Then \( \bigcup_{i=1}^{r} zG_i \supseteq G' \) and therefore every connected component of \( G \) must intersect and therefore coincide with \( zG_i \) for some \( z \in Z \) and some \( i \). Hence \( G = \bigcup_{i=1}^{r} zG_i \).

**4. Some general facts about differential operators.** Let \( V \) be a locally connected topological space on each connected component of which there is defined the structure of a differentiable manifold of class \( C^\infty \) (or of an analytic manifold) and dimension \( n \). Under these conditions we say that \( V \) is a differentiable (or analytic) manifold of dimension \( n \). This definition differs from the usual one in not assuming that \( V \) is connected. It has the advantage that every open subset \( U \) of \( V \) may now be regarded as an open submanifold of \( V \). Let \( C^\infty(U) \) denote the set of all complex-valued functions on \( V \) which are everywhere differentiable and which vanish outside a compact set contained in \( U \). Then \( C^\infty(U) \) is a vector space over \( C \) and a distribution \( T \) on \( U \) is a linear function on this vector space satisfying certain conditions of continuity (see Schwartz [11]). Let \( D \) be a linear mapping of \( C^\infty(V) \) into itself and \( p \) a point in \( V \). We say that \( D \) is a differential operator at \( p \) if there exists a coordinate system \( (t_1, \ldots, t_n) \) valid on some open neighborhood \( U \) of \( p \) and having the following property. Let \( \partial_i \) denote the operators \( \partial/\partial t_i \) \((1 \leq i \leq n)\) of partial differentiation. We require that there should exist a finite set of indefinitely differentiable functions \( g_{i_1i_2\ldots i_q} \) \((1 \leq i_1, \ldots, i_q \leq n, 0 \leq q \leq r)\) on \( U \) such that for every \( f \in C^\infty(U) \),

\[
Df = \sum_{0 \leq q \leq r} \sum_{1 \leq i_1, \ldots, i_q \leq n} g_{i_1i_2\ldots i_q} \partial_{i_1} \partial_{i_2} \cdots \partial_{i_q} f
\]
on \( U \) and \( Df = 0 \) outside \( U \). (In case \( q = 0 \), \( \partial_i, \partial_i \partial_i \cdot \cdots \partial_i f \) should be interpreted to mean \( f \).) If \( D \) is a differential operator at every point of \( V \), we say simply that it is a differential operator (on \( V \)). Clearly the differential operators form a subalgebra of the algebra of all endomorphisms of \( C^\infty(V) \). In particular if \( g \) is an indefinitely differentiable function on \( V \) the mapping \( f \rightarrow gf \) \((f \in C^\infty(V)) \) is a differential operator which we again denote by \( g \).

Let \( C^\infty(V) \) denote the space of all indefinitely differentiable functions on \( V \). Then any differential operator \( D \) also defines an endomorphism of \( C^\infty(V) \). In fact if \( f \in C^\infty(V) \) and \( p \) is a point in \( V \), \((Df)(p) = (Dg)(p) \) where \( g \) is any function in \( C^\infty(V) \) such that \( f - g \) is identically zero on some neighborhood of \( p \). It would often be convenient to denote the value of \( Df \) at \( p \) by \( f(p, D) \). \( V \) being an analytic manifold, we say that \( D \) is analytic if \( Df \) is analytic at a point \( p \) whenever \( f \) is analytic at \( p \) \((f \in C^\infty(V)) \).

Now suppose \( D_1, D_2 \) are differential operators on two manifolds \( V_1 \) and \( V_2 \) respectively. Then \( D = D_1 \times D_2 \) is a differential operator on the product manifold \( V_1 \times V_2 \) (see Schwartz [11]). In fact if \( f_1 \in C^\infty(V_1) \), \( f_2 \in C^\infty(V_2) \) and \( g(p_1, p_2) = f_1(p_1) f_2(p_2) \) \((p_1 \in V_1, p_2 \in V_2) \) then
We shall sometimes denote the value of \( Dh \) \((h \in C^\infty(V_1 \times V_2))\) at \((p_1, p_2) \in V_1 \times V_2\) by \( h(p_1, D_1; p_2, D_2) \).

Let \( L \) be a Lie group and let \( l_0 \) denote its Lie algebra over \( \mathbb{R} \). Then if \( L' \) is a nonempty open subset of \( L \), every \( X \in l_0 \) defines a differential operator on \( L' \). In fact if \( f \in C_\infty(L') \), \( Xf \) is given by \( f(x, X) = \{df(x \exp tX)/dt\} |_{t=0} \) \((x \in L', t \in \mathbb{R})\). It is well known (see Chevalley [2]) that \([X, Y]f = X(Yf) - Y(Xf) \) \((X, Y \in l_0, f \in C_\infty(L'))\) and therefore we get a representation of \( l_0 \) on \( C_\infty(L') \). Let \( I \) be the complexification of \( l_0 \) and \( \mathfrak{g} \) the universal enveloping algebra of \( I \) \([6(a)]\). We may extend this representation (uniquely) to a representation of \( \mathfrak{g} \) on \( C_\infty(L') \) and therefore every element \( b \in \mathfrak{g} \) defines a differential operator \( f \mapsto bf \) \((f \in C_\infty(L'))\) on \( L' \). Let \( bf(x) \) denote the value of \( bf \) at \( x \in L' \).

**Lemma** \(^{(6)}\) 13. Let \( x_0 \) be a point in \( L' \) and \( b \) an element in \( \mathfrak{g} \). If \( bf(x_0) = 0 \) for every \( f \in C_\infty(L') \) then \( b = 0 \).

Let \( X_1, \ldots, X_n \) be a base for \( l_0 \) over \( \mathbb{R} \). We can choose a positive number \( \epsilon \) and an open neighborhood \( U \) of \( x_0 \) in \( L' \) with the following property. If \( Q \) is the open cube consisting of all points \( t = (t_1, \ldots, t_n) \) in \( \mathbb{R}^n \) with \(|t| = \max_i |t_i| < \epsilon \), the mapping

\[ t \rightarrow x_0 \exp X(t) \]

where \( X(t) = t_1 X_1 + \cdots + t_n X_n \), is a one-one regular mapping of \( Q \) onto \( U \). Then it is obvious that if \( P(t) \) is any polynomial in \((t_1, \ldots, t_n)\) with complex coefficients, there exists a function \( f_P \in C_\infty(L') \) such that \( f_P(x_0 \exp X(t)) = P(t) \) for \(|t| \leq \epsilon/2\). In particular \( f_P \) is analytic at \( x_0 \) and its Taylor expansion

\[ f_P(x_0 \exp X(t)) = \sum_{m \geq 0} \frac{1}{m!} (X(t))^m f(x_0) \]

is valid if \(|t|\) is sufficiently small. Now \( M \) being an ordered set \((m_1, \ldots, m_n)\) of \( n \) non-negative integers, put \( t^M = t_1^{m_1} \cdots t_n^{m_n} \), \(|M| = m_1 + \cdots + m_n \) and let \( X(M) \) denote the coefficient of \( t^M \) in \((|M|)!^{-1}(X(t))^{|M|}\). Then

\[ P(t) = f(x_0 \exp X(t)) = \sum_{m \geq 0} \sum_{|M| = m} t^M X(M) f_P(x_0) \]

provided \(|t|\) is sufficiently small. Hence if \( P_M \) is the coefficient of \( t^M \) in \( P(t) \), \( P_M = X(M) f_P(x_0) \). On the other hand the elements \( X(M) \) form a base for \( \mathfrak{g} \) over \( C \) (see \([6(a)]\)). Therefore \( b = \sum_M a(M) X(M) \) where \( a(M) \in C \) and the sum is finite. If \( b \neq 0 \) we can choose \( M_0 \) such that \( a(M_0) \neq 0 \). Now put \( P = t^{M_0} \). Then

\[ bf_P(x_0) = a(M_0) \neq 0. \]

\(^{(6)}\) This lemma is attributed to Schwartz by Godement \([5]\).
This proves our assertion.

**Corollary.** Let $D$ be a differential operator on $L'$ and $x_0$ a point in $L'$. Then there exists exactly one element $b \in \mathfrak{g}$ such that $f(x_0, D) = bf(x_0)$ for all $f \in C^\infty_c(L')$.

We keep to the notation introduced above. Since $t_1, \cdots, t_n$ form a coordinate system on $U$ under the mapping $t \mapsto x_0 \exp X(t)$ and

$$m_1! m_2! \cdots m_n! X(M)f(x_0) = \left\{ \frac{\partial^{m_1 + \cdots + m_n}}{\partial t_1^{m_1} \cdots \partial t_n^{m_n}} f(x_0 \exp X(t)) \right\}_{t=0}$$

for $M = (m_1, \cdots, m_n)$ and $f \in C^\infty_c(L')$, it follows from the definition of a differential operator that there exists an element $b = \sum_M a(M) X(M) \in \mathfrak{g}$ such that $f(x_0, D) = bf(x_0)$ for all $f \in C^\infty_c(L')$. On the other hand the uniqueness of $b$ is an immediate consequence of the above lemma.

We call the element $b$ of the above corollary the local expression of $D$ at $x_0$. Lemma 13 shows that the representation of $\mathfrak{g}$ on $C^\infty_c(L')$ is faithful and so we may identify elements of $\mathfrak{g}$ with the corresponding differential operators on $L'$. In this way $\mathfrak{g}$ becomes a subalgebra of the algebra of all differential operators on $L'$. Moreover if $X \in \mathfrak{g}$, $X$ is an analytic differential operator on $L'$ (see Chevalley [2]) and therefore the same holds for every $b \in \mathfrak{g}$.

Let $x \mapsto \text{Ad} (x)$ denote the adjoint representation of $L$ on $L$. We extend $\text{Ad} (x)$ to an automorphism of $\mathfrak{g}$ over $C$ and write $a^z = \text{Ad} (x)a$ ($a \in \mathfrak{g}$, $x \in L$) whenever it is convenient to do so. Now suppose $L'$ is an invariant set which means that $xL'x^{-1} = L'$ for all $x \in L$. Then for any function $f$ on $L'$, define $f^z (x \in L)$ to be the function $y \mapsto f(x^{-1}yx)$ ($y \in L'$). We say that $f$ is invariant if $f = f^z$ for all $x \in L$. It is clear that $f \mapsto f^z (f \in C^\infty_c(L'))$ is a linear isomorphism of $C^\infty_c(L')$ onto itself and if $a \in \mathfrak{g}$, $f^z(y, a) = f(x^{-1}yx)$, $\text{Ad} (x^{-1})a$ ($x \in L$, $y \in L'$). We shall always denote by $I^\ast_c (L')$ and $I^\ast (L')$ respectively the sets of invariant functions in $C^\infty_c(L')$ and $C^\infty (L')$. $D$ being any differential operator, the mapping $f \mapsto (D(f^z))^z$ ($f \in C^\infty_c(L')$) is also a differential operator which we denote by $D^z$. In particular if $D \in \mathfrak{g}$, $D^z = \text{Ad} (x)D$ and so this coincides with the definition of $a^z$ ($a \in \mathfrak{g}$) given above. We say that $D$ is invariant if $D^z = D$ for all $x \in L$. Let $D_y (y \in L')$ denote the local expression of $D$ at $y$.

**Lemma 14.** If $D$ is a differential operator on $L'$, $$\text{Ad} (x)D_y = (D^z)_{xyx^{-1}}$$ ($x \in L$, $y \in L'$).

Therefore $D$ is invariant if and only if $D_{xyx^{-1}} = \text{Ad} (x)D_y$ for all $x \in L$ and $y \in L'$.

If $f \in C^\infty_c(L')$, it follows from the definition of $D^z$ that

$$f(xyx^{-1}, D^z) = f^z(y, D) = f^z(y, D_y) = f(xyx^{-1}, \text{Ad} (x)D_y).$$
Hence the lemma.

Similarly if $\tau$ is a distribution on $L'$, the mapping $f \mapsto \tau(f^{x^{-1}})$ ($f \in C_0^\infty(L')$) is also a distribution which we denote by $\tau^x$ ($x \in L$). Again $\tau$ is said to be invariant if $\tau^x = \tau$ for all $x \in L$. Now suppose the group $L$ is unimodular so that its Haar measure $dx$ is both left- and right-invariant. Let $U$ be a (nonempty) open set in $L'$ and $F$ a complex-valued function on $U$. We say that $F$ is locally summable if it is measurable with respect to the Haar measure and $\int_\omega |F(x)|\,dx < \infty$ for any compact set $\omega$ contained in $U$. Corresponding to any such $F$, we define a distribution $\tau_F$ on $U$ as follows:

$$\tau_F(f) = \int f(x)F(x)\,dx \quad (f \in C_0^\infty(U)).$$

If $\tau$ is a distribution (defined on some open set containing $U$) we say that $\tau = F$ on $U$ (or $\tau$ coincides with $F$ on $U$) if $\tau(f) = \tau_F(f)$ for every $f \in C_0^\infty(U)$. Let $D$ be a differential operator on $U$. Then there exists a uniquely determined differential operator $D^*$ on $U$ such that

$$\int (D^*f)g\,dx = \int f(Dg)\,dx \quad (f, g \in C_0^\infty(U)).$$

$D^*$ is called the adjoint of $D$. The mapping $D \mapsto D^*$ is obviously an anti-automorphism of order 2 of the algebra of all differential operators on $U$. In particular if $g \in C^\infty(U)$, $g^* = g$. Now if $\tau$ is a distribution and $D$ a differential operator on $U$, we define a distribution $D\tau$ by $(D\tau)(f) = \tau(D^*f)$ ($f \in C_0^\infty(U)$). In this way we get a representation of the algebra of differential operators on the space of distributions. $\tau$ is said to be an eigen-distribution of $D$ if $D\tau = c\tau$ where $c$ is a complex number. Let $\phi$ be the anti-automorphism of $\mathfrak{g}$ such that $\phi(X) = -X$ ($X \in \mathfrak{l}$). Then it is obvious that $X^* = \phi(X)$ if $X \in \mathfrak{l}$ and therefore $b^* = \phi(b)$ for all $b \in \mathfrak{g}$. Moreover if $U$ is an invariant set, it is easy to see that a differential operator $D$ on $U$ is invariant if and only if $D^*$ is invariant.

5. Differential operators on $\mathfrak{g}$. Now let us return to the notation of Lemma 7 and define $\mathfrak{g}$ as in the corollary to Lemma 8. Then $\mathfrak{g}$ is an open submanifold of the Lie group $M$. Let $\mathfrak{B}$ be the universal enveloping algebra of $\mathfrak{g}$ and $\mathfrak{M}$ the subalgebra of $\mathfrak{B}$ generated by $(1, m)$ where

$$m = \mathfrak{h} + \sum_{\alpha \in \Delta_{\mathfrak{p}}, \mathfrak{p}} (CX_{\alpha} + CX_{-\alpha}).$$

Then $\mathfrak{M}$ is the universal enveloping algebra of $\mathfrak{m}$ (see Lemma 21 of [6(b)]) and therefore $\mathfrak{B}$ and $\mathfrak{M}$ are certain algebras of differential operators on $G$ and $M$ respectively. For any $b \in \mathfrak{B}$ let $L_b$ and $R_b$ respectively denote the linear mappings $a \mapsto ba$ and $a \mapsto ab$ ($a \in \mathfrak{B}$) of $\mathfrak{B}$. $\phi$ being an indefinitely differentiable function on $G$, put $\Phi(x; m) = \phi(xmx^{-1})$ ($x \in G$, $m \in M$). Then $\Phi \in C^\infty(G \times M)$. 
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and if $X_1, \ldots, X_r \in \mathfrak{g}_0$ and $H_1, \ldots, H_s \in m_0 = m \cap \mathfrak{g}_0$, we have

$$\Phi(x, X_1 X_2 \cdots \cdot X_r; m, H_1 H_2 \cdots \cdot H_s)$$

$$= \left\{ \frac{\partial^{r+s}}{\partial u_1 \cdots \partial u_i \partial t_1 \cdots \partial t_s} \phi(x y(u) mm(t) (y(u))^{-1} x^{-1}) \right\}_{u_i = t_j = 0}$$

where $y(u) = \exp u_1 X_1 \cdots \exp u_r X_r$ and $m(t) = \exp t_1 H_1 \cdots \exp t_s H_s$ $(u_i, t_j \in \mathbb{R})$. Therefore, as a simple induction shows,

$$\Phi(x, X_1 X_2 \cdots \cdot X_r; m, H_1 H_2 \cdots \cdot H_s) = \phi(x m x^{-1}, w^z)$$

where

$$w = (L_{\text{Ad}(m^{-1})} X_1 - R_{X_1}) \cdots (L_{\text{Ad}(m^{-1})} X_r - R_{X_r})(H_1 \cdots H_s).$$

This suggests the lemma below. Let $\mathfrak{B} \times \mathfrak{M}$ denote the tensor product of $\mathfrak{B}$ and $\mathfrak{M}$ and $S(q)$ and $S(g)$ the symmetric algebras over $q$ and $g$ respectively (see [6(c), §2]). Then $S(q) \subseteq S(g)$. Put $\mathfrak{O} = \lambda(S(q))$ where $\lambda$ is the canonical mapping [6(c), p. 192] of $S(g)$ onto $\mathfrak{B}$. Then if $m \in M$, it is obvious that $\text{Ad}(m) \mathfrak{O} = \mathfrak{O}$. Let $S_r(g)$ be the space of those elements in $S(g)$ which are homogeneous of degree $r$. We call an element $b \in \mathfrak{B}$ homogeneous of degree $r$ if $b \in \lambda(S_r(g))$ and of degree $\leq r$ if $b \in \sum_{0 \leq r \leq r} \lambda(S_d(g))$. Similarly we say that an element in $\mathfrak{B} \times \mathfrak{M}$ is of total degree $\leq r$ if it lies in the space $\sum_{d+e \leq r} \mathfrak{B}_d \times \mathfrak{M}_e$ where $\mathfrak{B}_d$ and $\mathfrak{M}_e$ respectively are the subspaces of $\mathfrak{B}$ and $\mathfrak{M}$ consisting of homogeneous elements of degrees $d$ and $e$.

**Lemma 15.** For each $m \in M$ there exists a unique linear mapping $\Gamma_m$ of $\mathfrak{B} \times \mathfrak{M}$ into $\mathfrak{B}$ such that $\Gamma_m(1 \times \nu) = \nu$ and

$$\Gamma_m(X_1 X_2 \cdots \cdot X_r \times \nu) = (L_{\text{Ad}(m^{-1})} X_1 - R_{X_1}) \cdots (L_{\text{Ad}(m^{-1})} X_r - R_{X_r}) \nu$$

for all $X_1, \ldots, X_r \in \mathfrak{g}$ and $\nu \in \mathfrak{M}$. Moreover if $m \in \mathcal{M}$, $\Gamma_m$ defines a one-one mapping of $\mathfrak{O} \times \mathfrak{M}$ onto $\mathfrak{B}$.

The uniqueness of $\Gamma_m$ is obvious and so only the existence requires proof. Put

$$\gamma_m(X_1, \ldots, X_r; \nu) = L_{\text{Ad}(m^{-1})} X_1 - R_{X_1} \cdots (L_{\text{Ad}(m^{-1})} X_r - R_{X_r}) \nu$$

for $m \in M, X_1, \ldots, X_r \in \mathfrak{g}$ and $\nu \in \mathfrak{M}$. If $Y_1, \ldots, Y_n$ is a base for $\mathfrak{g}_0$ over $R$, it would be enough to prove that if

$$\sum_{j=0}^r \sum_{1 \leq i_1, \ldots, i_j \leq n} c_{i_1, i_2, \ldots, i_j} Y_{i_1} Y_{i_2} \cdots Y_{i_j} = 0 \quad (c_{i_1, \ldots, i_j} \in \mathbb{C})$$

then

$$\sum_{j=0}^r \sum_{1 \leq i_1, \ldots, i_j \leq n} c_{i_1, i_2, \ldots, i_j} \gamma_m(Y_{i_1}, \ldots, Y_{i_j}; \nu) = 0.$$
Now $\phi$ and $\Phi$ being as above, we have seen that
\[
\Phi(x, Y_{i_1} \cdots Y_{i_r}; m, \nu) = \phi(xm^{-1}, b^z) \quad (x \in G)
\]
where
\[
b = \gamma_m(Y_{i_1}, Y_{i_2}, \cdots, Y_{i_r}; \nu).
\]
Hence we conclude that
\[
0 = \sum_{j=0}^{r} \sum_{1 \leq i_1, \ldots, i_j \leq m} c_{i_1 \cdots i_j} \Phi(x, Y_{i_1} \cdots Y_{i_j}; m, \nu) = \phi(xm^{-1}, a^z)
\]
where
\[
a = \sum_{j=0}^{r} \sum_{1 \leq i_1, \ldots, i_j \leq m} c_{i_1 \cdots i_j} \gamma_m(Y_{i_1}, \cdots, Y_{i_j}; \nu).
\]
Putting $x = 1$, we get $\phi(m, a) = 0$. This being true for every $\phi \in C^\infty(G)$, it follows from Lemma 13 that $a = 0$.

Now we come to the second statement of the lemma. Put
\[
A(m) = (\text{Ad } (m^{-1}) - I)_Q
\]
and suppose $m \in M$. Let $B_s$ denote the space of all elements in $B$ of degree $\leq s$ and put $B_{-1} = \{0\}$. Then $B_s \mod B_{-1}$ ($s \geq 0$) is spanned by elements of the form $X_1X_2 \cdots X_s$ where $X_1, \ldots, X_s \in g$. Moreover if $(i_1, i_2, \ldots, i_s)$ is any permutation of $(1, 2, \ldots, s)$,
\[
X_1X_2 \cdots X_s - X_{i_1}X_{i_2} \cdots X_{i_s} \in B_{s-1}
\]
(see [6(a)]). Let $Q_d$ and $M_d$ be the sets of homogeneous elements of degree $d$ in $Q$ and $M$ respectively. We shall prove by induction on $s$ that
\[
\sum_{d+s \leq s} \Gamma_m(Q_d \times M_e) = B_s.
\]
If $Y_1, \ldots, Y_d \in q$ and $X_1, \ldots, X_s \in m$,
\[
\Gamma_m(Y_1 \cdots Y_d \times X_1 \cdots X_s)
\]
\[
= (L_{\text{Ad } (m^{-1})}Y_1 - R_Y) \cdots (L_{\text{Ad } (m^{-1})}Y_d - R_Y)(X_1 \cdots X_s).
\]
Put $D_X = L_X - R_X$ $(X \in g)$. Then since $D_XB_r \subset B_r$ ($r \geq 0$), it is clear that
\[
\Gamma_m(Y_1 \cdots Y_d \times X_1 \cdots X_s)
\]
\[
= (L_{A(m)}Y_1 + D_{Y_1}) \cdots (L_{A(m)}Y_d + D_{Y_d})(X_1 \cdots X_s)
\]
\[
= (A(m)Y_1) \cdots (A(m)Y_d)X_1 \cdots X_s \mod B_{d+e-1}.
\]
This shows that $\Gamma_m(Q_d \times M_e) \subset B_s$ if $d + e \leq s$. Conversely since $m \in M$, $A(m)$ is nonsingular and so every element in $q$ can be written in the form $A(m)Y$ ($Y \in q$). But elements of the form $Z_1 \cdots Z_dX_1X_2 \cdots X_s$ $(Z_1, \ldots, Z_d \in q,$
$X_1, \ldots, X_s \in m$) with $d+e=s$ span $\mathfrak{B}_s$ mod $\mathfrak{B}_{s-1}$ and the order of the factors is immaterial mod $\mathfrak{B}_{s-1}$. Therefore

$$\sum_{d+e=s} \Gamma_m(\mathfrak{Q}_d \times \mathfrak{M}_e) + \mathfrak{B}_{s-1} \supset \mathfrak{B}_s$$

and so our assertion followed by induction hypothesis. Moreover since $q$ is the direct sum of $q$ and $m$, $\mathfrak{B}_s$ and $\sum_{d+e=s} \mathfrak{Q}_d \times \mathfrak{M}_e$ have the same dimension (see Lemma 12 of [6(c)]). Therefore $\Gamma_m$ must be one-one.

**Corollary.** If $\nu_1, \nu_2 \in \mathfrak{M}$, then $\Gamma_m(\nu_1 \times \nu_2) \in \mathfrak{M}(m \in M)$ and

$$\Gamma_m(b \nu_1 \times \nu_2) = \Gamma_m(b \times \Gamma_m(\nu_1 \times \nu_2))$$

$(b \in \mathfrak{B})$.

It would be enough to consider the case when $\nu_1 = X_1 X_2 \cdots X_d$ and $b = Z_1 Z_2 \cdots Z_r$ where $X_1 \cdots X_d \in m$ and $Z_1, \ldots, Z_r \in q$. But then our assertions follow directly from the definition of $\Gamma_m$.

Let $f$ be a mapping of an analytic manifold $V$ into a vector space $U$. We say that $f$ is analytic if for every linear function $\mu$ on $U$ the function $p \mapsto \mu(f(p))$ ($p \in V$) is analytic on $V$. Put $d_+(m) = \det(\text{Ad}(m^{-1}) - I)_q$ ($m \in M$). (In case $q = \{0\}$, we have to put $d_+(m) = 1$.)

**Lemma 16.** For each $b \in \mathfrak{B}$ there exists a nonnegative integer $r$ and an analytic mapping $\gamma_b$ of $M$ into $\mathfrak{Q} \times \mathfrak{M}$ such that

$$\Gamma_m(\gamma_b(m)) = (d_+(m))^r b$$

$(m \in M)$.

Moreover if the degree of $b$ is $\leq s$, the total degree of $\gamma_b(m)$ is also $\leq s$.

We shall use induction on $s$. It is obviously sufficient to consider the case when

$$b = Y_1 Y_2 \cdots Y_d X_1 X_2 \cdots X_s$$

where $Y_1, \ldots, Y_d \in q$, $X_1, \ldots, X_s \in m$ and $d+e=s$. Let $P(t, m)$ denote the characteristic polynomial of $A(m) = (\text{Ad}(m^{-1}) - I)_q$ in the indeterminate $t$. Then if $q = \dim q$,

$$P(t, m) = t^q - \sigma_1(m) t^{q-1} + \cdots + (-1)^q \sigma_q(m)$$

where $\sigma_1, \ldots, \sigma_q$ are analytic functions on $M$ and $\sigma_q(m) = d_+(m)$. Put

$$B(m) = (-1)^{q+1} \{ (A(m))^q - \sigma_1(m)(A(m))^{q-1} + \cdots + (-1)^{q-1} \sigma_{q-1}(m) I_q \}$$

where $I_q$ is the identity mapping of $q$. Then $B(m) A(m) = d_+(m) I_q$. Put $Z_i = B(m) Y_i$ so that $A(m) Z_i = d_+(m) Y_i$ ($i = 1, \ldots, d$). Also let

$$Q(m) = (d!)^{-1} \sum Z_i Z_{i_2} \cdots Z_{i_d}$$

where the sum extends over the permutations $(i_1, \ldots, i_d)$ of $(1, 2, \ldots, d)$. Then it is clear that
\[ \Gamma_m(Q(m) \times X_1 \cdots X_s) \equiv (d_+(m))^d Y_1 Y_2 \cdots Y_d X_1 \cdots X_s \mod \mathcal{B}_{s-1}. \]

Hence
\[ b_0(m) = (d_+(m))^d b - \Gamma_m(Q(m) \times X_1 \cdots X_s) \in \mathcal{B}_{s-1}. \]

and in view of the definition of \( \Gamma_m \) it is obvious that \( m \mapsto b_0(m) \) is an analytic mapping of \( M \) into \( \mathcal{B}_{s-1} \). Therefore if \( b_1, \ldots, b_N \) is a base for \( \mathcal{B}_{s-1} \),
\[ b_0(m) = \sum_{i=1}^{N} a_i(m)b_i \]

where \( a_i(m) \) are analytic functions on \( M \). Now by induction hypothesis we can choose integers \( r_i \geq 0 \) and analytic mappings \( \gamma_i \) of \( M \) into \( \mathcal{Q} \times \mathcal{M} \) such that
\[ \Gamma_m(\gamma_i(m)) = (d_+(m))^r_i b_i \quad (i = 1, \ldots, N) \]

and the total degree of \( \gamma_i(m) \) is \( \leq s - 1 \) \( (m \in M) \). Put \( r = \max_{1 \leq i \leq N} (d, r_i) \) and
\[ \gamma_b(m) = (d_+(m))^{r-d} Q(m) \times X_1 \cdots X_s + \sum_{i=1}^{N} a_i(m)(d_+(m))^{r-r_i}\gamma_i(m). \]

Then \( \gamma_b \) is an analytic mapping of \( M \) into \( \mathcal{B} \),
\[ \Gamma_m(\gamma_b(m)) = (d_+(m))^r b \]

and the total degree of \( \gamma_b(m) \) is \( \leq s \) \( (m \in M) \). This proves the lemma.

Now put \( \mathcal{Q}' = \sum_{d \geq 1} \mathcal{Q}_d \) and let \( m \in 'M \). Then if \( b \in \mathcal{B} \), it follows from Lemma 15 that there is a unique element \( \delta_m(b) \in \mathcal{M} \) such that
\[ b - \delta_m(b) = b - \Gamma_m(1 \times \delta_m(b)) \in \Gamma_m(\mathcal{Q}' \times \mathcal{M}). \]

Moreover in view of Lemma 16, \( m \mapsto \delta_m(b) \) is an analytic mapping of \( 'M \) into \( \mathcal{M} \). Therefore it is obvious that there exists a (unique) analytic differential operator \( \delta(b) \) on \( 'M \) such that \( \delta_m(b) \) is its local expression at any point \( m \in 'M \).

**Lemma 17.** If \( a \in \mathcal{B} \) and \( m \in M \),
\[ (\delta(a))^m = \delta(a^m). \]

For any \( m \in M \), the mappings \( q \mapsto q^m \) and \( \nu \mapsto \nu^m \) \( (q \in \mathcal{Q}, \nu \in \mathcal{M}) \) are linear isomorphisms of \( \mathcal{Q} \) and \( \mathcal{M} \) respectively onto themselves. Hence there exists a linear isomorphism of \( \mathcal{Q} \times \mathcal{M} \) onto itself which maps \( q \times \nu \) onto \( q^m \times \nu^m \). We denote it again by \( \text{Ad}(m) \). On the other hand it is obvious from the definition of \( \Gamma_m(m_1 \in M) \) that
\[ \text{Ad}(m)(\Gamma_m(a \times \nu)) = \Gamma_{m_1}(a^m \times \nu^m) \]

for \( a \in \mathcal{B} \) and \( \nu \in \mathcal{M} \). So in particular if \( m_1 \in 'M \),
\[ a = \Gamma_m(1 \times \delta_m(a)) \in \Gamma_m(\mathcal{O}' \times \mathcal{M}) \]

and therefore
\[ a^m = \text{Ad}(m)(\Gamma_m(1 \times \delta_m(a))) \in \Gamma_{mm^{-1}}(\mathcal{O}' \times \mathcal{M}) \]

since \( \text{Ad}(m)(\mathcal{O}' \times \mathcal{M}) = \mathcal{O}' \times \mathcal{M} \). This shows that
\[ \delta_{mm^{-1}}(a^m) = \text{Ad}(m)(\delta_m(a)) \]

and therefore it follows from Lemma 14 that \( (\delta(a))^m = \delta(a^m) \).

**Corollary.** If \( a \) is an element in \( B \) such that \( a^m = a \) for all \( m \in M \), then \( \delta(a) \) is an invariant differential operator on \( 'M \).

This is an immediate consequence of Lemma 17.

6. The relationship between invariants of the Weyl group and certain differential operators. Let \( z \) be an element in the center of \( B \). We shall now try to determine the differential operator \( \delta(z) \) on \( 'M \). Let us first recall a few facts about reductive Lie algebras (see Koszul [9]). Let \( I \) be a reductive Lie algebra over \( C \) and let \( c \) and \( I' \) respectively denote the center and the derived algebra of \( I \). Then \( I' \) is semisimple and if \( I \) is a Cartan subalgebra of \( I \), it is obvious that \( I = c + I' \) where \( I' = \Gamma \cap I' \) is a Cartan subalgebra of \( I' \). By a root of \( I \) (with respect to \( \Gamma \)) we mean a root \( \alpha \) of \( I' \) (with respect to \( \Gamma' \)). We extend \( \alpha \) to a linear function on \( \Gamma \) by setting \( \alpha(H) = 0 \) (\( H \in c \)). Let \( w \) be the Weyl group of \( I' \) with respect to \( \Gamma' \). If \( s \in w \) we also extend \( s \) to a linear transformation on \( \Gamma \) by setting \( sH = H \) (\( H \in c \)). For every root \( \alpha \) choose an element \( X_\alpha \neq 0 \) such that \( [H, X_\alpha] = \alpha(H)X_\alpha \) for all \( H \in \Gamma \). Introduce some lexicographic order among roots and let \( \alpha_1, \ldots, \alpha_r \) be all the (distinct) positive roots under this order. Denote by \( \mathfrak{g} \) the universal enveloping algebra of \( I \) and by \( \mathfrak{u} \) the subalgebra of \( \mathfrak{g} \) generated by \( (1, \Gamma) \). Let \( u \to u^s \) \((u \in \mathfrak{u})\) denote the automorphism of \( \mathfrak{u} \) which coincides with \( s \) on \( \Gamma (s \in \mathfrak{w}) \).

**Lemma 18.** Let \( \mathcal{B} \) be the center of \( \mathfrak{g} \). Then for every \( z \in \mathcal{B} \) there exists a unique element \( \gamma'(z) \in \mathfrak{u} \) such that \( z - \gamma'(z) \in \sum_{i=1}^r \mathfrak{g}X_{\alpha_i} \). Furthermore \( z \to \gamma'(z) \) \((z \in \mathcal{B})\) is an algebraic isomorphism of \( \mathcal{B} \) into \( \mathfrak{u} \).

If \( c = \{0\} \) this is the same as Lemma 36 of [6(b)]. The proof in the general case also is practically the same and so we shall not repeat it here.

Let us say that an element \( u \in \mathfrak{u} \) is an invariant (of \( w \)) if \( u^s = u \) for all \( s \in \mathfrak{w} \). Let \( J \) denote the subalgebra of \( \mathfrak{u} \) consisting of all invariants. Put \( \rho = (\alpha_1 + \cdots + \alpha_r)/2 \) and let \( \lambda \) denote the automorphism of \( \mathfrak{u} \) given by \( \lambda(H) = H - \rho(H) (H \in \Gamma) \). Define \( \gamma(z) = \lambda(\gamma'(z)) \) \((z \in \mathcal{B})\).

**Lemma 19.** \( z \to \gamma(z) \) \((z \in \mathcal{B})\) is an algebraic isomorphism of \( \mathcal{B} \) onto \( J \).

If \( c = \{0\} \) this follows from the results of [6(b), Part II, see equation (13) p. 71 and Lemmas 38 and 39]. In the general case let \( \mathfrak{c}, \mathfrak{g}' \) and \( \mathfrak{u}' \) be the sub-
algebras of $\mathfrak{g}$ generated by $(1, c), (1, \Gamma')$ and $(1, \Gamma')$ respectively. Then $\mathfrak{g} = \mathfrak{g}', \mathfrak{g} = \mathfrak{g}' \mathfrak{C}$ and $J = J' \mathfrak{C}$ where $\mathfrak{g}'$ is the center of $\mathfrak{g}'$ and $J = J \cap \mathfrak{g}'$. Since $\gamma(c) = c$ ($c \in \mathfrak{C}$) our assertion now follows from the corresponding result for $\mathfrak{l}'$.

For every automorphism $\tau$ of $\mathfrak{l}$ let $b \rightarrow b^\tau$ ($b \in \mathfrak{g}$) denote the corresponding automorphism of $\mathfrak{g}$.

**Lemma 20.** The mapping $\gamma$ defined above is independent of the lexicographic order of roots used in its definition. If $\tau$ is any automorphism of $\mathfrak{l}$ which leaves $\Gamma$ invariant, then $\gamma(z^\tau) = (\gamma(z))^\tau$ ($z \in \mathfrak{g}$). Finally let $b \rightarrow b^*$ ($b \in \mathfrak{g}$) denote the antiautomorphism of $\mathfrak{g}$ which maps $X$ on $-X$ ($X \in \mathfrak{l}$). Then $\gamma(z^*) = (\gamma(z))^*$. ($z \in \mathfrak{g}$).

Let $\beta$ be a linear function on $V$ and $\tau$ an automorphism of $\mathfrak{l}$ such that $\tau \Gamma = \Gamma$. Then we denote by $\tau \beta$ the function $H \rightarrow \beta(\tau^{-1}H)$ ($H \in \Gamma$). If $\alpha$ is a root, it is obvious that $\tau \alpha$ is also a root and $\tau X_{\alpha} \subseteq C \tau X_{\alpha}$. Now first suppose $\tau$ permutes the positive roots ($\alpha_1, \cdots, \alpha_r$) among themselves. Then $\tau \rho = \rho$ and if $\nu$ is the automorphism of $\mathfrak{U}$ given by $\nu(H) = H + \rho(H)$ ($H \in \Gamma$), $\nu$ commutes with $\tau$ (if the latter is regarded as an automorphism of $\mathfrak{U}$). Now let $z \in \mathfrak{g}$. Then $z - \nu(\gamma(z)) \in \sum_{i-1} \mathfrak{g} X_{\alpha_i}$ from the definition of $\gamma$. Hence

$$z^\tau - (\nu(\gamma(z))^\tau) = z^\tau = \nu((\gamma(z))^\tau) \in \sum_{i-1} \mathfrak{g} \tau X_{\alpha_i} = \sum_{i-1} \mathfrak{g} X_{\alpha_i}.$$ 

Since $z^\tau \in \mathfrak{g}$, it follows from Lemma 19 that $\nu(\gamma(z^\tau)) = \nu((\gamma(z))^\tau)$ and therefore $\gamma(z^\tau) = (\gamma(z))^\tau$. Now suppose $\tau$ is any automorphism of $\mathfrak{l}$ leaving $\Gamma$ invariant. Then $(\tau \alpha_1, \cdots, \tau \alpha_r)$ is the set of positive roots in a suitable lexicographic order and hence there exists(?) an element $s \in \mathfrak{W}$ such that $(s \alpha_1, \cdots, s \alpha_r)$ and $(\tau \alpha_1, \cdots, \tau \alpha_r)$ are the same apart from order. As is well known $s$ can be extended to an “inner” automorphism(8) of $\mathfrak{l}$. Then $z^* = z$ ($z \in \mathfrak{g}$) and $\tau' = \tau s^{-1}$ permutes ($\alpha_1, \cdots, \alpha_r$) among themselves. But then $z^* = z^\tau'$ and $(\gamma(z))^\tau' = (\gamma(z))^\tau$ since $(\gamma(z))^* = \gamma(z)$ ($z \in \mathfrak{g}$). Hence in view of the above proof,

$$\gamma(z^\tau) = \gamma(z^*\tau') = (\gamma(z))^\tau' = (\gamma(z))^\tau.$$ 

Now put $\nu = \tau \nu \tau^{-1}$ ($\tau$ being regarded as an automorphism of $\mathfrak{U}$). Then $\nu(H) = H + \tau \rho(H)$ ($H \in \Gamma$) and $\nu(\gamma(z^\tau)) = (\nu(\gamma(z))^\tau)$. This shows that

$$z^\tau - \nu(\gamma(z^\tau)) = (z - \nu(\gamma(z))^\tau) \in \sum_{i-1} \mathfrak{g} X_{\tau \alpha_i}.$$ 

Replacing $z$ by $z^\tau$, we get

(?) This follows from the fact that one fundamental system of roots can be transformed into every other (apart from order) by an element of $\mathfrak{W}$ (see Weyl [14(b)] and [6(f), Corollary 2 to Lemma 4]).

(8) This means that there exists a transformation of the adjoint group of $\mathfrak{l}$ which coincides with $s$ on $\Gamma$ (see Weyl [14(b)]).
Now \((\alpha'_1, \ldots, \alpha'_r)\) being the set of all positive roots in any other order, put \(\rho' = (\alpha'_1 + \cdots + \alpha'_r)/2\) and let \(\nu'\) be the automorphism of \(U\) given by \(\nu'(H) = H + \rho'(H)\) \((H \in \Gamma)\). Then in order to prove the first statement of the lemma, we have to show that

\[
z - \nu'(\gamma(z)) \in \sum_{i=1}^r (\mathfrak{g}) X_{\alpha'_i}, \quad (z \in \mathfrak{g}).
\]

But, as has already been mentioned above, we can choose an element \(s \in \mathfrak{w}\) such that the two sets \((\alpha'_1, \ldots, \alpha'_r)\) and \((s\alpha'_1, \ldots, s\alpha'_r)\) are the same. Then \(\rho' = s\rho\) and therefore \(\nu' = \nu_s\) and

\[
z - \nu'(\gamma(z)) = z - \nu_s(\gamma(z)) \in \sum_{i=1}^r (\mathfrak{g}) X_{s\alpha_i} = \sum_{i=1}^r (\mathfrak{g}) X_{\alpha'_i}.
\]

Now we come to the last part. One proves without difficulty by using the notion of rank (see [6(b), p. 79]) that actually

\[
z - \nu(\gamma(z)) \in \sum_{1 \leq i, j \leq r} (\mathfrak{g}) X_{-\alpha_i} (\mathfrak{g}) X_{\alpha_j}. \quad (z \in \mathfrak{g}).
\]

Hence

\[
z^* - (\nu(\gamma(z))^*) \in \sum_{1 \leq i, j \leq r} (\mathfrak{g}) X_{\alpha_i} (\mathfrak{g}) X_{-\alpha_i}.
\]

Define the automorphism \(\nu^*\) of \(U\) by \(\nu^*(u) = (\nu(u^*))^*\) \((u \in \mathfrak{u})\). Then \(\nu^*(H) = H - \rho(H)\) \((H \in \Gamma)\) and if we replace \(z\) by \(z^*\) in the above equation, we have

\[
z - \nu^*((\gamma(z^*))^*) \in \sum_{1 \leq i, j \leq r} (\mathfrak{g}) X_{\alpha_i} (\mathfrak{g}) X_{-\alpha_i}.
\]

On the other hand it is obvious that under a suitable order \((-\alpha_1, \ldots, -\alpha_r)\) is the set of all positive roots. Since \(- (\alpha_1 + \cdots + \alpha_r)/2 = -\rho\), it follows from what has been proved above that

\[
z - \nu^*(\gamma(z)) \in \sum_{i=1}^r (\mathfrak{g}) X_{-\alpha_i}.
\]

This shows that \(\gamma(z) = (\gamma(z^*))^*\) and therefore \(\gamma(z^*) = (\gamma(z))^*\) \((z \in \mathfrak{g})\).

**COROLLARY.** If \(\tau\) is any anti-automorphism of \(\mathfrak{g}\) such that \(\Gamma = \Gamma' = \Gamma\), then \(\gamma(z^*) = (\gamma(z))^*\) \((z \in \mathfrak{g})\).

The mapping \(b \rightarrow (b^r)^*\) is obviously an automorphism of \(\mathfrak{g}\) which leaves \(I\) and \(\Gamma\) invariant. Hence the corollary follows from the above lemma.

We shall now apply Lemma 19 to our problem. Let \(\mathfrak{g}\) and \(\mathfrak{g}_M\) denote the centers of \(\mathfrak{B}\) and \(\mathfrak{M}\) respectively and \(U\) the subalgebra of \(\mathfrak{B}\) generated by
Let $\mathfrak{g}$ be the Weyl group of $\mathfrak{g}$ (with respect to $\mathfrak{h}$) and $\mathfrak{W}_-$ the subgroup generated by the Weyl reflexions $s_\alpha$ corresponding to $\alpha \in \mathfrak{P}_-$. Also denote by $J$ and $J_-$ respectively the subalgebras of $\mathfrak{u}$ consisting of all invariants of $W$ and $W_-$. It is obvious that $m$ is reductive and $\mathfrak{h}$ is a Cartan subalgebra of $m$. Then in accordance with Lemma 19 we have the isomorphisms $z \rightarrow \gamma(z)$ $(z \in \mathfrak{g})$ and $w \rightarrow \gamma_-(w)$ $(w \in \mathfrak{g}_M)$ of $\mathfrak{g}$ and $\mathfrak{g}_M$ onto $J$ and $J_-$ respectively. Since $J \subset J_-$, there exists an isomorphism $z \rightarrow \mu(z)$ of $\mathfrak{g}$ into $\mathfrak{g}_M$ such that $\gamma(z) = \gamma_-(\mu(z))$. The significance of $\mu$ is expressed by the theorem below.

First let us recall that $d_{+}(m) = \det (\text{Ad}(m^{-1}) - I)_q \neq 0$ if $m \in \mathcal{M}$ and therefore $|d_+|^{1/2}$ and $|d_+|^{-1/2}$ are analytic functions on $\mathcal{M}$. Moreover $\mu(z)$, being an element of $\mathfrak{m}$, is a differential operator on $\mathcal{M}$. Theorem 1. If $z \in \mathfrak{g}$ and $\tau$ is an invariant distribution on $\mathcal{M}$, then

$$\delta(z) \tau = |d_+|^{-1/2} \mu(z)(|d_+|^{1/2} \tau).$$

Let $D = |d_+|^{-1/2} \mu(z) \circ |d_+|^{1/2}$ where $\circ$ denotes the operator product. It is clear from Lemma 7 that $|d_+|^{-1/2}, \mu(z), |d_+|^{1/2}$ are all invariant differential operators on $\mathcal{M}$. Therefore $D$ is also invariant. Also $\delta(z)$ is invariant from the corollary to Lemma 13. Put $\Theta = \delta(z) - D$. We have to show that $\tau(\Theta^*f) = 0$ for any $f \in C_c^0(\mathcal{M})$. Let $M^*$ be the analytic subgroup of the adjoint group of $g_0$ corresponding to $m_0$. Then $M^*$ is compact. Put $g^* = g^m$ $(g \in C_c^0(\mathcal{M}), m^* \in M^*)$ where $m$ is any element in $\mathcal{M}$ (see Lemma 7 for notation) whose image in $M^*$ is $m^*$. Moreover normalize the Haar measure $dm^*$ on $M^*$ in such a way that $\int_{M^*} dm^* = 1$. Then since $\tau$ and $\Theta^*$ are both invariant, it is clear that

$$\tau(\Theta^*f) = \tau((\Theta^*f)^m) = \tau(\Theta^*(f^m)) = \tau(\Theta^*f^m)$$

where

$$f^m(m) = \int_{M^*} f^m(m) dm^* \quad (m \in \mathcal{M}).$$

Since $f^m \in I_c^0(\mathcal{M})$, it would be enough to prove that $\Theta^*g = 0$ for every $g \in I_c^0(\mathcal{M})$. On the other hand if $dm$ is the Haar measure of $M$ and $f \in C_c^0(\mathcal{M}), g \in I_c^0(\mathcal{M})$, it is evident that

$$\int f \Theta^*gd\mathcal{M} = \int f \Theta^*gd\mathcal{M} = \int (\Theta^*f)g d\mathcal{M}$$

where $f^m$ is defined as above. Hence it is sufficient to prove the following lemma.

Lemma 21. If $f \in I_c^0(\mathcal{M})$, $\Theta f = 0$.

$G'$ being the set of regular elements in $G$, put $A' = A \cap G'$. Since $\Theta f$
If $h \in A'$, $\Gamma_h$ defines a one-one mapping $\mathfrak{z} \times U$ onto $\mathfrak{y}$ and also a one-one mapping of $\mathfrak{z}_- \times U$ onto $M$.

The proof of these statements is exactly parallel to that of Lemma 9. We note that $\mathfrak{y} = \mathfrak{z} \mathfrak{u} + \mathfrak{z} \mathfrak{b}$ and in view of the corollary to Lemma 15,

$$\Gamma_h(\mathfrak{z} \mathfrak{u} + \mathfrak{z} \mathfrak{b}) = \Gamma_h(\mathfrak{z} \mathfrak{u} + \Gamma_h(\mathfrak{z} \mathfrak{b} \times U)) = \{0\} \quad (h \in A)$$

since $\Gamma_h(\mathfrak{z} \times U) = \{0\}$. Hence applying the same corollary once again, we get

$$\Gamma_h(\mathfrak{z} \times U) = \Gamma_h(\mathfrak{z} \times U) \subset \Gamma_h(\mathfrak{z} \times U).$$

This proves that

$$\Gamma_h(\mathfrak{z} \times U) = \Gamma_h(\mathfrak{z} \times U) \quad (h \in A)$$

where $\mathfrak{z}' = \mathfrak{z}$. Similarly $\Gamma_h(\mathfrak{z} \times U) = \Gamma_h(\mathfrak{z} \times U)$ where $\mathfrak{z}' = \mathfrak{z}$. For each root $\alpha$ let $\xi_\alpha$ be the character of $A$ given by $\text{Ad}(h)X_\alpha = \xi_\alpha(h)X_\alpha$ $(h \in A)$ and consider the multiplicative group $\mathfrak{z} \mathfrak{z}_-$ generated by all $\xi_\alpha$. Also let $\mathfrak{z}_-$ be the subgroup of $\mathfrak{z}_-$ generated by $\xi_\alpha$ $(\alpha \in \mathfrak{z}_-)$. We denote by $\mathfrak{z}$ the space of finite linear combinations of characters in $\mathfrak{z}_-$ with coefficients in $C$. Obviously $\mathfrak{z}$ is a ring under ordinary multiplication and the subspace $\mathfrak{z}_-$ spanned by $\mathfrak{z}_-$ is a subring of $\mathfrak{z}$. Put

$$d(h) = \text{det} \left( \text{Ad}(h^{-1}) - I \right)_\mathfrak{z} \quad d_-(h) = \text{det} \left( \text{Ad}(h^{-1}) - I \right)_{\mathfrak{z}_-}$$

where the subscripts denote restrictions to the corresponding subspace.

**Lemma 23.** For each $b \in \mathfrak{y}$ we can choose elements $v_1, \ldots, v_N \in \mathfrak{z} \times U$, $\xi_1, \ldots, \xi_N \in \mathfrak{z}$ and an integer $r \geq 0$ such that

$$\Gamma_h \left( \sum_{i=1}^N \xi_i(h)v_i \right) = (d(h))^rb$$

for all $h \in A$.

Define $\mathfrak{y}_s$ $(s \geq -1)$ as in the proof of Lemma 15 and suppose $b \in \mathfrak{y}_s$ $(s \geq 0)$. We shall use induction on $s$. Let $X_1, \ldots, X_n$ be a base of $\mathfrak{g}$ consisting of the
elements $X_\alpha, X_{-\alpha}$ $(\alpha \in P)$ and a base of $\mathfrak{h}$. Then it is obviously sufficient to consider the case when $b = Y_1 Y_2 \cdots Y_s$ where each $Y_i$ is equal to some $X_j$. Since the order of the factors is immaterial mod $\mathfrak{B}_{s-1}$, we may assume that $Y_j \in \mathfrak{h}$ for $t < j \leq s$ while $Y_j \in \mathfrak{p}$ for $1 \leq j \leq t$. Also we may suppose that $t \geq 1$ for otherwise if $t = 0$, $b \in \mathfrak{u}$ and $\Gamma_h(1 \otimes b) = b$ ($h \in A$). Put $Y_{t+1} \cdots Y_s = u \in \mathfrak{u}$ ($u = 1$ if $t = s$) and let $\eta_i$ be the character of $A$ given by $\text{Ad}(h) Y_i = \eta_i(h) Y_i$ ($1 \leq i \leq t$). Then $\eta_i = \xi_\alpha$ for some root $\alpha$ and therefore $\eta_i(h) \neq 1$ if $h \in A'$. For any $j (1 \leq j \leq t)$ put $y_j = Y_j \cdots Y_t$. Then

\[
\Gamma_h(y_j \otimes u) = (L_{\text{Ad}(h^{-1})} Y_j - R_{y_j}) \Gamma_h(y_{j+1} \otimes u) = (\text{Ad}(h^{-1}) Y_j - Y_j) \Gamma_h(y_{j+1} \otimes u) + [Y_j, \Gamma_h(y_{j+1} \otimes u)]).
\]

Therefore it follows easily by induction on $t-j$ that for each $j$ we can choose elements $b_{ij} \in \mathfrak{B}_{s+t-j-1}$, $\xi_{ij} \in \mathbb{Z}$ ($1 \leq i \leq N_j$) such that

\[
\Gamma_h(y_j \otimes u) = \prod_{i \leq i \leq t} (\eta_i(h^{-1}) - 1) y_i U + \sum_{i=1}^{N_j} \xi_{ij}(h) b_{ij}.
\]

Putting $j = 1$ and $b_{i1} = b_i$, $\xi_{i1} = \xi_i$, $1 \leq i \leq N_1$,

\[
\Gamma_h(Y_1 \cdots Y_t \otimes u) = \prod_{i=1}^{t} (\eta_i(h^{-1}) - 1) b + \sum_{i=1}^{N_1} \xi_i(h) b_i.
\]

Also it is obviously possible to find an integer $k \geq 0$ and $\xi_0 \in \mathbb{Z}$ such that

\[
\xi_0(h) \prod_{1 \leq i \leq t} (\eta_i(h^{-1}) - 1) = (d(h))^k \quad (h \in A).
\]

Hence if we put $v_0 = (Y_1 Y_2 \cdots Y_t) \otimes u$,

\[
\Gamma_h(\xi_0(h)v_0) = (d(h))^k b + \sum_{i=1}^{N_1} \xi_0(h) \xi_i(h) b_i.
\]

Since $\mathbb{Z}$ is a ring and $b_j \in \mathfrak{B}_{s-1}$ ($1 \leq j \leq N_1$) our assertion now follows from the induction hypothesis.

If $b \in \mathfrak{B}$ and $h \in A'$, we conclude from Lemma 22 that there exists a unique element $\beta_h(b) \in \mathfrak{u}$ such that

\[
b - \beta_h(b) \in \Gamma_h(\mathfrak{B}' \otimes \mathfrak{u}) = \Gamma_h(\mathfrak{B'} \otimes \mathfrak{u}).
\]

Define $v_i$, $\xi_i$ and $r$ as in Lemma 23 and choose $u_i \in \mathfrak{u}$ such that $v_i - (1 \otimes u_i) \in \mathfrak{B'} \otimes \mathfrak{u}$. Then since $d(h)$ is never zero if $h \in A'$, it is clear that

\[
\beta_h(b) = (d(h))^{-r} \sum_{i=1}^{N} \xi_i(h) u_i \quad (h \in A').
\]

Thus we have obtained the following result.

\[\text{(*) If } a_1, a_2 \text{ are two elements of an associative algebra, we write } [a_1, a_2] = a_1 a_2 - a_2 a_1.\]
Corollary. If \( b \in \mathcal{B} \), it is possible to choose elements \( u_1, \ldots, u_N \in \mathcal{U} \), \( \xi_1, \ldots, \xi_N \in \Xi \) and an integer \( r \geq 0 \) such that

\[
\beta_h(b) = (d(h))^{-r} \sum_{i=1}^{N} \xi_i(h)u_i
\]

for all \( h \in A' \).

Now suppose \( b \in \mathcal{M} \) and \( h \in A' \). Then from Lemma 22 we can choose \( b_0 \in \mathcal{U} \) such that \( b - b_0 \in \Gamma_h(\mathcal{E} \times \mathcal{U}) \). But

\[
\Gamma_h(\mathcal{E} \times \mathcal{U}) \subset \Gamma_h(\mathcal{M} \times \mathcal{U})
\]

and so, in view of the uniqueness of \( \beta_h(b) \), we conclude that \( b_0 = \beta_h(b) \). Hence

\[
b - \beta_h(b) \in \Gamma_h(\mathcal{E} \times \mathcal{U}) = \Gamma_h(\mathcal{M} \times \mathcal{U}).
\]

The following lemma and corollary are proved in the same way as Lemma 23.

Lemma 24. For each \( b \in \mathcal{M} \) we can choose elements \( v_1, \ldots, v_N \in \mathcal{M} \times \mathcal{U} \), \( \xi_1, \ldots, \xi_N \in \Xi \) and an integer \( r \geq 0 \) such that

\[
\Gamma_h \left( \sum_{i=1}^{N} \xi_i(h)v_i \right) = (d_-(h))^{r}b
\]

for all \( h \in A \).

Corollary. If \( b \in \mathcal{M} \) it is possible to select elements \( u_1, \ldots, u_N \in \mathcal{U} \), \( \xi_1, \ldots, \xi_N \in \Xi \) and an integer \( r \geq 0 \) such that

\[
\beta_h(b) = (d_-(h))^{-r} \sum_{i=1}^{N} \xi_i(h)u_i
\]

for all \( h \in A' \).

We now regard \( A' \) as an open submanifold of the Lie group \( A \). It follows from the above results that for each \( b \in \mathcal{B} \) there exists an analytic differential operator \( \beta(b) \) on \( A' \) whose local expression at \( h \in A' \) is \( \beta_h(b) \).

Lemma 25. Suppose \( b \in \mathcal{M} \) and \( f \in \mathcal{I}^\infty(M) \). Then if \( h \in A' \),

\[
f(h, b) = f(h, \beta_h(b)).
\]

Since \( b - \beta_h(b) \in \Gamma_h(\mathcal{M} \times \mathcal{U}) \), it would be enough to prove that \( f(h, a) = 0 \) if \( a \in \Gamma_h(\mathcal{M} \times \mathcal{U}) \). It is clearly sufficient to consider the case when

\[
a = \Gamma_h(X_1 \cdots X_r, X_1H_1 \cdots H_s)
\]

where \( X_1, \ldots, X_r \in \mathcal{M} \cap \mathcal{G}_0 \) (\( r \geq 1 \)) and \( H_1, \ldots, H_s \in \mathcal{G}_0 \) (\( s \geq 0 \)). Put \( m(u) = \exp (u_1X_1) \cdots \exp (u_rX_r) \), \( h(t) = \exp (t_1H_1 + \cdots + t_sH_s) \) (\( u_s, t_j \in R \)). Then as we have seen in §5,
\[ f(h, a) = \{ (\partial^{r+1}/\partial u_1 \cdots \partial u_r \partial t_1 \cdots \partial t_s) f(m(u)hh(t)(m(u))^{-1}) \}_{u_i = t_j = 0}. \]

But since \( f \) is an invariant function and \( r \geq 1 \), the right-hand side is zero. This proves the lemma.

**Corollary.** Let \( g \) be the restriction on \( A' \) of a function \( f \in I^\omega ('M) \). Then if \( b \in B \), \( \delta(b)f \) coincides with \( \beta(b)g \) on \( A' \).

Let \( h \) be a point in \( A' \). Then \( g(h, \beta(b)) = g(h, \beta_h(b)) = f(h, \beta_h(b)) \) and \( f(h, \delta(b)) = f(h, \delta_h(b)) \). Therefore, in view of the above lemma, it would be enough to show that \( \beta_h(\delta_h(b)) = \beta_h(b) \). But

\[ b - \delta_h(b) \in \Gamma_h(\mathcal{O}' \times \mathcal{M}) \]

and \( \mathcal{M} = \Gamma_h(\mathcal{O}_- \times \mathcal{U}) \) from Lemma 22. Therefore

\[ \Gamma_h(\mathcal{O}' \times \mathcal{M}) = \Gamma_h(\mathcal{O}' \times \Gamma_h(\mathcal{O}_- \times \mathcal{U})) \]

\[ = \Gamma_h(\mathcal{O}' \mathcal{O}_- \times \mathcal{U}) \subset \Gamma_h(\mathcal{O}' \times \mathcal{U}) \]

from the corollary to Lemma 15. On the other hand

\[ b - \delta_h(\delta_h(b)) \in \Gamma_h(\mathcal{O}' \times \mathcal{U}) \]

and therefore

\[ b - \beta_h(\delta_h(b)) \in \Gamma_h(\mathcal{O}' \times \mathcal{U}) \]

This proves that \( \beta_h(b) = \beta_h(\delta_h(b)) \).

8. **Determination of \( \beta(z) \) in terms of the invariants.** As before (§6) let \( \mathcal{W} \) and \( \mathcal{W}_- \) respectively be the Weyl groups of \( \mathfrak{g} \) and \( \mathfrak{m} \) (relative to \( \mathfrak{h} \)) and let \( J \) and \( J_- \) be the corresponding subalgebras of invariants of \( \mathfrak{U} \). In §6 we have defined the isomorphisms \( \gamma \) and \( \gamma_- \) of \( \mathcal{J} \) and \( \mathcal{J}_- \) onto \( J \) and \( J_- \) respectively. (We recall that \( \mathcal{J}_M \) is the center of \( \mathcal{M} \).) The operators \( \beta(z) \) and \( \beta(w) \) can be expressed in terms of \( \gamma(z) \) and \( \gamma_-(w) \) \((z \in \mathcal{J}, w \in \mathcal{J}_M)\) as follows.

**Theorem 2.** If \( z \in \mathcal{J} \) and \( w \in \mathcal{J}_M \) then

\[ \beta(z) = |d|^{-1/2} \gamma(z) \circ |d|^{1/2}, \quad \beta(w) = |d_+|^{-1/2} \gamma_-(w) \circ |d_+|^{1/2} \]

as differential operators on \( A' \). (Here \( \circ \) denotes operator product.)

Assuming this for a moment, we shall now prove Lemma 21 and thus complete the proof of Theorem 1. Let \( z \in \mathcal{J} \) and \( f \in I^\omega ('M) \). Then as we have seen in §6, it is enough to prove that \( \Theta f \) is zero on \( A' \). Let \( g \) denote the restriction of \( f \) on \( A' \). Then by the corollary to Lemma 25 and Theorem 2, \( \delta(z)f \) coincides on \( A' \) with \( \beta(z)g = |d|^{-1/2} \gamma(z)(|d|^{1/2}g) \). On the other hand \( \gamma_-(\mu(z)) = \gamma(z) \). Therefore again from Theorem 2 and the corollary to Lemma 25, \( |d_+|^{-1/2} \mu(z)(|d_+|^{1/2}f) \) coincides on \( A' \) with \( |d|^{-1/2} \gamma(z)(|d|^{1/2}g) \) since \( d = d_+d_- \). This proves that \( \Theta f \) vanishes identically on \( A' \).
We now come to the proof of Theorem 2. Put
\[ \Phi = \beta(z) - \left| d \right|^{-1/2} \gamma(z) \circ |d|^{1/2}, \]
\[ \Psi = \beta(w) - \left| d \right|^{-1/2} \gamma_-(w) \circ |d_-|^{1/2}. \]
Then we have to show that $\Phi = \Psi = 0$. Put $G^* = \text{Ad}(G) \cong G/Z$ and $x^* = \text{Ad}(x)$ ($x \in G$). It is obvious from its definition (see Lemma 15) that $\Gamma_m$ depends only on $m^*$ ($m \in M$) and therefore $\beta_k(b)$ ($b \in \mathfrak{g}$) only on $h^*$ ($h \in A'$). Since the same holds for $d(h)$ and $d_-(h)$, we can regard $\Phi$ and $\Psi$ as differential operators on $A'^*$ and it would clearly be enough to prove that $\Phi = \Psi = 0$ on $A'^*$. Let $G_0$ be any connected Lie group whose Lie algebra is $\mathfrak{g}_0$. Then the adjoint groups of $G$ and $G_0$ are the same and hence the above argument shows that it is permissible, for the proof of our theorem, to replace $G$ by $G_0$. Therefore if $G_c$ is the simply connected complex analytic group with the Lie algebra $\mathfrak{g}_0$, we may assume that $G$ is the real analytic subgroup of $G_c$ corresponding to $\mathfrak{g}_0$. Let $A_c$ and $M_c$ be the complex analytic subgroups which correspond to $\mathfrak{h}$ and $m$ respectively. Then we know from Lemmas 3 and 4 that $A \subset A_c$ and therefore (see Lemma 7) $M \subset M_c$. Now $\mathfrak{h}$, regarded as an additive group, is locally isomorphic to $A_c$ under the exponential mapping and so it is a complex Lie group whose Lie algebra is also $\mathfrak{h}$. Therefore elements of $U$ may now be considered as (holomorphic) differential operators on $\mathfrak{h}$. Let $\mathfrak{h}_1$ be the complete inverse image of $A$ (under the exponential mapping) in $\mathfrak{h}$. Then $\mathfrak{h}_1$ is closed and therefore it is a (real) Lie subgroup and its Lie algebra is $\mathfrak{h}_0$. Put
\[ \Delta(H) = \prod_{a \in P} \left( e^{a \alpha(H)/2} - e^{-a \alpha(H)/2} \right), \]
\[ \Delta_-(H) = \prod_{a \in P_-} \left( e^{a \alpha(H)/2} - e^{-a \alpha(H)/2} \right) \quad (H \in \mathfrak{h}). \]
Then it is obvious that
\[ d(\exp H) = (-1)^r \Delta(H)^2, \]
\[ d_-(\exp H) = (-1)^s \Delta_-(H)^2 \quad (H \in \mathfrak{h}_1) \]
where $r$ and $s$ are the numbers of roots in $P$ and $P_-$ respectively. For any function $\lambda$ on $\mathfrak{h}$ and $s \in W$, let $\lambda^s$ denote the function $H \mapsto \lambda(s^{-1}H)$ ($H \in \mathfrak{h}$). (If $\lambda$ is a linear function we write $s\lambda$ instead of $\lambda^s$.) Then for any root $\alpha$, $s\alpha$ is also a root and therefore $\Delta^s = \epsilon(s)\Delta$ where $\epsilon(s) = \pm 1$. Similarly if $s \in W_-$, it is clear that $\Delta_- = \epsilon_-(s)\Delta_-$ where again $\epsilon_-(s) = \pm 1$. But if $s_\alpha$ is the Weyl reflexion corresponding to a root $\alpha \in P_-$, it is known (see Weyl [14(b)]) that $\epsilon(s_\alpha) = \epsilon_-(s_\alpha) = -1$. Therefore since $\epsilon$ and $\epsilon_-$ are both homomorphisms, it follows that $\epsilon(s) = \epsilon_-(s)$ for all $s \in W_-$. This shows in particular that if
\[ \Delta_+(H) = \prod_{a \in P_0 \cup P_+} \left( e^{a \alpha(H)/2} - e^{-a \alpha(H)/2} \right) \quad (H \in \mathfrak{h}), \]
then $\Delta^s_+ = \Delta_+$ for all $s \in W_-$. (We shall need this result a little later in §10.)
Consider the open submanifold $\mathfrak{h}'$ of $\mathfrak{h}$ consisting of those points $H$ where $\Delta(H) \neq 0$. Then $\mathfrak{h}' = \mathfrak{h}' \cap \mathfrak{h}_1$ is the complete inverse image of $A'$. We regard $\mathfrak{h}'$ as an open submanifold of the real Lie group $\mathfrak{h}_1$. It is obvious that corresponding to any differential operator $D$ on $A'$ there exists exactly one differential operator $\overline{D}$ on $\mathfrak{h}'$ with the following property. If $f \in C^\infty(A')$ and $\overline{f}(H) = f(\exp H)$ $(H \in \mathfrak{h}')$, then $\overline{f}(H, \overline{D}) = f(\exp H, D)$. Moreover $\overline{D} = 0$ if and only if $D = 0$. Hence it would be sufficient to prove that $\overline{\Phi} = \overline{\Psi} = 0$. It is clear that

\[
\overline{\Phi} = \overline{\beta(z)} - \Delta^{-1} \gamma(z) \circ \Delta,
\]

\[
\overline{\Psi} = \overline{\beta(w)} - \Delta^{-1} \gamma_-(w) \circ \Delta_-
\]

Let $F$ and $F_-$ be the additive groups generated by the roots $\alpha$ in $P$ and $P_-$ respectively. Then it follows from the corollaries to Lemmas 23 and 24 that we can choose elements $\sigma_1, \ldots, \sigma_p \in F$, $\tau_1, \ldots, \tau_q \in F_-$, $u_1, \ldots, u_p$, $v_1, \ldots, v_q \in \mathfrak{u}$ and two integers $r, k \geq 0$ such that

\[
\overline{\Phi} = \Delta^{-r} \sum_{i=1}^p e^{i\sigma_i} u_i
\]

\[
\overline{\Psi} = \Delta_+^{-k} \sum_{j=1}^q e^{i\tau_j} v_j.
\]

Now suppose $\Phi \neq 0$. We may assume that $\sigma_1, \ldots, \sigma_p$ are all distinct and $u_i \neq 0$ $1 \leq i \leq p$. Let $\mathfrak{g}_R$ be the space consisting of all real linear combinations of the roots $\alpha$. Then a lexicographic order is defined in $\mathfrak{g}_R$ (see §2) and hence $F$ and $F_-$ are ordered groups. Let $\sigma_1$ be the highest element among $(\sigma_1, \ldots, \sigma_p)$. Put $p = 2^{-1} \sum_{\alpha \in F} \alpha$ and suppose $\nu$ is an irreducible representation of $\mathfrak{g}$ on a finite-dimensional space $V$ with the highest weight $\Lambda$. We denote the corresponding representations of $\mathfrak{g}$ and $G_c$ also by $\nu$. Let $\chi$ be the character of $\nu$ on $G_c$. Then if $\Lambda' = \Lambda + \rho$ one knows (see Weyl [14(a)]) that

\[
\chi(\exp H)\Delta(H) = \sum_{s \in \mathfrak{w}} \epsilon(s)e^{s\Lambda'(H)} \quad (H \in \mathfrak{h}).
\]

On the other hand $\chi(xy^{-1}) = \chi(y)$ $(x, y \in G_c)$ and so as we have seen during the proof of Lemma 25, $\chi(h, a) = 0$ if $h \in A$ and $a \in \Gamma(h(\mathfrak{B'} \times \mathfrak{u}))$. This implies that $\chi(h, b) = \chi(h, \beta(b))(b \in \mathfrak{B}, h \in A')$ and therefore if $\chi(H) = \chi(\exp H)$ $(H \in \mathfrak{h})$ and $\beta_H(b)$ denotes the local expression of $\beta(b)$ at $H \in \mathfrak{h}'$, it follows that

\[
\chi(H, \beta_H(z)) = \chi(\exp H, z).
\]

Now $\sigma$ being a linear function on $\mathfrak{h}$, we may extend it (uniquely) to a homomorphism of $\mathfrak{u}$ into $C$ such that $\sigma(1) = 1$. Then it is known (see [6(b), p. 73]) that $\nu(z)\phi = \Lambda'(\gamma(z))\phi$ for any $\phi \in V$ and therefore
\[ z\chi = \Lambda'(\gamma(z))\chi. \]

In view of our result above, this implies that
\[ \tilde{x}(H, \beta_H(z)) = \Lambda'(\gamma(z))\tilde{x}(H) \quad (H \in \mathfrak{h}'). \]

Put \( \chi' = \tilde{x}\Delta. \) Then since \( \gamma(z) \in J, \) it follows from the formula for \( \chi' \) given above that
\[ \chi'(H, \gamma(z)) = \Lambda'(\gamma(z))\chi'(H) \quad (H \in \mathfrak{h}). \]

Therefore
\[ \tilde{x}(H, \Phi) = \tilde{x}(H, \beta_H(z)) - \Delta(H)^{-1}\chi'(H, \gamma(z)) = 0 \]
for \( H \in \mathfrak{h}_0'. \) On the other hand let \( \Lambda = \Lambda_1, \ldots, \Lambda_N \) be all the distinct weights of \( \nu \) and let \( n_i \) be the multiplicity of \( \Lambda_i \) \( (1 \leq i \leq N). \) Then \( \Lambda_i \in \mathfrak{g}_R \) and \( \Lambda_i < \Lambda \) \( 2 \leq i \leq N \) and
\[ \tilde{x}(H) = \chi(\exp H) = \sum_{i=1}^N n_i e^{\Lambda_i(H)} \quad (H \in \mathfrak{h}). \]

Therefore it follows from our formula for \( \Phi \) that
\[ 0 = \tilde{x}(H, \Phi) = \Delta(H)^{-1} \sum_{i=1}^N n_i \Lambda_i(u_i) \exp (\sigma_i(H) + \Lambda_i(H)) \]
for all \( H \in \mathfrak{h}_0'. \) But since \( \mathfrak{h}_0' \) contains the nonempty open subset \( \mathfrak{h}_0 \cap \mathfrak{h}' \) of \( \mathfrak{h}_0, \) it is obvious that a meromorphic function on \( \mathfrak{h} \) cannot vanish everywhere on \( \mathfrak{h}_0' \) unless it is identically zero. Therefore
\[ \sum_{i=1}^p \sum_{j=1}^N n_i \Lambda_j(u_i) e^{\sigma_i + \Lambda_i} = 0. \]

But \( \sigma_1 + \Delta = \sigma_1 + \Lambda_1 > \sigma_i + \Lambda_j \) unless \( i = j = 1 \) and the exponentials of distinct linear functions are linearly independent (see for example Lemma 41 of \([6(b)]\)). So it follows that \( \Lambda(u_1) = 0. \) On the other hand if \( l = \text{dim}_{\mathbb{C}} \mathfrak{h}, \) there exist \( l \) linearly independent elements \( \lambda_1, \ldots, \lambda_l \in \mathfrak{g}_R \) such that for any set \( (m_1, \ldots, m_l) \) of non-negative integers \( \Lambda_0 = m_1 \lambda_1 + \cdots + m_l \lambda_l \) is the highest weight of some irreducible representation of \( \mathfrak{g} \) (see \([6(b), \text{Theorem 1}]\)). Therefore \( \Lambda_0(u_1) = 0 \) for all such \( \Lambda_0 \) and from this we can conclude (see \( \text{Lemma 22 of \([6(b)]\)} \)) that \( u_1 = 0. \) However this contradicts our hypothesis and so \( \Phi = 0. \)

Now we come to \( \Psi. \) Again assuming that \( \Psi \neq 0, \) we may suppose that \( \tau_1 > \tau_2 > \cdots > \tau_q \) in \( F_- \) and \( v_j \neq 0 \) \( 1 \leq j \leq q. \) \( \nu, \Lambda \) and \( V \) being as above, let \( \phi \neq 0 \) be a vector in \( V \) belonging to the weight \( \Lambda. \) Then if \( U = v(\mathfrak{m})\phi, \) we get a representation \( \nu_1 \) of \( M_c \) on \( U \) which is irreducible (see \( \text{Lemma 2 of \([6(f)]\)} \)). Obviously \( \Lambda \) is the highest weight of \( \nu_1. \) Hence if \( \chi_1 \) is the character of \( \nu_1 \) and \( \Lambda'' = \Lambda + \rho_- \) (where \( \rho_- = 2^{-1} \sum_{\alpha \in \Phi_-} \alpha \)), we have the formula (see Weyl \([14(a)]\))
We can now apply the above argument to χ₁ (instead of χ) and conclude that Δ(ν₁) = 0. Again this implies that ν₁ = 0 and so we get a contradiction. Hence Theorem 2 is now proved.

9. Eigen-distributions on 'M. Let τ be an invariant distribution on 'M. Since δ(z) (z ∈ ℋ) is an invariant differential operator on 'M (see the corollary to Lemma 17), δ(z)τ is also invariant. Therefore it follows from Theorem 1 that δ(z₁z₂)τ = δ(z₁)δ(z₂)τ (z₁, z₂ ∈ ℋ). We shall say that τ is an eigen-distribution of ℋ if it is an eigen-distribution of δ(z) for every z ∈ ℋ. In case this is so, it is clear that there exists a homomorphism χ of ℋ into C such that δ(z)τ = χ(z)τ (z ∈ ℋ). The following theorem is the main result of the above theory.

THEOREM 3. Let τ be an invariant distribution on 'M. Then if it is an eigen-distribution of ℋ, it coincides with an analytic function on 'M.

Define J and J₋ as in §8. Then J₋ ⊂ J and since W is a finite group, it follows from the theory of invariants (see Weyl [14(c), p. 275]) that J has a finite number of generators (over C) and ℱ is a finite module over J (see [6(c), p. 200]). Therefore J is a Noetherian ring and hence by a well-known theorem in algebra (see van der Waerden [13, vol. II, §99]) J₋ is also a finite module over J. Hence any element w' ∈ J₋ satisfies an equation of the form

\[ w' + γ(z₁)w'^{-1} + ⋯ + γ(z₉) = 0 \]

where z₁, ⋯, z₉ ∈ ℋ and g is a positive integer. Now the notation being as in §8, let ω ∈ ℋ and put w' = γ₋(ω). Then by applying the isomorphism γ₋¹ to the above equation, we get

\[ w' + μ(z₁)w'^{-1} + ⋯ + μ(z₉) = 0. \]

Now put τ' = |d₊|^{1/2}τ. If χ is the homomorphism of ℋ into C corresponding to τ, it follows from Theorem 1 that μ(ω)τ' = χ(ω)τ' (ω ∈ ℋ) and therefore since ℋ is abelian,

\[ w'τ' + χ(z₁)w'^{-1}τ' + ⋯ + χ(z₉)τ' = 0. \]

Let H₁, ⋯, H₉ be a base for ℱ₀ ⊂ ℱ over R. Since -B(X, X) (X ∈ ℱ₀) is a positive-definite quadratic form on ℱ₀, we can choose a base X₁, ⋯, Xᵣ for ℱ₀ over R such that -B(Xᵢ, Xⱼ) = δᵢⱼ (1 ≤ i, j ≤ r) where δᵢⱼ = 1 or 0 according as i = j or not. Put

\[ □ = H₁ + ⋯ + H₉ + X₁ + X₂ + ⋯ + Xᵣ. \]

It is well known that X₁ + ⋯ + Xᵣ lies in ℋ and therefore the same holds for □. Hence in view of what we have said above, τ' satisfies an equation of the form

\[ □τ' + c₁□'^{-1}τ' + ⋯ + cᵣτ' = 0. \]
where $c_1, \cdots, c_g$ are complex numbers. But it is obvious from its definition that the analytic differential operator $\Box$ is of the \textit{elliptic type} (see Gårding [3]) everywhere on $M$. The same therefore holds for

$$\Box^g + c_1 \Box^{g-1} + \cdots + c_g$$

and so we can conclude from the work of Schwartz [11, p. 136] and John [8] (see also [3]) on the generalization of the classical Bernstein Theorem to distributions, that $\tau'$, and hence also $\tau$ are analytic functions on $'M$. This proves the theorem.

We shall now try to determine $\tau$. Put $A = 'M \cap A$. Then it is obvious from Lemma 7 that $'M = \bigcup_{m \in M} m'A m^{-1}$ and since $\tau$ is an invariant analytic function, it would be enough to know its restriction on $A' = A \cap G'$ (see Lemma 8). Let $\sigma'$ denote the restriction of $\tau' = |d_+|^{1/2}\tau$ on $A'$. Since $\mu(z)\tau' = \chi(z)\tau'$ ($z \in \mathcal{B}$), we conclude from the corollary to Lemma 25 that $\beta(\mu(z))\sigma' = \chi(z)\sigma'$. On the other hand

$$\beta(\mu(z)) = |d_-|^{-1/2}\gamma(z) \circ |d_-|^{1/2}$$

from Theorem 2. Therefore if $\sigma(h) = |d(h)|^{1/2}\tau(h)$ ($h \in A'$),

$$\gamma(z)\sigma = \chi(z)\sigma$$

$(z \in \mathcal{B})$.

Let us now assume that $\tau \neq 0$ so that $\sigma \neq 0$ and $\chi(1) = 1$. Then from Theorem 5 of [6(b)], there exists a linear function $\Lambda$ on $\mathfrak{h}$ such that $\chi(z) = \Lambda(\gamma(z))$ for every $z \in \mathcal{B}$. Moreover the linear functions $\Lambda_s$ ($s \in \mathcal{W}$) are the only ones which have this property so that $\Lambda$ is uniquely determined by $\chi$ up to an operation of $\mathcal{W}$. Since $\gamma$ is an isomorphism of $\mathcal{B}$ onto $J$ we obtain the following differential equations for $\sigma$.

$$\nu \sigma = \Lambda(\nu) \sigma \quad (\nu \in J).$$

Define $u^s$ ($u \in \mathcal{U}, s \in \mathcal{W}$) as in §6. Then $\mathcal{U}$ being abelian, we can, for any $u \in \mathcal{U}$, consider the polynomial

$$\prod_{s \in \mathcal{W}} (\xi - u^s) = \xi^w + v_1 \xi^{w-1} + \cdots + v_w$$

in the indeterminate $\xi$ with coefficients in $J$. (Here $w$ is the order of $\mathcal{W}$.) Replacing $\xi$ by $u$, we obtain the identity

$$u^w + u^{w-1}v_1 + \cdots + v_w = 0$$

which when applied to $\sigma$ gives

$$u^w \sigma + \Lambda(v_1)u^{w-1}\sigma + \cdots + \Lambda(v_w)\sigma = 0.$$ 

On the other hand since $\Lambda$ is a homomorphism of $\mathcal{U}$, it is obvious that

$$\prod_{s \in \mathcal{W}} (\xi - \Lambda(u^s)) = \xi^w + \Lambda(v_1)\xi^{w-1} + \cdots + \Lambda(v_w).$$
Therefore the above equation can be written in the form

\[ \prod_{u \in W} (u - \Lambda(u)) \sigma = 0. \]

Thus we have obtained the following result.

**Lemma 26.** Let \( \sigma(h) = \frac{1}{d(h)} \cdot \tau(h) \) (\( h \in A' \)) where \( \tau \) is the analytic function (on \( 'M \)) of Theorem 3. Then there exists a linear function \( \Lambda \) on \( h \) such that

\[ v\sigma = \Lambda(v)\sigma \]

for every \( v \in J \). Moreover if \( \tau \neq 0 \), \( \Lambda \) is unique up to an operation of \( W \) and

\[ \prod_{u \in W} (u - \Lambda(u)) \sigma = 0 \]

for all \( u \in U \).

In order to obtain more precise information about \( \sigma \) from the above lemma we first need some simple facts about differential equations of a certain type. Let \( I \) be an open interval on the real line \( R \). We denote the variable on \( R \) by \( t \) and the differential operator \( \frac{d}{dt} \) by \( \partial \). Let \( P(\xi) \neq 0 \) be a polynomial in an indeterminate \( \xi \) with complex coefficients.

**Lemma 27.** Let \( \xi \) be an analytic function on \( I \) such that \( P(\partial)\xi = 0 \). Then

\[ \xi(t) = p_1(t)e^{\lambda_1t} + \cdots + p_s(t)e^{\lambda_st} \] (\( t \in I \)) where \( p_1, \cdots, p_s \) are polynomials (with complex coefficients) and \( \lambda_1, \cdots, \lambda_s \) are all the distinct roots of the equation \( P(\xi) = 0 \). If \( \mu_i \) is the multiplicity of the root \( \lambda_i \) of \( P \), the degree of \( p_i \) is less than \( \mu_i \) (\( 1 \leq i \leq s \)).

Although this lemma is undoubtedly known, we give a short proof for the sake of completeness. Without loss of generality we may assume that the origin lies in \( I \). Let \( r \) be the degree of \( P \). First we claim that if \( (\partial^j \xi)_{t=0} = 0 \), \( 0 \leq j \leq r \), then \( \xi = 0 \). For otherwise if \( t^m \) is the lowest power of \( t \) appearing in the Taylor expansion \( \xi(t) = a_0 t^m + a_1 t^{m+1} + \cdots \) around \( t = 0 \) (\( a_1, a_0 \neq 0 \)), it is clear that \( m > r \) and therefore the coefficient of \( t^{m-r} \) in the Taylor expansion of \( P(\partial)\xi \) is not zero. Hence it follows easily that any \( r+1 \) solutions of the differential equation \( P(\partial)\xi = 0 \) which are analytic on \( I \) must be linearly dependent over \( C \). On the other hand it is easy to verify that the functions \( t^{q \lambda_i} \) (\( 0 \leq q < \mu_i \), \( 1 \leq i \leq s \)) constitute a set of \( r \) linearly independent solutions of this equation. Hence \( \mu \) must be a linear combination of them.

**Corollary.** Let \( U \) be an open connected set in a Euclidean space \( E \) of dimension \( l \) over \( R \) and let \( (t_1, \cdots, t_l) \) denote the Cartesian coordinates in \( E \). Put \( \partial_i = \partial/\partial t_i \) (\( i = 1, \cdots, l \)) and let \( P_1(\xi), \cdots, P_l(\xi) \) be nonzero polynomials of degrees \( r_1, \cdots, r_l \) respectively in the indeterminate \( \xi \) with coefficients in \( C \). Consider an analytic function \( \xi \) on \( U \) such that \( P_i(\partial_i)\xi = 0 \) (\( 1 \leq i \leq l \)). Then \( \xi \) is a linear combination with complex coefficients of functions of the form...
where $m_1, \ldots, m_i$ are integers, $\lambda_i$ is a root of the equation $P_i(\xi) = 0$ of multiplicity $\mu_i$ and $0 \leq m_i < \mu_i$ ($1 \leq i \leq l$).

Put $r = r_1 r_2 \cdots r_i$. It is easy to verify that the functions written above form a system of $r$ linearly independent solutions of our differential equations (see Lemma 41 of [6(b)]). Hence it is enough to prove that any $r+1$ analytic solutions are linearly dependent. Again we may assume that the origin lies in $U$. Then the equations $(\partial_1^j \partial_2^j \cdots \partial_l^j \xi)_{t_1=\ldots=t_l=0} = 0$, $0 \leq j_i < r_i$, $1 \leq i \leq l$ are exactly $r$ in number. Hence given $r+1$ analytic solutions $\xi_1, \ldots, \xi_{r+1}$, we can choose $c_i \in C$ $(1 \leq i \leq r+1)$, not all zero, such that $\xi = c_0 \xi_1 + \cdots + c_{r+1} \xi_{r+1}$ satisfies these $r$ conditions. We shall now prove that $\xi = 0$. Since $\xi$ is analytic it is enough to show that it is zero in some neighborhood of the origin. Hence it would be sufficient to prove the following lemma.

**Lemma 28.** Let $\epsilon$ be a positive real number and $U$ the cube $|t_i| < \epsilon$ $(1 \leq i \leq l)$ in $E$. Suppose $\xi$ is an analytic function on $U$ such that $P_i(\partial_i) \xi = 0$ $1 \leq i \leq l$ and

$$(\partial_1^{j_1} \partial_2^{j_2} \cdots \partial_l^{j_l} \xi)_{t_1=\cdots=t_l=0} = 0$$

$0 \leq j_1 < r_1, \ldots, 0 \leq j_l < r_l$. Then $\xi = 0$.

We use induction on $l$. If $l = 1$ we have seen during the proof of Lemma 27 that our assertion is true. So assume $l \geq 2$ and let $U$ denote the section of $U$ defined by $t_1 = 0$. Let $\xi_j$ be the restriction of $\xi_j = \partial^{j_j} \xi$ on $U$ $(0 \leq j < r_1)$. Then it follows from our induction hypothesis that $\xi_j$ is identically zero. For fixed $t_1, \ldots, t_{l-1}$ $(|t_i| < \epsilon$, $i = 1, \ldots, l-1)$ put $\eta(t) = \xi(t_1, \ldots, t_{l-1}, t)$ $(|t| < \epsilon)$. Then $(\partial^{i_j} \eta)_{t=0} = \xi_j(t_1, \ldots, t_{l-1}) = 0$ and $P_1(\partial) \eta = 0$ where $\partial = d/dt$. Therefore $\eta = 0$ by the case $l = 1$ and so this proves that $\xi = 0$ on $U$.

After this preparation we return to our problem of determining $\sigma$. Let $h_0$ be a point in $A'$. We can choose an open connected neighborhood $U$ of zero in the real Euclidean space $h_0$ such that $h_0 \exp H \in A'$ for all $H \in U$. Then $F(H) = \sigma(h_0 \exp H)$ $(H \in U)$ is an analytic function on $U$. As in §8 we can regard elements of $U$ as differential operators on $h_0$ and therefore also on $U$. Then it follows from Lemma 26 that

$$\prod_{u \in U} (u - \Lambda(u')) F = 0 \quad (u \in U)$$

and

$$(v - \Lambda(v)) F = 0 \quad (v \in J).$$

Let $H_1, \ldots, H_l$ be a base for $h_0$ over $R$ and let $(t_1, \ldots, t_l)$ denote the corresponding Cartesian coordinates in $h$. Then $dt_i = H_i$ and if

$$P_i(\xi) = \prod_{s \in W} (\xi - s\Lambda(H_i)),$$
it is obvious that $P_i(\partial_i)F = P_i(H_i)F = 0$ $(1 \leq i \leq l)$. Moreover $s\Lambda(H_i)$ $(s \in W)$ are exactly the roots of the polynomial $P_i(\zeta)$. Hence it follows from the corollary to Lemma 27 that

$$F = p_1e^{\lambda_1} + \cdots + p_re^{\lambda_r},$$

where $p_1, \ldots, p_r$ are polynomial functions and $\lambda_1, \ldots, \lambda_r$ linear functions on $\mathfrak{h}$. We may assume that $\lambda_1, \ldots, \lambda_r$ are all distinct and $p_i \neq 0$ $(1 \leq i \leq r)$. It is obvious that $ue^\lambda = \lambda(u)e^\lambda$ $(u \in \mathfrak{u})$ for any linear function $\lambda$ on $\mathfrak{h}$. Hence if $v \in J$,

$$0 = (v - \Lambda(v))F = \sum_{i=1}^r p'_i e^{\lambda_i}$$

where $p'_i = (\lambda_i(v) - \Lambda(v))p_i + q_i$ and $q_i$ is a polynomial of lower degree than $p_i$. But the exponentials of distinct linear functions are known to be linearly independent over the ring of polynomial functions (see Lemma 41 of [6(b)]). Therefore $p'_i = 0$ and so

$$\lambda_i(v) = \Lambda(v) \quad (1 \leq i \leq r).$$

This being true for every $v \in J$, it follows from Theorem 5 of [6(b)] that $\lambda_i = s_i\Lambda$ for some $s_i \in W$. Now let $W_A$ be the subgroup consisting of those elements $s \in W$ for which $s\Lambda = \Lambda$. Let $N$ be the order of $W_A$. We shall prove that the degree of each $p_i$ is smaller than $N$. For otherwise suppose the degree of $p_1$ is $n_1$ and $n_1 \geq N$. It is easily seen that we can choose an element $H_0 \in \mathfrak{h}_0$ such that $\Lambda(H_0) \neq s\Lambda(H_0)$ $(s \in W)$ unless $s \in W_A$ and the degree of the polynomial $p(t) = p_1(tH_0)$ in $t$ is $n_1$. Put $f(t) = F(tH_0)$. Then $f$ is an analytic function defined on some open interval $I$ in $R$ containing the origin. On the other hand, considering $H_0$ as a differential operator on $U$, we have the relation

$$F\left(tH_0, \prod_{s \in W} (H_0 - s\Lambda(H_0))\right) = 0 \quad (t \in I).$$

From this it follows immediately that

$$\prod_{s \in W} (\partial - s\Lambda(H_0))f = 0$$

where $\partial = d/dt$. Put $p'_i(t) = p_i(tH_0)$ and $\lambda'_i = \lambda_i(H_0)$. Then

$$f(t) = \sum_{i=1}^r p'_i(t)e^{\lambda'_i t}.$$
all whose roots are of multiplicity $N$. Therefore it follows from Lemma 27 that the degree of $p(t) = p(t)'$ cannot exceed $N-1$. This contradiction proves our assertion.

We know from Lemma 7 that every element in $A$ can be written in the form $a \exp H$ where $a$ lies in the center of $M \cap K$ and $H \in h_0$. Let $h_1$ denote a nonempty open connected subset of $h_0$ such that $a \exp H \in A$ for all $H \in h_1$. Since $A'$ is dense in $A$ (Lemma 8), we can choose an element $H_0 \in h_1$ such that $a \exp H_0 = h_0 \in A'$. Moreover $a$ being in the center of $M \cap K$, it is obvious that

$$\left| d_-(a \exp H) \right|^{1/2} = \left| d-(\exp H) \right|^{1/2} = \epsilon \Delta_-(H)$$

if $H$ is sufficiently near $H_0$ in $h_1$. (Here $\epsilon = \pm 1$ and it is independent of $H$.) Hence if we apply the principle of analytic continuation to the function $\Delta_-(H)\tau(a \exp H)$ on $h_1$ we obtain the following theorem from our result above.

**Theorem 4.** Let $\tau \neq 0$ be an invariant analytic function on $M$. Suppose $\tau$ is an eigenfunction of the operator $\delta(z)$ for every $z \in S$. Then there exists a linear function $\Delta$ on $h$ such that $\delta(z)\tau = \Delta(\gamma(z))\tau$ ($z \in S$) and $\Delta$ is unique up to an operation of $W$. If $a$ is any point in the center of $M \cap K$ and $h_1$ a connected component of the set $h_0$ of all points $H \in h_0$ for which $d_+(a \exp H) \neq 0$, we can select for each $s \in W$ a polynomial function $\delta_*$ on $h_1$ such that

$$\Delta_-(H)\tau(a \exp H) = \left| d_+(a \exp H) \right|^{-1/2} \sum_{s \in W} p_*(s) e^{s\Delta(H)} \quad (H \in h_1).$$

Let $W_\Delta$ be the subgroup consisting of those elements $s \in W$ for which $s\Delta = \Delta$. Then under the assumption that $p_{\sigma} = p_*$ ($s \in W$, $\sigma \in W_\Delta$), the polynomial functions $p_*$ are uniquely determined and their degrees are smaller than the order of $W_\Delta$.

The above formula is very similar to the one obtained by Weyl [14(a)] for the character of an irreducible finite-dimensional representation of $G$. Actually it is possible to improve our result in two ways. First of all we have not yet made full use of the differential equations $v\sigma = \Lambda(v)\sigma$ ($v \in J$) of Lemma 26. Secondly the fact that $\tau$ defines an analytic function on $A$ (and not merely on $A'$) allows us to obtain a little more information about $\Lambda$ and $\delta_*$. We shall however not pursue this matter here further.

**10. An important special case.** In this section we shall make the following two additional assumptions. (1) $h_0 \subset l_0$ and (2) $G$ has a faithful finite-dimensional representation. Then $G$ can be imbedded in a complex analytic group $G_e$ with the Lie algebra $g_e$ in such a way that the (real) analytic subgroup of $G_e$ corresponding to $g_0$ coincides with $G$. In this case $K$ is compact, $A_+ = \{1\}$ and $M = K$. Moreover if $A_0$ is the connected component of 1 in $A$, $A_0$ is a maximal connected abelian subgroup of $K$. But $K$ being compact, this implies [12] that $A_0$ is maximal abelian in $K$ and therefore $A = A_0$. Hence $A$
is connected. Moreover in this case there are no roots in the set $P_+$ so that $P = P_0 \cup P_-$. Let $u = f + (-1)^{1/2}p$ and let $U$ be the (real) analytic subgroup of $G_\epsilon$ corresponding to $u$. Then $U$ is compact and $K = G \cap U$ (see Cartan [1(a)] and Mostow [10]). As before let $W$ denote the Weyl group of $g$ with respect to $\mathfrak{h}$. For each $s \in W$ we can choose an element $u \in U$ such that $\text{Ad} (u)H = sH$ 

\( (H \in \mathfrak{h}) \) and therefore if we put $h^s = uhu^{-1} (h \in A)$, $h \rightarrow h^s$ defines an automorphism of $A$. For any function $f$ on $A$ we denote by $f^s (s \in W)$ the function $h \rightarrow f(h^s)$ 

\( (h \in A) \).

For each root $\alpha$ we have the character $\xi_\alpha$ of $A$ given by $\xi_\alpha (\exp H) = e^{\alpha(H)}$ 

\( (H \in \mathfrak{h}_0) \). As before (see §7) let $F$ and $\mathfrak{g}$ be the additive and the multiplicative groups generated by $\alpha$ and $\xi_\alpha$ respectively \( (\alpha \in P) \). Then the mapping $\alpha \rightarrow \xi_\alpha$ \( (\alpha \in P) \) can be extended (uniquely) to a homomorphism $\lambda \rightarrow \xi_\lambda$ \( (\lambda \in F) \) of $F$ into $\mathfrak{g}$. It is clear that if $\lambda \in F$ and $s \in W$, $s\lambda$ also lies in $F$. On the other hand if $\rho = 2^{-1} \sum_{\alpha \in P} \alpha$ and $s_\alpha$ is the Weyl reflexion corresponding to the root $\alpha$, it is known (see Weyl [14(b)]) that $s_\alpha \rho = \rho - k\alpha$ where $k$ is an integer. Hence $s_\alpha \rho - \rho \in F$ and from this it follows immediately that $s\rho - \rho \in F$ for every $s \in W$. Put $\xi^s = \xi_{s\rho - \rho}$ and

\[
\Delta' = \prod_{\alpha \in P} (1 - \xi^{-1}_\alpha).
\]

Then

\[
\Delta'(\exp H) = \prod_{\alpha \in P} (1 - e^{-\alpha(H)}) = \Delta(H)e^{-\sigma(H)} \quad (H \in \mathfrak{h}_0)
\]

if $\Delta(H)$ is defined as in §8. Therefore (see Weyl [14(b)])

\[
\Delta' = \sum_{s \in W} \epsilon(s)\xi_s
\]

and

\[
(\Delta')^s = \epsilon(s)\xi^{-1}_s \Delta' \quad (s \in W).
\]

As usual let $I^\infty(U)$ denote the space of invariant functions in $C^\infty(U)$. Also we may regard elements of $\mathfrak{B}$ as differential operators on $U$.

**Lemma 29.** For any $f \in C^\infty(A)$ there exists a unique function $\phi_f \in I^\infty(U)$ such that

\[
\Delta'(h)\phi_f(h) = \sum_{s \in W} \epsilon(s)\xi_s(h)f^s(h) \quad (h \in A).
\]

Moreover for any $b \in \mathfrak{B}$ we can select a finite set of elements $a_1, \cdots, a_r \in U$ such that

\[
\sup |b\phi_f| \leq \sup |a_1f| + \cdots + \sup |a_rf|
\]

for every $f \in C^\infty(A)$.
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Since \( U \) is compact, \( U = \bigcup_{u \in U} uAu^{-1} \) and the uniqueness of \( \phi_f \) is obvious. So only the existence requires proof. Let \( \Theta \) denote the set of all characters of \( A \). Put
\[
c_\theta(f) = \int_A \theta(h^{-1}) f(h) \, dh \quad (f \in C^\infty(A), \theta \in \Theta),
\]
the Haar measure \( dh \) on \( A \) being so normalized that \( \int_A dh = 1 \). Let \( \Lambda_\theta \) denote the linear function on \( \mathfrak{h} \) such that \( \theta(\exp H) = e^{\Lambda_\theta(H)} \) \( (H \in \mathfrak{h}_0) \). Then if we agree to regard a linear function on \( \mathfrak{h} \) as a homomorphism of \( U \) into \( C \) (see \( \S \S 8 \) and 9), it is clear that \( a \theta = \Lambda_\theta(a) \theta \) \( (a \in \mathfrak{u}) \). Choose a base \( H_1, \ldots, H_l \) for \( \mathfrak{h}_0 \) over \( R \) such that \( \exp (t_1H_1 + \cdots + t_lH_l) = 1 \) in \( A \) if and only if \( t_1, \ldots, t_l \) are all integers and put \( a_0 = \{ 1 - (4\pi^2)^{-1}(H_1^2 + \cdots + H_l^2) \}^{k/2} \) \( \in \mathfrak{u} \) where \( k \) is any integer greater than \( l/2 \). Then \( \Lambda_\theta(H_i) = (-1)^{i+1}(2\pi n_i) \) where \( n_i \) \( (i = 1, \ldots, l) \) are integers and therefore \( \Lambda_\theta(a_0) = (1 + n_1^2 + \cdots + n_l^2)^{l/2} \). Hence if \( M \) denotes the sum of the convergent series
\[
\sum_{-\infty < n_1, \ldots, n_l < \infty} (1 + n_1^2 + \cdots + n_l^2)^{-1/2 (l+1)/2}
\]
it is obvious that
\[
\sum_{\theta \in \Theta} |c_\theta(f)| = \sum_{\theta \in \Theta} \Lambda_\theta(a_0)^{-1} \left| \int_A \theta(h^{-1}) f(h, a_0) \, dh \right| \leq M \sup \left| a_0 f \right| \left( f \in C^\infty(A) \right).
\]
This proves that the series \( \sum_{\theta \in \Theta} c_\theta(f) \theta(h) \) is absolutely convergent on \( A \). Moreover as is well known, it converges to \( f \) uniformly on \( A \). Hence
\[
\sum_{s \in \pi} \epsilon(s) \xi_s(h)f^s(h) = \sum_{\theta \in \Theta} c_\theta(f) \sum_{s \in \pi} \epsilon(s) \xi_s(h)\theta^s(h) \quad (h \in A).
\]
For every root \( \alpha \in \check{P} \), put \( H_\alpha = [X_\alpha, X_{-\alpha}] \). We may suppose that \( X_\alpha, X_{-\alpha} \) are so normalized that \( \alpha(H_\alpha) = 2 \). Now define \( d_\theta \) as follows:
\[
\epsilon_\theta d_\theta = \prod_{\alpha \in \check{P}} \frac{\Lambda_\theta(H_\alpha) + \rho(H_\alpha)}{\rho(H_\alpha)} \quad (\theta \in \Theta).
\]
Here \( \epsilon_\theta = 1 \) if the right side (which is always real) is positive and \( -1 \) otherwise. Then it is known (see Weyl \([14(b)]\)) that
\[
\sum_{s \in \pi} \epsilon(s) e^{\epsilon_\theta(H)} e^{s\Lambda_\theta(H)} = \begin{cases} \epsilon_\theta \chi_\theta(\exp H) \Delta(H) & \text{if } d_\theta \neq 0, \\ 0 & \text{if } d_\theta = 0 \end{cases}
\]
for all \( H \in \mathfrak{h}_0 \). Here \( \chi_\theta \) is the character of an irreducible representation of \( U \) of degree \( d_\theta \). Since \( \Delta' (\exp H) = e^{-\epsilon_\theta(H)} \Delta(H) \) \( (H \in \mathfrak{h}_0) \), it follows that
\[
\sum_{s \in \pi} \epsilon(s) \xi_s(h)f^s(h) = \sum_{\theta \in \Theta} c_\theta(f) \Delta'(h) \epsilon_\theta \chi_\theta(h) \quad (h \in A).
if we agree to set $\chi_\theta = 0$ when $d_\theta = 0$. Now consider the series

$$\sum_{\theta \in \Theta} e_{\theta} c_\theta(f) \chi_\theta(u)$$

on $U$. We claim this series converges to a function in $C^\alpha(U)$. Let $X_1, \ldots, X_r \in U$ ($r \geq 0$) and consider the series

$$\sum_{\theta \in \Theta} e_{\theta} c_\theta(f) \chi_\theta(u, X_1, X_2, \ldots, X_r).$$

For any $\theta$ for which $d_\theta \neq 0$ let $\sigma_\theta$ denote the irreducible unitary representation of $U$ on a finite-dimensional Hilbert space $V$ corresponding to the character $\chi_\theta$. We denote the corresponding representations of $\mathfrak{g}$ and $\mathfrak{g}'$ also by $\sigma_\theta$. Then

$$| \chi_\theta(u, X_1, X_2, \ldots, X_r)| = | \text{sp} (\sigma_\theta(u) \sigma_\theta(X_1, X_2, \ldots, X_r)) | \quad (u \in U).$$

Now for any linear transformation $T$ on $V$, let $T^*$ denote the adjoint of $T$ and put $||T|| = \left\{ \text{sp} (TT^*) \right\}^{1/2}$. Then $|\text{sp} (T_1 T_2)| \leq ||T_1|| ||T_2||$ for any two linear transformations $T_1$ and $T_2$ and therefore

$$| \chi_\theta(u, X_1, X_2, \ldots, X_r)| \leq d_\theta ||\sigma_\theta(X_1, X_2, \ldots, X_r)||$$

since $||\sigma_\theta(u)|| = d_\theta$. On the other hand if $X \in U$, $-\sigma_\theta(X)$ is the adjoint of $\sigma_\theta(X)$ and therefore

$$||\sigma_\theta(X_1, X_2, \ldots, X_r)||^2 = \text{sp} \sigma_\theta(b)$$

where $b = (-1)^r(X_1X_2^{-1} \cdots X_1)(X_1X_2 \cdots X_r)$. On the other hand we can choose $z_1 \in \mathfrak{g}'$ such that $b$ can be written in the form

$$b = z_1 + \sum_{i=1}^q [b_i, b_i']$$

where $b_i, b_i' \in \mathfrak{g}'$ (see Lemma 39 of [6(b)]). Then $\text{sp} \sigma_\theta(b) = \text{sp} \sigma_\theta(z_1)$. But in view of the above formula for $\chi_\theta$, it is clear that the highest weight of $\sigma_\theta$ must be of the form $s\Delta'_\theta - \rho$ where $s \in W$ and $\Delta'_\theta = \Delta_\theta + \rho$. Therefore if $z = 1 + z_1$, it follows (see [6(b), p. 73]) that

$$||\sigma_\theta(X_1, X_2, \ldots, X_r)|| \leq 1 + ||\sigma_\theta(X_1, X_2, \ldots, X_r)||^2 = 1 + \text{sp} \sigma_\theta(z_1) = 1 + d_\theta \Delta'_\theta(\gamma(z_1))$$

where $\gamma$ is defined as in §8. This shows that

$$| \chi_\theta(u, X_1, X_2, \ldots, X_r)| \leq d_\theta \Delta'_\theta((\gamma(z)))$$

which remains true also if $d_\theta = 0$ since then $\chi_\theta = 0$. On the other hand

$$d_\theta^2 = \Lambda'_\theta(a)$$

where $a = \left\{ \prod_{\alpha \in P} \rho(H_\alpha) \right\}^{-2} \prod_{\alpha \in P} H_\alpha^2 \in U$. Therefore
Let $\lambda$ denote the automorphism of $U$ over $C$ given by $\lambda(H) = H + \rho(H)$ ($H \in \mathfrak{h}$). Then if $a' = \lambda(a\gamma(z))$, it is clear that

$$a'\theta = \Lambda'(a\gamma(z))\theta \quad (\theta \in \Theta).$$

Hence

$$c_\theta(f) \Lambda'(a\gamma(z)) = \int_A \theta(h, a') f(h^{-1}) \, dh = \int_A \theta(h^{-1}) f(h, a') \, dh$$

and therefore if $a'' = a_0a'$,

$$\sum_{\theta \in \Theta} \left| c_\theta(f) \chi_\theta(u, X_1 \cdots X_r) \right| \leq \sum_{\theta \in \Theta} \left| \int_A \theta(h^{-1}) f(h, a') \, dh \right| \leq M \sup \left| a'' f \right|$$

by our earlier result. Now if we introduce in $C^\infty(U)$ the topology which is usual in the theory of distributions (see Schwartz [11, p. 68]), it becomes a complete locally convex space and the above result shows that $\sum_{\theta \in \Theta} c_\theta(f) \chi_\theta$ converges in $C^\infty(U)$ to some element $\phi_f$. This implies in particular the uniform convergence of $\sum_{\theta \in \Theta} c_\theta(f) b \chi_\theta$ on $U$ to $b \phi_f$ ($b \in \mathfrak{B}$). Taking $b = 1$ we see that $\sum_{\theta \in \Theta} c_\theta(f) \chi_\theta$ converges to $\phi_f$ uniformly on $U$. Therefore since the functions $\chi_\theta$ are all invariant, the same holds for $\phi_f$ and so $\phi_f \in \mathcal{D}(U)$.

Moreover

$$\Delta'(h) \phi_f(h) = \sum_{\theta \in \Theta} c_\theta(f) \epsilon_\theta \Delta'(h) \chi_\theta(h) = \sum_{s \in \mathcal{W}} \epsilon(s) \xi_s(h) f^s(h) \quad (h \in A).$$

Finally it follows from the inequality obtained above that

$$\sup \left| b \phi_f \right| \leq M \sup \left| a'' f \right|$$

where $b = X_1 X_2 \cdots X_r$. Since every element in $\mathfrak{B}$ can be written as a linear combination of such elements $b$, the last statement of the lemma is now obvious.

**Corollary 1.** Suppose $f$ is a finite linear combination of elements in $\Theta$ and $f^s = f$ ($s \in \mathcal{W}$). Then there exists an invariant analytic function $\phi$ on $U$ which coincides with $f$ on $A$.

For $c_\theta(f)$ being zero for all $\theta \in \Theta$ except a finite number,

$$\phi_f = \sum_{\theta \in \Theta} c_\theta(f) \epsilon_\theta \chi_\theta$$
is a finite linear combination of irreducible characters of $U$ and so it is analytic. Now since $f^* = f$ ($s \in W$),

$$\sum_{s \in W} \varepsilon(s) f^* = f \sum_{s \in W} \varepsilon(s) s = f \Delta'.$$

Hence $\Delta'(h)(f(h) - \phi_f(h)) = 0$ ($h \in A$). But since $f$ and $\phi_f$ are both continuous we can conclude that $f(h) - \phi_f(h) = 0$ ($h \in A$).

Now introduce on $C^\infty(A)$ and $C^\infty(K)$ the topologies used in the theory of distributions (see Schwartz [11, p. 66]). Obviously $I^\infty(K)$ is closed in $C^\infty(K)$.

**Corollary 2.** For any $f \in C^\infty(A)$ there exists a unique function $F_f \in I^\infty(K)$ such that

$$\Delta'(h)F_f(h) = \sum_{s \in W} \varepsilon(s) s(h) f^*(h)$$

Moreover $f \to F_f$ is a continuous linear mapping of $C^\infty(A)$ into $I^\infty(K)$.

The uniqueness of $F_f$ follows from the fact that $K = \bigcup_{k \in K} kAk^{-1}$. On the other hand the restriction on $K$ of the function $\phi_f$ of Lemma 29 obviously satisfies the required conditions for $F_f$. The linearity of the mapping follows from the uniqueness of $F_f$ and the continuity from the last statement of Lemma 29.

**Corollary 3.** Suppose $f$ is a finite linear combination of elements in $\Theta$ and $f^* = f$ ($s \in W_-$). Then there exists an invariant analytic function on $K$ which coincides with $f$ on $A$.

Since $K$ is compact and connected, it is obvious that the method of proof of Lemma 29 is applicable to the pair $(K, A)$ instead of $(U, A)$. The required result therefore follows from the Corollary 1 above.

Now in the present case $M = K$ and $q = p$. Hence $\mathfrak{k}$ being the subalgebra of $\mathfrak{g}$ generated by $(1, f)$, $\mathfrak{m} = \mathfrak{k}$. Let $r$ be the number of roots in $P_\circ$. Then dim $p = 2r$ since $(X_\alpha, X_-\alpha)_{\alpha \in P_\circ}$ is a base for $p$ over $C$. Consider the polynomial

$$\sum_{\beta \in P_\circ} \{t - (2 - \xi_\beta - \xi_\beta^{-1})\} = t - \sigma_1 t^{-1} + \cdots + (-1)^r \sigma_r$$

in the indeterminate $t$. ($\sigma_1, \cdots, \sigma_r$ are functions on $A$.) If $s \in W_-$ and $\beta \in P_\circ$, it is clear that either $s\beta$ or $-s\beta$ is in $P_\circ$. Therefore it is obvious that $\sigma_i = \sigma_i$ ($s \in W_-$, $1 \leq i \leq r$). Hence from Corollary 3 to Lemma 29 we can extend $\sigma_i$ to an invariant analytic function on $K$. We denote this extension again by $\sigma_i$. Let $S(k)$ denote the restriction of $(Ad (k^{-1}) - I)(Ad (k^{-1}) - I)$ ($k \in K$) on $p$. (Here $I$ is the identity mapping of $g$.) Then if we define $d_+(k)$ as in §5, we have the following result.

**Lemma 30.** $\sigma_i(k) = d_+(k)$ and
\[(S(k))^r - \sigma_1(k)(S(k))^{r-1} + \cdots + (-1)^r\sigma_r(k)I_p = 0 \quad (k \in K)\]

where \(I_p\) is the identity mapping of \(p\).

Since \(K = \bigcup_{k \in K} kA k^{-1}\), it is obviously enough to prove these relations on \(A\). But if \(h \in A\), the eigenvalues of the restriction of \(\text{Ad}(h)\) on \(p\) are obviously \(\xi_\beta(h)\) and \(\xi_\beta(h^{-1})\) \((\beta \in P_0)\). Hence every eigenvalue of \(S(h)\) is of the form

\[
(\xi_\beta(h) - 1)(\xi_\beta(h^{-1}) - 1) = 2 - \xi_\beta(h) - \xi_\beta(h)^{-1} \quad (\beta \in P_0).
\]

Therefore if we replace \(t\) by \(S(h)\) in the polynomial

\[
\prod_{\beta \in P_0} \left\{ t - (2 - \xi_\beta(h) - \xi_\beta(h)^{-1}) \right\} = t^r - \sigma_1(h)t^{r-1} + \cdots + (-1)^r\sigma_r(h)
\]

we get zero (provided the last term is interpreted as \(\sigma_r(h)I_p\)). Moreover

\[
\sigma_r(h) = \prod_{\beta \in P_0} (2 - \xi_\beta(h) - \xi_\beta(h)^{-1})
\]

\[
= \prod_{\beta \in P_0} (\xi_\beta(h) - 1)(\xi_\beta(h)^{-1} - 1) = d_+(h)
\]

and so the lemma is proved. We note that \(d_+\) is never negative on \(A\) and hence also never on \(K\).

Let \(X_1, \cdots, X_n\) be a base for \(\mathfrak{g}\) over \(C\) and put \(g_{ij} = B(X_i, X_j)\) \((1 \leq i, j \leq n)\) (see §2 for the definition of the bilinear form \(B(X, Y)\) on \(\mathfrak{g}\)). Then since \(\mathfrak{g}\) is semisimple, the matrix \((g_{ij})_{1 \leq i, j \leq n}\) is nonsingular. Let \((g^{ij})_{1 \leq i, j \leq n}\) denote its inverse. Put \(\omega = \sum_{1 \leq i, j \leq n} g^{ij}X_iX_j\). Then it is well known that \(\omega\) is independent of the choice of the base used in its definition and it lies in \(\mathfrak{g}\). In particular if \((X_1, \cdots, X_m)\) is a base for \(\mathfrak{f}\) and \((X_{m+1}, \cdots, X_n)\) a base for \(p\), \(\omega = \omega_K + \omega_+\) where

\[
\omega_K = \sum_{1 \leq i, j \leq m} g^{ij}X_iX_j,
\]

and

\[
\omega_+ = \sum_{m < i, j \leq n} g^{ij}X_iX_j.
\]

Since \(\omega^K = \omega\) \((k \in K)\), it follows easily that \(\omega_K^K = \omega_K\) and \(\omega_+^k = \omega_+\). Hence \(\omega_K\) lies in the center \(\mathfrak{g}_K\) of \(\mathfrak{g}\). We shall call \(\omega\) and \(\omega_K\) the Casimir operators of \(\mathfrak{g}\) and \(\mathfrak{f}\) respectively. Let us now use the notation of §5.

**Lemma 31.** There exists an analytic mapping \(\gamma_\omega \) of \(K\) into \(\mathfrak{g} \times \mathfrak{g}\) such that

\[
\Gamma_k(\gamma_\omega(k)) = d_+(k)\omega \quad (k \in K).
\]

Put

\[
T(k) = (-1)^{r-1}\left\{ (S(k))^{r-1} - \sigma_1(k)(S(k))^{r-2} + \cdots + (-1)^{r-1}\sigma_{r-1}(k)I_p \right\}
\]

where \(S(k)\) is defined as in Lemma 30. Then
If $X_1, \cdots, X_q$ is a base for $\mathfrak{p}$, it is clear that
\[ \omega_+ = \sum_{1 \leq i, j \leq q} g^{ij}X_iX_j, \]
where $(g^{ij})_{1 \leq i, j \leq q}$ is the inverse of the matrix $g_{ij} = B(X_i, X_j)$ $1 \leq i, j \leq q$. Now $k$ being a fixed element in $K$, suppose $S', T'$ are two linear transformations on $\mathfrak{p}$ which commute with the restriction of $\text{Ad} \,(k)$ on $\mathfrak{p}$. Put $Y_i = S'X_i$, $Z_i = T'X_i$, $X^i = \sum_{j=1}^{q} g^{ij}X_j$, $Y^i = S'X^i$ and $Z^i = T'X^i$ $(1 \leq i \leq q)$. It is obvious that
\[ X = \sum_{i=1}^{q} B(X, X_i)X^i \]
for any $X \in \mathfrak{p}$ and therefore
\[ \text{Ad} \,(k)X = \sum_{i=1}^{q} B(\text{Ad} \,(k)X, X_i)X^i = \sum_{i=1}^{q} B(X, \text{Ad} \,(k^{-1})X_i)X^i. \]
Hence
\[ \text{Ad} \,(k)Y_i = S' \text{Ad} \,(k)X_i = \sum_{j=1}^{q} B(X_i, \text{Ad} \,(k^{-1})X_j)S'X^j \]
and
\[ \sum_{i=1}^{q} (\text{Ad} \,(k)Y_i)Z^i = \sum_{i, j} (S'X_i)(T'X^j)B(X_i, \text{Ad} \,(k^{-1})X_j) = \sum_{i} S'(X_i)(T' \text{Ad} \,(k^{-1})X_j) = \sum_{i} Y^i(\text{Ad} \,(k^{-1})Z_i). \]
This proves that
\[ \sum_{1 \leq i, j \leq q} g^{ij}(\text{Ad} \,(k)Y_i)Z_j = \sum_{1 \leq i, j \leq q} g^{ij}Y_i(\text{Ad} \,(k^{-1})Z_j) \]
and therefore
\[ \sum_{1 \leq i, j \leq q} g^{ij}[\text{Ad} \,(k)Y_i, Z_j] = \sum_{1 \leq i, j \leq q} g^{ij}[Y_i, \text{Ad} \,(k^{-1})Z_j]. \]
Now put $T' \,(k) = \text{Ad} \,(k^{-1})T \,(k) - T \,(k)$, $X_j \,(k) = T \,(k)X_j$ and $X'_j \,(k) = T' \,(k)X_j$ $1 \leq j \leq q$. Then
\[ \sum_{1 \leq i, j \leq q} g^{ij}T_k(X_iX_j(k) \times 1) \]
\[ = \sum_{i,j} g^{ij}(\text{Ad} \,(k^{-1})X_i - X_i)(T'(k)X_j) + \sum_{i,j} g^{ij}[X_i, T'(k)X_j] \]
\[ = \sum_{i,j} g^{ij}X_i \{(\text{Ad} \,(k) - I)T'(k)X_j\} + \sum_{i,j} g^{ij}[X_i, T'(k)X_j]. \]
But $(\text{Ad} \,(k) - I)T'(k) = S(k)T(k) = d_+(k)I_\mathfrak{p}$. So if we put
\[ b(k) = \frac{1}{2} \sum_{i \leq j \leq q} g^{ij}(X_i X_j(k) + X_j(k) X_i), \]

it is clear that

\[ \Gamma_k(b(k) \times 1) = d_+(k)\omega_+ + \sum_{i,j} g^{ij}[X_i, X_j(k)] - \frac{1}{2} \sum_{i,j} g^{ij}\Gamma_k([X_i, X_j(k)] \times 1). \]

Put \( Y(k) = \sum_{i,j} g^{ij}[X_i, X_j(k)] \) and \( Y'(k) = \sum_{i,j} g^{ij}[X_i, X_j(k)] \). It follows from our remarks above that \( \Gamma_k(Y(k) \times 1) = \text{Ad}(k^{-1})Y(k) - Y(k) = 0 \). Moreover \( Y'(k) \in [\mathfrak{p}, \mathfrak{p}] \cap \mathfrak{f} \). Hence if we set

\[ \gamma_\omega(k) = b(k) \times 1 + d_+(k)(1 \times \omega_+) - 1 \times Y'(k), \]

\[ \Gamma_k(\gamma_\omega(k)) = d_+(k)\omega. \] This proves the lemma.

On the other hand \( K \) being the open submanifold of \( K \) consisting of those points \( k \) for which \( d_+(k) \neq 0 \), we have a differential operator \( \delta(\omega) \) defined on \( K \) (see §5). It follows from the definition of \( \delta(\omega) \) that

\[ d_+(k)\delta_\omega(k) = d_+(k)\omega_+ - Y'(k) \quad (k \in K). \]

This means that there exists an analytic differential operator \( D \) on \( K \) which coincides with \( d_+\delta(\omega) \) on \( K \).

**Lemma 32.** Let \( D^* \) denote the adjoint of \( D \). Then if \( f \in I^\omega(K) \), \( Df = D^*f \).

In view of the corollary to Lemma 8, it is enough to show that \( Df \) and \( D^*f \) coincide on \( K' = K \cap G' \). Hence, as we have seen during the proof of Theorem 1, it is sufficient to prove that

\[ \int_K g(k)f(k, D)dk = \int_K g(k, D)f(k)dk \]

for every \( g \in I^\omega_+(K') \). (Here \( dk \) is the Haar measure on \( K \).) But since \( D \) is an invariant operator, \( Df \) and \( Dg \) are invariant functions. Hence (see Weyl [14(a)])

\[ \int_K g(k)f(k, D)dk = \int_A \left| d_-(h) \right| g(h)f(h, D)dh \]

and

\[ \int_K g(k, D)f(k)dk = \int_A \left| d_-(h) \right| g(h, D)f(h)dh \]

if \( dk \) is suitably normalized. On the other hand since \( d_+ = \left| d_+ \right| \), we can conclude from Theorem 2 and the corollary to Lemma 25 that if \( h \in A' \),

\[ \left| d_-(h) \right| f(h, D) = f(h, D') \]

where \( D' \) denotes the differential operator \( \left| d \right|^{\frac{1}{2}}\gamma(\omega) \circ \left| d \right|^{\frac{1}{2}} \) on \( A' \). Moreover
$(\gamma(\omega))^* = \gamma(\omega^*) = \gamma(\omega)$ from Lemma 20 and so $D'$ coincides with its adjoint on $A'$. Hence

$$\int_K g(k)f(k, D)dk = \int_A g(h)f(h, D')dh = \int_A g(h)f(h, D'h)dh$$

$$= \int_K g(k)f(k)dk.$$

Let $\gamma'(\omega)$ denote the image of $\gamma(\omega)$ under the automorphism of $U$ which maps $H$ on $H + \rho(H)$ $(H \in \mathfrak{h})$.

**Lemma 33.** Define the mapping $f \rightarrow F_f$ of $C^\infty(A)$ into $I^\infty(K)$ as in Corollary 2 to Lemma 29. Then

$$DF_f = d_+ F'_{\gamma(\omega)f}$$

$(f \in C^\infty(A))$.

It would be sufficient to prove that $DF_f$ and $d_+ F'_{\gamma(\omega)f}$ coincide on $A'$. Let $g$ denote the restriction of $F_f$ on $A'$. Then

$$g(h) = \Delta'(h)^{-1} \sum_{s \in W} e(s)\xi(s)h^*f(h)$$

$h \in A'$

and it follows from Theorem 2 and the corollary to Lemma 25 that $DF_f$ coincides on $A'$ with $D'g$ where $D' = d_+ d^{|\omega|1/2} \gamma(\omega) \circ |d|^{1/2}$. Let $H_0$ be any point in $\mathfrak{h}_0$ such that $h_0 = \exp H_0 \in A'$ and let $V$ be an open connected neighborhood of $H_0$ in $\mathfrak{h}_0$ such that $\exp H \in A'$ for all $H \in V$. Put

$$g'(H) = \sum_{s \in W} e(s)e^{\rho(H)s}(\exp H)$$

$(H \in V)$. Then $g(\exp H)A(H) = g'(H)$ $(H \in V)$ where $\Delta(H)$ is defined as in §8. Hence it is obvious that

$$g(\exp H, D') = d_+ (\exp H)\Delta(H)^{-1}g'(H, \gamma(\omega))$$

$(H \in V)$

if we regard $\gamma(\omega)$ as a differential operator on $V$. On the other hand if $f'(H) = e^{\rho(H)s}(\exp H) (H \in \mathfrak{h}_0)$ it is clear that

$$f'(H, \gamma(\omega)) = f'(s^{-1}H, \gamma(\omega))$$

since $\gamma(\omega)$ is an invariant of $W$. Furthermore

$$f'(H, \gamma(\omega)) = e^{\rho(H)f'(H, \gamma'(\omega))}$$

$(H \in \mathfrak{h}_0)$

where $f'(H) = f(\exp H)$. Hence

$$g'(H, \gamma(\omega)) = \sum_{s \in W} e(s)e^{\rho(H)s}(s^{-1}H, \gamma'(\omega))$$

$$= \sum_{s \in W} e(s)e^{\rho(H)s}f_0(\exp H)$$

$(H \in V)$

where $f_0 = \gamma'(\omega)f$ and therefore
\[ g(\exp H, D') = d_+(\exp H)F_{\gamma'(\omega)f}(\exp H) \quad (H \in V). \]

This proves that \( DF_f \) coincides with \( d_+F_{\gamma'(\omega)f} \) on some neighborhood of \( h_0 \) in \( A' \). Since \( h_0 \) is an arbitrary point of \( A' \) our assertion follows.

Let \( \tau \) be a distribution on \( K \). Then by Corollary 2 to Lemma 29, the mapping \( \Phi: f \mapsto \tau(d_+F_f) \) \( (f \in C^\infty(A)) \) is a distribution on \( A \). The following theorem contains the main result of the present section.

Theorem 5. Suppose there exists a complex number \( c \) such that \( D\tau = cd_+\tau \). Then \( \Phi \) coincides with an analytic function on \( A \).

If \( f \in C^\infty(A) \), \( D\tau(F_f) = \tau(DF_f) = \Phi(\gamma'(\omega)f) \) from Lemmas 32 and 33. But \( D\tau(F_f) = c\tau(d_+F_f) = c\Phi(f) \). Hence

\[ \Phi(\gamma'(\omega)f) = c\Phi(f) \quad (f \in C^\infty(A)). \]

Now let \( H_1, \ldots, H_l \) be a base for \( h_0 \) over \( R \) such that \( B(H_i, H_j) = -\delta_{ij} \quad 1 \leq i, j \leq l \). Then if we normalize \( X_\alpha \), \( X_{-\alpha} \) \((\alpha \in \Lambda)\) in such a way that \( B(X_\alpha, X_{-\alpha}) = 1 \), it is clear that

\[ \omega = -(H_1^2 + \cdots + H_l^2) + \sum_{\alpha \in \Lambda} (X_\alpha X_{-\alpha} + X_{-\alpha}X_\alpha). \]

Hence

\[ \omega = -(H_1^2 + \cdots + H_l^2) + \sum_{\alpha \in \Lambda} H_\alpha \mod \sum_{\alpha \in \Lambda} \mathfrak{B}X_\alpha \]

where \( H_\alpha = [X_\alpha, X_{-\alpha}] \). This proves (see Lemma 18) that

\[ \gamma'(\omega) = -(H_1^2 + \cdots + H_l^2) + 2H_p \]

where \( H_p = 2^{-1}\sum_{\alpha \in \Lambda} H_\alpha \) is characterized by the property that \( B(H_p, H) = \rho(H) \) \((H \in h)\). Put

\[ \Box = H_1^2 + \cdots + H_l^2 + 2H_p. \]

Then it is clear that \( \Phi \) satisfies the differential equation

\[ (\Box + c) \Phi = 0. \]

Since the operator \( \Box \) is obviously of the elliptic type (see Gårding [3]) it follows [11; 8] that \( \Phi \) is an analytic function on \( A \).

We shall give an application of this theorem in §12.

11. Application to representations. We shall now apply the preceding theory to the problem of determining the characters of irreducible representations of \( G \). Let \( \pi \) be a representation of \( G \) on a Hilbert space \( \mathcal{H} \) and let \( V \) be the Gårding subspace of \( \mathcal{H} \) (see [6(c), p. 201]). We denote by \( \Omega \) the set of all equivalence classes of finite-dimensional irreducible representations of \( K \) and by \( \mathcal{H}\Omega \) \((\mathcal{D} \subseteq \Omega)\) the subspace consisting of those elements in \( \mathcal{H} \) which
transform under \( \pi(K) \) according to \( \mathcal{D} \). Let \( \pi_0 \) denote the representation of \( \mathfrak{S} \) on \( V \) corresponding to \( \pi \) [6(c), p. 201] and \( I, I_0 \) the identity mappings of \( \mathfrak{S} \) and \( V \) respectively. We shall say that \( \pi \) is quasi-simple if there exist\(^{(10)}\)

1. a homomorphism \( \eta \) of \( Z \) into the multiplicative group of complex numbers such that \( \pi(\xi) = \eta(\xi) I \) (\( \xi \in Z \)),
2. a homomorphism \( \chi \) of \( G \) into \( C \) such that \( \pi_0(\xi) = \chi(\xi) I_0 \) (\( \xi \in G \)), and
3. an integer \( N \) such that \( \dim \mathfrak{S}_D \leq Nd(D)^2 \) for all \( D \in \Omega \). (\( d(D) \) is the degree of any representation in \( \mathcal{D} \)).

\( \eta \) and \( \chi \) respectively are called the central and the infinitesimal characters of \( \pi \). Let \( Q \) be a bounded linear transformation on \( \mathfrak{S} \). We say that \( Q \) is summable if there exists a complete orthonormal set \( \{ \psi_i \} \) in \( \mathfrak{S} \) and a regular operator \( A \) such that\(^{(11)}\) \[ \sum_{i,j \in J} |(\psi_i, AQA^{-1}\psi_j)| < \infty \]. One knows [6(d), Lemma 1] that if \( Q \) is summable and \( A, B \) are bounded linear operators \( AQB \) is of the trace class and \( \text{sp} AQB = \text{sp} BAQ = \text{sp} QBA \). Hence in particular if \( A \) is regular \( \text{sp} AQA^{-1} = \text{sp} Q \). Now \( \pi \) being quasi-simple, consider the operator

\[ Q_f = \int_G f(x)\pi(x)dx \]

where \( dx \) is the Haar measure on \( G \) and \( f \in C_c(G) \). We know [6(e), §2] that \( Q_f \) is summable and the mapping \( T_\pi: f \mapsto \text{sp} Q_f (f \in C_c(G)) \) is a distribution on \( G \). \( T_\pi \) is called the character of \( \pi \).

Let \( G' \) be the set of quasi-regular elements in \( G \) (see §3). In view of the corollary to Lemma 12, \( G' \) may be considered as an open submanifold of \( G \). Our next object is to prove the following theorem.

**Theorem 6.** Let \( \pi \) be a quasi-simple representation of \( G \) on \( \mathfrak{S} \) and let \( \mathfrak{T} \) be the character of \( \pi \). Then \( T_\pi \) coincides with an analytic function on \( G' \).

Since \( T_\pi \) is an invariant distribution on \( G \) (see [6(d)]), it coincides in the neighborhood of a point \( x \in G' \) with an analytic function if and only if the same property holds at \( yxy^{-1} \) (\( y \in G \)). Hence, in view of Lemma 11, it is enough to prove this statement when \( x \in A = A \cap G \) in the notation of §5. Let \( dm \) denote the Haar measure on \( M \).

**Lemma 34.** If \( f \in C_c(G \times M) \) the operator

\[ \int_{G \times M} f(x, m)\pi(xmx^{-1})dx dm \]

is summable. Moreover if \( S_\pi(f) \) denotes its trace, the mapping

\[ (10) \text{Actually these conditions can be relaxed considerably without affecting our subsequent arguments. But it is hardly worthwhile to do so since they are already weak enough to be satisfied in all cases which are of interest to us.} \]

\[ (11) \text{As usual } \langle \phi, \psi \rangle \text{ denotes the scalar product of two elements } \phi \text{ and } \psi \text{ in } \mathfrak{S} \text{ and } |\phi| \text{ the norm of } \phi. \]
\[ S_f \cdot f \rightarrow S_\tau(f) \quad (f \in C_c^\infty(G \times 'M)) \]

is a distribution on \( G \times 'M \).

We can regard \( G \times M \) as a Lie group and \( \mathfrak{B} \times \mathfrak{M} \) the enveloping algebra of the complexification of its Lie algebra. Then \( G \times 'M \) is an open invariant subset of \( G \times M \). For any \( b \in \mathfrak{B} \), let \( D'(b) \) denote the differential operator on \( G \times 'M \) defined as follows. The local expression \((D'(b))_{x,m}\) of \( D'(b) \) at \((x, m) \in G \times 'M \) is given by

\[(D'(b))_{x,m} = d_+ (m)^{-1} \gamma_b(m)\]

in the notation of Lemma 16. Since \( m \rightarrow \gamma_b(m) \) is an analytic mapping, it is clear that \( D'(b) \) is in fact an analytic differential operator on \( G \times 'M \). On the other hand the mapping \( b \rightarrow D'(b) \) is linear and for any given \( b \in \mathfrak{B} \), we can find a finite set of linearly independent elements \( b_1, \ldots, b_N \in \mathfrak{B} \) such that

\[
\text{Ad} (x^{-1}) b = a_1(x)b_1 + \cdots + a_N(x)b_N
\]

where \( a_1, \ldots, a_N \) are analytic functions on \( G \). Hence

\[
(D'(b^{-1}))_{x,m} = \sum_{i=1}^N a_i(x)(D'(b_i))_{x,m}
\]

and therefore there exists an analytic differential operator \( D(b) \) on \( G \times 'M \) such that \((D(b))_{x,m} = (D'(b^{-1}))_{x,m} \) \((x \in G, m \in 'M)\). The operator \( D(b) \) has the following significance. \( \phi \) being any function in \( C_c^\infty(G) \), consider the integral

\[
\int f(x, m)\phi(xm^{-1})dxdm \quad (f \in C_c^\infty(G \times 'M)).
\]

Put \( \Phi(x, m) = \phi(xm^{-1}) \) \((x \in G, m \in 'M)\). Then, as we have seen in §5,

\[
\Phi(x, b; m, \nu) = \phi(xm^{-1}, \text{Ad}(x)(\Gamma_m(b \times \nu))
\]

for \( b \in \mathfrak{B} \) and \( \nu \in \mathfrak{M} \). Hence it is obvious that

\[
\Phi(x, m, D_{z,m}(b)) = \phi(xm^{-1}, b) \quad (b \in \mathfrak{B})
\]

and therefore

\[
\int f(x, m)\phi(xm^{-1}, b)dxdm = \int f(x, m, (D(b))^*)\phi(xm^{-1})dxdm
\]

where \((D(b))^*\) is the adjoint of \( D(b) \).

Now in order to prove the summability of the operator

\[
Q_f = \int f(x, m)\pi(xm^{-1})dxdm \quad (f \in C_c^\infty(G \times 'M))
\]
we proceed as follows. We can choose a homomorphism \( \eta \) of \( K \) into \( C \) such that \( \eta \) coincides with \( \eta_* \) on a subgroup \( Z_0 \) of \( Z \) of finite index (see [6(d), p. 239]). Then the factor group \( \overline{K} = K/Z_0 \) is compact and we can define a representation \( \pi \) of \( \overline{K} \) on \( \mathfrak{H} \) by setting

\[
\pi(\bar{u}) = \eta(u^{-1})\pi(u) \quad (u \in K)
\]

where \( u \mapsto \bar{u} \) is the natural mapping of \( K \) on \( \overline{K} \). Since \( \overline{K} \) is compact, \( \pi \) is equivalent to a unitary representation. Hence in view of our definition of summability, it is sufficient to consider the case when \( \pi \) is unitary and therefore the spaces \( \mathfrak{K}_\Omega(\mathfrak{D} \in \Omega) \) are mutually orthogonal (see [6(d), p. 244]). For any \( \phi \in C^\infty(G) \) define \( \phi(b, x) = \phi(x, \text{Ad}(x^{-1})b) \) \( (x \in G, b \in \mathfrak{B}) \) and let \( \Omega_* \) be the set of those \( \mathfrak{D} \in \Omega \) for which \( \mathfrak{K}_\Omega \neq \{0\} \). Then the following facts are known (see the proof of Lemma 3 of [6(d)]). If \( z \) is an element lying in the center \( \mathfrak{Z}_K \) of \( K \), there exist, for each \( \mathfrak{D} \in \Omega_* \), two complex numbers \( n_1(\mathfrak{D}, z), n_2(\mathfrak{D}, z) \) with the following property. If \( \psi_1 \in \mathfrak{K}_{\mathfrak{D}_1}, \psi_2 \in \mathfrak{K}_{\mathfrak{D}_2} \) \( (\mathfrak{D}_1, \mathfrak{D}_2 \in \Omega_*) \) and \( \phi(x) = (\psi_1, \pi(x)\psi_2) \) \( (x \in G) \), then

\[
\phi(z, x) = n_1(\mathfrak{D}_1, z)\phi(x), \quad \phi(x, z) = \phi(x)n_2(\mathfrak{D}_2, z) \quad (x \in G).
\]

Moreover it is possible to choose \( z_1, z_2 \in \mathfrak{Z}_K \) such that the numbers \( n_1(\mathfrak{D}, z_1), n_2(\mathfrak{D}, z_2) \) \( (\mathfrak{D} \in \Omega_*) \) are all real and positive and

\[
\sum_{\mathfrak{D} \in \Omega_*} \frac{d(\mathfrak{D})^2}{n_1(\mathfrak{D}, z_1)} < \infty, \quad \sum_{\mathfrak{D} \in \Omega_*} \frac{d(\mathfrak{D})^2}{n_2(\mathfrak{D}, z_2)} < \infty.
\]

Now let \( (\psi_i)_{i \in J} \) be a complete orthonormal base for \( \mathfrak{H} \) which is composed of bases for the various \( \mathfrak{K}_{\mathfrak{D}_i} \) \( (\mathfrak{D} \in \Omega_*) \). Let \( J(\mathfrak{D}) \) denote the set of those \( j \in J \) for which \( \psi_j \in \mathfrak{K}_{\mathfrak{D}_i} \). Then

\[
\sum_{i, j \in J} \left| \langle \psi_i, Q_j \psi_j \rangle \right| = \sum_{i, j \in J} \left| \int f(x, m)\phi_{ij}(xm^{x^{-1}})dxdm \right|
\]

where \( \phi_{ij}(x) = \langle \psi_i, \pi(x)\psi_j \rangle \) \( (x \in G) \). On the other hand if \( i \in J(\mathfrak{D}_1) \) and \( j \in J(\mathfrak{D}_2) \),

\[
\phi_{ij}(x, (\text{Ad}(x^{-1})z_1)z_2) = \phi_{ij}(z_1, x, z_2) = n_1(\mathfrak{D}_1, z_1)n_2(\mathfrak{D}_2, z_2)\phi_{ij}(x).
\]

Moreover we can find elements \( b_1, \ldots, b_r \in \mathfrak{B} \) such that

\[
(\text{Ad}(x^{-1})z_1)z_2 = a_1(x)b_1 + \cdots + a_r(x)b_r \quad (x \in G)
\]

where \( a_1, \ldots, a_r \) are analytic functions on \( G \). Therefore in view of what we have seen above, it is obvious that there exists a differential operator \( D \) on \( G \times M \) such that

\[
\int f(x, m, D)\phi(xm^{x^{-1}})dxdm = \int f(x, m)\phi(xm^{x^{-1}}, (\text{Ad}(x^{-1}x^{-1})z_1)z_2)dxdm
\]

for all \( f \in C^\infty_c(G \times M) \) and \( \phi \in C^\infty(G) \). On the other hand, we can find compact
sets $\omega_1, \omega_2$ in $G$ and $\mathcal{M}$ respectively such that a given $f$ is zero outside $\omega_1 \times \omega_2$. Let $\omega$ be the image of $\omega_1 \times \omega_2$ in $G$ under the mapping $(x, m) \rightarrow xmx^{-1}$. Then $\omega$ is compact and there exists a number $\mu$ such that $|\pi(x)| \leq \mu$ for $x \in \omega$. Then it is clear that

$$\left| \int f(x, m, D) \phi_i(xmx^{-1}) \, dx \, dm \right| \leq \mu \int |f(x, m, D)| \, dx \, dm$$

and therefore

$$\sum_{i,j \in I} |(\psi_i, Q_f \psi_j)| \leq \mu N^2 \int |f(x, m, D)| \, dx \, dm \sum_{D_1, D_2 \in \Omega, \Omega_2} \frac{d(D_1)^2}{n_1(D_1, z_1)} \frac{d(D_2)^2}{n_2(D_2, z_2)}$$

since $\text{dim} \mathcal{D} \leq N \text{d} \mathcal{D}^2$ ($\mathcal{D} \in \Omega_2$). The series on the right being convergent, this proves that $Q_f$ is summable. Moreover the above result shows that for any compact set $\omega'$ in $G \times \mathcal{M}$, there exists a real number $\mu'$ such that

$$|\text{sp} \ Q_f| \leq \mu' \int |f(x, m, D)| \, dx \, dm$$

where $f$ is any function in $C_c^\infty(G \times \mathcal{M})$ which vanishes outside $\omega'$. Therefore the mapping $f \rightarrow \text{sp} \ Q_f$ is a distribution and the lemma is proved.

Now suppose $\alpha \in C_c^\infty(G)$ and $\beta \in C_c^\infty(\mathcal{M})$. We denote by $\alpha \otimes \beta$ the function $f$ in $C_c^\infty(G \times \mathcal{M})$ given by $f(x, m) = \alpha(x) \beta(m)$ ($x \in G, m \in \mathcal{M}$).

**Lemma 35.** There exists a distribution $\tau_\star$ on $\mathcal{M}$ such that

$$S_\star(\alpha \otimes \beta) = \left( \int_G \alpha(x) \, dx \right) \tau_\star(\beta) \quad (\alpha \in C_c^\infty(G), \beta \in C_c^\infty(\mathcal{M})).$$

Let $\lambda(y) \alpha$ ($y \in G$) denote the function $x \rightarrow \alpha(y^{-1}x)$ ($x \in G$). Similarly if $\sigma$ is a distribution on $G$, we denote by $\lambda(y) \sigma$ the distribution $\alpha \rightarrow \sigma(\lambda(y^{-1})\alpha)$ ($\alpha \in C_c^\infty(G)$). Let $\beta$ be a fixed element in $C_c^\infty(\mathcal{M})$. Then it is obvious that the mapping

$$\sigma_\beta : \alpha \rightarrow S_\star(\alpha \otimes \beta)$$

is a distribution on $G$. Moreover if

$$Q_\alpha = \int \alpha(x) \beta(m) \pi(xmx^{-1}) \, dx \, dm,$$

it is clear that

$$Q_{\lambda(y) \alpha} = \pi(y) Q_\alpha \pi(y^{-1}).$$

Therefore since $Q_\alpha$ is summable,

$$\sigma_\beta(\alpha) = \text{sp} \ Q_\alpha = \text{sp} \ Q_{\lambda(y) \alpha} = \sigma_\beta(\lambda(y) \alpha).$$
This shows that \( \lambda(y)\sigma_\beta = \sigma_\beta \) \((y \in G)\). On the other hand we have the following lemma.

**Lemma 36.** Let \( \sigma \) be a distribution on \( G \) such that \( \lambda(x)\sigma = \sigma \) for all \( x \in G \). Then there exists a complex number \( c \) such that

\[
\sigma(\alpha) = c \int_G \alpha(x) \, dx
\]

for every \( \alpha \in C_0^\infty(G) \).

Assuming this for a moment, we can prove Lemma 35 as follows. Put

\[
I(\alpha) = \int_G \alpha(x) \, dx \quad (\alpha \in C_0^\infty(G))
\]

and select a function \( \alpha_0 \) in \( C_0^\infty(G) \) for which

\[
I(\alpha_0) = 1.
\]

Then it follows from Lemma 36 that

\[
\sigma_\beta(\alpha) = \sigma_\beta(\alpha_0)I(\alpha) \quad (\alpha \in C_0^\infty(G)).
\]

But the mapping \( \beta \to \sigma_\beta(\alpha_0) = S_\tau(\alpha_0 \times \beta) \) is obviously a distribution on \( 'M \). Hence if we denote it by \( \tau_\tau \),

\[
S_\tau(\alpha \times \beta) = I(\alpha)\tau_\tau(\beta)
\]

which proves our assertion.

Now in order to prove Lemma 36, we make use of the theory of right-invariant differential forms on \( G \) (see Chevalley [2]). For each \( X \in \mathfrak{g}_0 \), we denote by \( X' \) the right-invariant differential operator defined by

\[
\alpha(x, X') = \left\{ \frac{d}{dt} \alpha(\exp(-tX)x) \right\}_{t=0} \quad (x \in G, \alpha \in C^\infty(G)).
\]

\( n \) being the dimension of \( G \), let \( \omega \) denote the invariant differential form of degree \( n \) corresponding to the Haar measure \( dx \). Then

\[
\int_G \omega = I(\alpha) \quad (\alpha \in C_0^\infty(G)).
\]

Now suppose \( I(\alpha) = 0 \). Then by the de Rham Theorem for forms with compact support, there exists a differential form \( \zeta \) of degree \( n - 1 \) and class \( C^\infty \) with compact support such that \( \omega \omega = d\zeta \). Let \( \omega_1, \ldots, \omega_n \) be a base for right-invariant forms of degree 1. We may assume that \( \omega = \omega_1 \wedge \omega_2 \wedge \cdots \wedge \omega_n \) where \( \wedge \) denotes exterior product. Let \((X_1, \ldots, X_n)\) be a base for \( \mathfrak{g}_0 \) over \( R \) such that \( \omega_i(X^j) = \delta_{ij} \) \((1 \leq i, j \leq n)\). Then

\[
\zeta = \sum_{i=1}^{n} \xi_i \Omega_i
\]

where \( \xi_i \in C_0^\infty(G) \) and \( \Omega_i = \omega_1 \wedge \omega_2 \wedge \cdots \wedge \hat{\omega}_i \wedge \cdots \wedge \omega_n \), the circumflex signifying the deletion of the factor \( \omega_i \) from the product. Then
\[ \omega = d\xi = \sum_{i=1}^{n} d\xi_i \wedge \Omega_i + \sum_{i=1}^{n} \xi_i d\Omega_i. \]

But \( d\Omega_i = 0 \) for otherwise \( \omega \) would be the derivative of a right-invariant differential form and this is known to be impossible (see Koszul [9, Theorem 9.2]). On the other hand

\[ d\xi_i = \sum_{j=1}^{n} (X^j \xi_i) \omega_j \]

and therefore

\[ \alpha \omega = \left\{ \sum_{j=1}^{n} (-1)^{j-1} X^j \xi_i \right\} \omega. \]

This shows that

\[ \alpha = \sum_{j=1}^{n} (-1)^{j-1} X^j \xi_j. \]

Hence in order to prove that \( I(\alpha) = 0 \) implies \( \sigma(\alpha) = 0 \) \((\alpha \in C_c^\infty(G))\), it is sufficient to verify that \( \sigma(X'\alpha) = 0 \) for every \( X \in g_0 \) and \( \alpha \in C_c^\infty(G) \). Put

\[ \alpha_t(x) = \alpha(\exp(-tx)x) \]

for \( x \in G, t \in \mathbb{R} \).

Then if \( b \in \mathfrak{g} \),

\[ \alpha_t(x, b) = \alpha(\exp(-tx)x, b) \]

and from this it follows that if \( \alpha' = X'\alpha, t^{-1}\{\alpha_t(x, b) - \alpha(x, b)\} \) converges uniformly on \( G \) to \( \alpha'(x, b) \) as \( t \) tends to zero. This implies that

\[ \sigma(\alpha') = \lim_{t \to 0} \frac{1}{t} (\sigma(\alpha_t) - \sigma(\alpha)) = 0 \]

since \( \alpha_t = \lambda(\exp tx)\alpha \). Hence \( \sigma(X'\alpha) = 0 \) and our assertion is proved.

Select a function \( \alpha_0 \in C_c^\infty(G) \) such that \( \int_G \alpha(x)dx = 1 \). Then if \( \alpha \in C_c^\infty(G) \) and \( \alpha' = \alpha - I(\alpha)\alpha_0, I(\alpha') = 0 \). Hence \( \sigma(\alpha') = 0 \) and therefore \( \sigma(\alpha) = \sigma(\alpha_0)I(\alpha) \). This proves the lemma.

**Lemma 37.** The distribution \( \tau_* \) on \( 'M \) is an invariant distribution.

It is obvious that if \( \alpha \in C_c^\infty(G), \beta \in C_c^\infty('M) \) and \( m \in M \),

\[ S_*(\alpha \times \beta^m) = S_*(\alpha' \times \beta) \]

where \( \alpha'(x) = \alpha(xm^{-1}) \) \((x \in G)\). Hence if we choose \( \alpha \) such that \( \int_G \alpha(x)dx = 1 \),

\[ \tau_*(\beta^m) = S_*(\alpha \times \beta^m) = S_*(\alpha' \times \beta) = \tau_*(\beta) \]

and this shows that \( \tau_* \) is invariant.
Define the differential operator $\delta(z) \ (z \in \mathcal{B})$ on $\mathcal{M}$ as in Theorem 1.

**Lemma 38.** $\delta(z)\tau = \chi_\tau(z)\tau \ (z \in \mathcal{B})$ where $\chi_\tau$ is the infinitesimal character of $\pi$.

We use the notation of the proof of Lemma 34. Let $E_\mathcal{D}$ denote the canonical projection [6(c), p. 225] of $\mathcal{S}$ on $\mathcal{H}(\mathcal{D} \subseteq \Omega_\tau)$. Then if $\phi_\mathcal{D}(x) = \text{sp} \ (E_\mathcal{D}\pi(x)E_\mathcal{D}) \ (x \in G)$ it is obvious from Lemma 34 that

$$Q(\alpha, \beta) = \int \alpha(x)\beta(m)\pi(xm^{-1})dx dm \quad (\alpha \in C_\infty^0(G), \beta \in C_\infty^0(\mathcal{M}))$$

is of the trace class and therefore (see [6(d), §2])

$$\text{sp} \ Q(\alpha, \beta) = \sum_{\mathcal{D} \in \Omega_\tau} \int \alpha(z)\beta(m)\phi_\mathcal{D}(xmx^{-1})dx dm.$$

Also we know (see Lemmas 32 and 34 of [6(c)]) that $\phi_\mathcal{D}$ is an analytic function on $G$ and

$$\phi_\mathcal{D}(x, z) = \chi_\tau(z)\phi_\mathcal{D}(x) \quad (x \in G, z \in \mathcal{B}).$$

Put $\Phi_\mathcal{D}(x; m) = \phi_\mathcal{D}(xmx^{-1}) \ (x \in G, m \in \mathcal{M})$. Then if $b \in \mathcal{B}$ and $\nu \in \mathcal{M}$, we have seen in §5 that

$$\Phi_\mathcal{D}(x, b; m, \nu) = \phi_\mathcal{D}(x)<m^{-1}, \text{Ad} (x)(\Gamma_m(b \times \nu))).$$

On the other hand if $z$ is a fixed element in $\mathcal{B}$, we can, from Lemma 16, select $b_i, \cdots, b_r \in \mathcal{Q}$, $\nu_i, \cdots, \nu_r \in \mathcal{M}$ and analytic functions $a_i, \cdots, a_r$ on $\mathcal{M}$ such that

$$\sum_{i=1}^r a_i(m)\Gamma_m(b_i \times \nu_i) + \Gamma_m(1 \times \delta_m(z)) = z.$$

Therefore since $z^* = z$,

$$\sum_{i=1}^r a_i(m)\Phi_\mathcal{D}(x, b_i; m, \nu_i) + \Phi_\mathcal{D}(x; m, \delta_m(z)) = \phi_\mathcal{D}(xmx^{-1}, z) = \chi_\tau(z)\phi_\mathcal{D}(xmx^{-1}).$$

Let $D_i$ and $\delta^*(z)$ respectively denote the adjoints of the differential operators $a_i(m)\nu_i$ and $\delta(z)$ on $\mathcal{M}$. If $b \rightarrow b^* \ (b \in \mathcal{B})$ is the anti-automorphism of $\mathcal{B}$ which maps $X$ on $-X \ (X \in \mathfrak{g})$, it is obvious that $b_i^*$ is the adjoint of the differential operator $b_i$ on $G$. Hence

$$\chi_\tau(z) \int \alpha(x)\beta(m)\phi_\mathcal{D}(xmx^{-1})dx dm$$

$$= \sum_{i=1}^r \int \alpha(x, b_i^*)\beta(m, D_i)\Phi_\mathcal{D}(x; m)dx dm + \int \alpha(x)\beta(m, \delta^*(z))\Phi_\mathcal{D}(x; m)dx dm.$$
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and therefore it follows from Lemma 34 that
\[ \chi_r(z) \text{ sp } Q(\alpha, \beta) = \sum_{i=1}^{r} \text{ sp } Q(b_i^*\alpha, D_i\beta) + \text{ sp } Q(\alpha, \delta^*(z)\beta). \]

Now assume that \( I(\alpha) = 1 \) and apply Lemma 35. Then we get
\[ \chi_r(z) \tau_r(\beta) = \sum_{i=1}^{r} I(b_i^*\alpha) \tau_r(D_i\beta) + \tau_r(\delta^*(z)\beta). \]

But since \( b_i \in \mathcal{O}' \) the same holds for \( b_i^* \). On the other hand if \( X \in \mathfrak{g}_0 \) and \( f \in C_c^\infty(G) \), it is obvious that \( I(f_i) = I(f) \) where \( f_i(x) = f(x \exp tX) \) \( (x \in G, t \in R) \). From this we conclude immediately that \( I(Xf) = 0 \). Hence \( I(b_i^*\alpha) = 0 \) \((1 \leq i \leq r)\) and therefore
\[ \chi_r(z) \tau_r(\beta) = \tau_r(\delta^*(z)\beta) \quad (\beta \in C_c^\infty(\mathfrak{g}).) \]

This proves the statement of the lemma.

It now follows from Theorem 3 that \( \tau_r \) is an analytic function on \( \mathfrak{g} \). In order to prove Theorem 6 we still have to investigate the relationship between the two distributions \( T_r \) and \( \tau_r \). Put \( q_0 = q \cap \mathfrak{g}_0 \). Then \( \mathfrak{g}_0 \) is the direct sum of \( q_0 \) and \( m_0 = m \cap \mathfrak{g}_0 \). Let \( U' \) be an open neighborhood of \( 1 \) in \( G \) such that if \( U'' = (U')^{-1} U' \) then \( U'' \cap (\mathcal{A}M) \subseteq M \) where \( \mathcal{A} \) is the normalizer of \( A \) in \( G \). This is possible since \( \mathcal{A}M/M \) is a finite group (see Lemma 10). Let \( G^* = G/M \) be the factor space consisting of all cosets of the form \( xM (x \in G) \) and let \( \sigma \) denote the natural mapping \( x \rightarrow x^* \) of \( G \) on \( G^* \). We can select an open neighborhood \( U^* \) of \( 1^* \) in \( G^* \) and a regular analytic mapping \( \phi \) of \( U^* \) into \( U' \) such that \( (\phi(x^*))^* = x^* \) and \( \phi(1^*) = 1 \) \((x^* \in U^*)\). Let \( dx^* \) denote the invariant measure on \( G^* \). Define an analytic mapping \( \psi \) of \( U^* \times \mathcal{M} \) into \( G \) as follows:
\[ \psi(x^*, m) = \phi(x^*)m(\phi(x^*))^{-1} \quad (x^* \in U^*, m \in \mathcal{M}). \]
Suppose \( \psi(x^*_1, m_1) = \psi(x^*_2, m_2) \) \((x^*_1, x^*_2 \in U^*, m_1, m_2 \in \mathcal{M})\). Then from Lemma 10
\[ (\phi(x^*_1))^{-1}\phi(x^*_2) \in U'' \cap (\mathcal{A}M) \subseteq M \]
and therefore \( x^*_2 = x^*_1 \), \( m_2 = m_1 \). This shows that \( \psi \) is univalent on \( U^* \times \mathcal{M} \). For \( Y \in \mathfrak{g}_0 \) and \( x^* \in U^* \) put\(^{12}\) \( \psi_{x^*} = d\sigma_x Y \) where \( x = \phi(x^*) \). Then if we identify the tangent space of \( U^* \times \mathcal{M} \) at \((x^*, m)\) with \( \mathfrak{g}_0 \) under the linear isomorphism
\[ Y + X \rightarrow Y_{x^*} \times X \quad (Y \in \mathfrak{g}_0, X \in \mathfrak{m}_0), \]
a simple calculation shows that
\[ d\psi_{x^*, m}(X + Y) = (\text{Ad } \phi(x^*))X + \text{Ad } \phi(x^*)(\text{Ad } (m^{-1}) - I)(d\phi_{x^*}Y_{x^*}). \]
(Here \( I \) is the identity mapping of \( \mathfrak{g}_0 \).) Moreover \( \sigma \circ \phi \) being the identity mapping on \( U^* \),
\(^{12}\) We follow here the terminology of Chevalley [2].
\[ d\sigma_x (d\phi_x Y^*_x - Y) = 0 \]

if \( x = \phi(x^*) \) and therefore

\[ d\phi_x Y^*_x \equiv Y \mod \mathcal{M}_0. \]

Therefore if \( D^*_x, m = (\text{Ad} \phi(x^*))^{-1} d\psi^*_x, m, \)

\[
\begin{align*}
D^*_x, m X &= X \\
D^*_x, m Y &= \text{Ad} (m^{-1}) Y - Y \mod \mathcal{M}_0
\end{align*}
\]

and so it follows that

\[ \det (d\psi^*_x, m) = \det D^*_x, m = d_+(m) \neq 0. \]

This proves that \( \psi \) is everywhere regular on \( U^* \times \mathcal{M}. \) Hence it maps \( U^* \times \mathcal{M} \) topologically on an open neighborhood \( N \) of \( \mathcal{M} \) in \( G. \) We regard \( N \) as an open submanifold of \( G. \) Let \( f \in C_c^\infty(N) \) and put

\[ F(x^*, m) = f(\psi(x^*, m)) \quad (x^* \in U^*, \ m \in \mathcal{M}). \]

Since \( \psi \) defines an isomorphism of the two analytic manifolds \( U^* \times \mathcal{M} \) and \( N, \) it is clear that \( F \in C_c^\infty(U^* \times \mathcal{M}). \) Choose bases \((X_1, \cdots, X_p)\) and \((Y_1, \cdots, Y_q)\) for \( m_0 \) and \( q_0 \) respectively over \( \mathbb{R} \) and let \( \omega^* \) and \( \xi \) denote the differential forms (of degrees \( q \) and \( p \)) on \( G^* \) and \( M \) respectively corresponding to the measures \( dx^* \) and \( dm. \) Then we may assume that

\[ \omega^*_{x^*}(d\sigma_x Y_1, \cdots, d\sigma_x Y_q) = \xi_m(X_1, \cdots, X_p) = 1 \quad (x \in G, \ m \in \mathcal{M}). \]

On the other hand if \( \omega \) is the differential form on \( G \) of degree \( p+q \) corresponding to the measure \( dx, \) we may assume that \( \omega_x(Y_1, \cdots, Y_q, X_1, \cdots, X_p) = 1 \) \((x \in G).\) Now consider the form \((12) \omega' = (\delta \psi)\omega \) on \( U^* \times \mathcal{M}. \) Then it follows from the above result that

\[ \omega'_{x^*, m}(Y_1, \cdots, Y_q, X_1, \cdots, X_p) = d_+(m) \omega_y(Y_1, \cdots, Y_q, X_1, \cdots, X_p) = d_+(m) \]

where \( y = \psi(x^*, m) \ (x^* \in U^*, \ m \in \mathcal{M}) \) and this proves that

\[ \omega'_{x^*, m} = d_+(m) \xi_{x^*, m} \]

where \( \xi \) is the direct product of \( \omega^* \) and \( \xi \) on \( U^* \times \mathcal{M} \) so that

\[
\begin{align*}
\xi_{x^*, m}(Y_1, \cdots, Y_q, X_1, \cdots, X_p) &= \omega^*_x((Y_1)_x^*, \cdots, (Y_q)_x^*) \xi_m(X_1, \cdots, X_p) = 1
\end{align*}
\]

But this implies that

\[
\int_N f(x) dx = \int_{U^* \times \mathcal{M}} F(x^*, m) \ | \ d_+(m) \ | \ dx^* dm.
\]
Thus we have obtained the following result.

**Lemma 39.** If the measures \( dx^*, dm \) and \( dx \) on \( G^*, M \) and \( G \) respectively are suitably normalized,

\[
\int f(x)dx = \int_{U^* \times M} f(\psi(x*, m)) | d_+(m) | dx^* dm
\]

for every \( f \in C_c^\infty(N) \).

Now \( \psi \) being univalent and regular on \( U^* \times M \), there exists an analytic function \( F_\tau \) on \( N \) such that \( F_\tau(\psi(x*, m)) = \tau_\tau(m) \) (\( x* \in U^*, m \in M \)).

**Lemma 40.** Suppose the various measures have been normalized in accordance with Lemma 39. Then

\[
T_\tau(f) = \int f(x)F_\tau(x)dx
\]

for every \( f \in C_c^\infty(N) \).

For a given \( f \in C_c^\infty(N) \) we can choose a compact subset \( \omega^* \) of \( U^* \) such that \( f(\psi(x*, m)) = 0 \) (\( x* \in U^*, m \in M \)) unless \( x* \in \omega^* \). Let \( \alpha^* \) be a function in \( C_c^\infty(U^*) \) which is identically equal to 1 on \( \omega^* \). The mapping \( (x*, m) \rightarrow \phi(x^*)m \) is easily seen to be regular and univalent on \( U^* \times M \). Therefore it defines an analytic isomorphism of \( U^* \times M \) with the open submanifold \( U = \phi(U^*)M \) of \( G \). Select \( \beta \in C_c^\infty(M) \) such that \( \int_M \beta(m)dm = 1 \). Then there exists an element \( \alpha \in C_c^\infty(U) \) such that \( \alpha(\phi(x^*)m) = \alpha^*(x^*)\beta(m) \) (\( x* \in U^*, m \in M \)). Now \( g \) being any indefinitely differentiable function on \( N \), put \( f' = gf \). Then

\[
\int_{\alpha \times M} \alpha(x)f'(xm,x^{-1}) | d_+(m) | dx dm
\]

\[
= \int_{\alpha \times M} \alpha^*(x^*)\beta(m_1)f'(\psi(x^*, m_1mm_1^{-1})) | d_+(m) | dx^* dm_1 dm
\]

since \( dx = dx^* dm_1 \) if \( x = \phi(x^*)m_1 \) (\( x* \in U^*, m_1 \in M \)). But \( d_+(m_1mm_1) = d_+(m) \) and therefore

\[
\int_{M} f'(\psi(x^*, m_1mm_1^{-1})) | d_+(m) | dm = \int_{M} f'(\psi(x^*, m)) | d_+(m) | dm.
\]

Moreover \( \int_M \beta(m_1)dm_1 = 1 \) and \( \alpha^* = 1 \) on \( \omega^* \). Hence

\[
\int_{\alpha \times M} \alpha(x)f'(xm,x^{-1}) | d_+(m) | dx dm = \int_{\alpha \times M} f'(\psi(x^*, m)) | d_+(m) | dx^* dm
\]

\[
= \int_{\alpha} f'(x)dx
\]
from Lemma 39. This proves that
\[ \int f(x)g(x)dx = \int_{G \times M} \alpha(x)f(xmx^{-1}) g(xmx^{-1}) \, d_+(m) \, dx \, dm \]
if \( g \in C^\infty(N) \). On the other hand
\[ T_{\pi}(f) = \sum_{\mathcal{D} \in \mathcal{D}_\pi} \int f(x)\phi_\pi(x)dx \]
in the notation of the proof of Lemma 38. Therefore
\[ T_{\pi}(f) = \sum_{\mathcal{D} \in \mathcal{D}_\pi} \int \alpha(x)f(xmx^{-1})\phi_\pi(xmx^{-1}) \, d_+(m) \, dx \, dm. \]
Now put
\[ f_1(x, m) = \alpha(x)f(xmx^{-1}) \, d_+(m) \quad (x \in G, m \in 'M). \]
Then \( f_1 \in C^\infty(G \times 'M) \) and it follows from Lemma 34 that the right hand side of the above equation is equal to \( S_{\pi}(f_1) \). On the other hand
\[ S_{\pi}(f_1) = \int_{G \times 'M} f_1(x, m)\tau_{\pi}(m)dx \, dm \]
from Lemma 35 (see Schwartz [11, p. 108]). Therefore
\[ T_{\pi}(f) = \int_{G \times 'M} \alpha(x)f(xmx^{-1})\tau_{\pi}(m) \, d_+(m) \, dx \, dm = \int_{\mathcal{D}} f(x)F_{\pi}(x)dx \]
from our result above. This proves Lemma 40 and since \( N \supset 'M \supset 'A \), Theorem 6 follows.

For any quasi-simple representation \( \pi \) of \( G \) define \( \eta_\pi, \chi_\pi \) and \( T_{\pi} \) as above and let \( F_{\pi} \) be the analytic function (on \( 'G \)) which coincides with \( T_{\pi} \) on \( 'G \). From the corollary to Lemma 12 we can choose a finite number of connected components \( G_1, \cdots, G_N \) of \( 'G \) such that \( 'G = \bigcup_{i=1}^N ZG_i \). Then if \( w \) is the order of the Weyl group of \( g \) (with respect to any Cartan subalgebra \( h \)), we obtain the following result by combining Theorem 4 and Lemma 40.

**Theorem 7.** Suppose \( \eta \) and \( \chi \) respectively are given homomorphisms of \( Z \) and \( B \) into \( C \) and \( \omega \) is a collection of quasi-simple representations \( \pi \) of \( G \) such that \( \eta = \eta_\pi \) and \( \chi = \chi_\pi \). Then the dimension of the linear space spanned over \( C \) by the functions \( F_{\pi} \) (\( \pi \in \omega \)) cannot exceed \( Nw \).

Since
\[ \int f(z^{-1}x)\pi(x)dx = \int f(x)\pi(zx)dx = \eta(z) \int f(x)\pi(x)dx \quad (z \in Z) \]
and
\[ T_{\pi}(f) = T_{\pi}(f^y) \quad (y \in G) \]
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for \( f \in C_c^\omega(G) \) and \( \pi \in \omega \), it is obvious that \( F_\pi(az) = \eta(z)F_\pi(x) \) and \( F_\pi(yxy^{-1}) = F_\pi(x) \) \((x \in \mathcal{G})\). Therefore if \( V \) is the linear space spanned by \( F_\pi \) \((\pi \in \omega)\), similar relations hold for every \( F \in V \). Let \( F_i \) denote the restriction on \( G_i \) of a function \( F \) in \( V \). If \( F \) vanishes identically on some nonempty open subset of \( G_i \) then \( F_i = 0 \). Now the set \( \bigcup_{x \in \mathcal{G}} xG_i x^{-1} \) is connected since it is the image of \( G \times G_i \) under the continuous mapping \((x, y) \rightarrow yxy^{-1} \). Hence it follows that \( xG_i x^{-1} = G_i \) \((x \in \mathcal{G})\). Therefore from Lemma 11, \( G_i \) must meet at least one Cartan subgroup \( A_i \) of \( G \) for which \( \theta(A_i) = A_i \). Let \( A_i' \) be the set of regular elements in \( A_i \). By Lemma 8 we can select a nonempty open connected subset \( B_i \) of \( A_i' \) such that \( B_i \subseteq A_i \cap G_i \). One proves without difficulty that \( U_i = \bigcup_{x \in \mathcal{G}} xB_i x^{-1} \) is open in \( G \) and therefore if \( F \) is everywhere zero on \( B_i \), \( F_i = 0 \). Let \( F_i \) denote the restriction of \( F \) on \( B_i \) and let \( V_i \) be the linear space consisting of all \( F_i \) \((F \in V)\). It follows from Lemma 38 and Theorem 4 that \( \dim V_i \leq w \). Now \( V \) being the direct sum of \( V_i \) \((1 \leq i \leq N)\), consider the linear mapping \( F \rightarrow \overline{F} = (\overline{F_1}, \ldots, \overline{F_N}) \) of \( V \) into \( \overline{V} \). Since \( G = \bigcup_{i=1}^N ZG_i \), it is clear that \( F = 0 \) whenever \( \overline{F} = 0 \). Hence \( \dim V \leq \dim \overline{V} \leq Nw \).

In view of Theorem 7 we can choose a finite number of representations \( \pi_1, \ldots, \pi_r \) in \( \omega \) such that \( F_{\pi_1}, \ldots, F_{\pi_r} \) form a base for \( V \). Then for any \( \pi \in \omega \), \( F_{\pi} = c_1 F_{\pi_1} + \cdots + c_r F_{\pi_r} \) where \( c_1, \ldots, c_r \) are complex numbers. From this one would like to deduce that \( T_\pi = c_1 T_{\pi_1} + \cdots + c_r T_{\pi_r} \). Although this conclusion seems to be in agreement with experience, I have not succeeded in constructing a proof of it. If true it has certain interesting consequences (see [6(h)]).

12. Closer study of a special case. We now make the two assumptions of §10 on \( G \) and use the notation introduced there. Put

\[ \Delta' = \prod_{a \in \mathcal{P}_-} (1 - \xi_a^{-1}) \]

and normalize the Haar measures \( dk \) and \( dh \) on \( K \) and \( A \) respectively in such a way that

\[ \int_K dk = \int_A |\Delta'(h)|^2 dh = 1. \]

**Lemma 41.** Let \( \pi \) be a quasi-simple representation of \( G \). Then for any \( f \in C^\omega(K) \) the operator

\[ \int_K f(k)\pi(k)dk \]

is summable and if \( \tau_\pi(f) \) denotes its trace, the mapping

\[ \tau_\pi : f \rightarrow \tau_\pi(f) \quad (f \in C^\omega(K)) \]

is a distribution on \( K \).
This follows immediately if we apply the reasoning of [6(d), §5] to the representation \( k \rightarrow \pi(k) \) of \( K \).

**Corollary.** The distribution \( \tau_\pi \) defined above coincides on \( \mathcal{K} \) with that of Lemma 35.

For suppose \( \alpha \in C^\infty_c(G) \) and \( f \in \mathcal{C}(K) \). Since \( \int_K f(k) \pi(k) dk \) is summable, it follows without difficulty (see [6(d), p. 237]) that

\[
\int_{G \times K} \alpha(x) f(k) \pi(xkx^{-1}) dx dk
\]

is of the trace class and

\[
\text{sp} \left( \int_{G \times K} \alpha(x) f(k) \pi(xkx^{-1}) dx dk \right) = \int_G \alpha(x) dx \ \text{sp} \left( \int_K f(k) \pi(k) dk \right)
\]

\[
= \int_G \alpha(x) dx \tau_\pi(f).
\]

Our assertion is a direct consequence of this fact.

On the other hand we have the following two lemmas.

**Lemma 42.** For any \( f \in C^\infty(A) \) the operator

\[
\int_{A \times K} f(h) \Delta'_-(h) \pi(khk^{-1}) dh dk
\]

is summable and if \( \sigma_\pi(f) \) denotes its trace, the mapping

\[
\sigma_\pi : f \mapsto \sigma_\pi(f) \quad (f \in C^\infty(A))
\]

is a distribution on \( A \).

The proof of this is substantially the same as that of Lemma 24 of [6(g)].

Now put \( \rho_- = \sum_{\alpha \in \rho_-} \alpha \). Then if \( s \in W_- \), \( s \rho_- - \rho_- \) is a linear combination of roots in \( P_- \) with integer coefficients (see Weyl [14(b)]). Hence \( \xi_s^- = \xi_{s \rho_- - \rho_-} \) is a well-defined character of \( A \) and

\[
\Delta'_- = \sum_{s \in W_-} \epsilon(s) \xi_s^-.
\]

Now if we apply the method of proof of Lemma 29 to the pair \((K, A)\) we obtain the following result.

**Lemma 43.** For any \( f \in C^\infty(A) \) there exists a unique function \( \phi_f \in \mathcal{I}^\infty(K) \) such that

\[
\Delta'_-(h) \phi_f(h) = \sum_{s \in W_-} \epsilon(s) \xi_s^- (h) f^s(h) \quad (h \in A).
\]
COROLLARY. \( \sigma \) coincides on \( \mathcal{A} \) with the analytic function \( h \rightarrow \Delta'(h)\tau_*(h) \) 
\((h \in \mathcal{A})\).

For suppose \( f \in \mathcal{C}_0^\infty(\mathcal{A}) \). Then it is obvious that \( \phi_f \in \mathcal{I}_c^\infty(\mathcal{K}) \) and
\[
\int \phi_f(k)\pi(k)dk = \int \phi_f(h) |\Delta'(h)|^2 \pi(khk^{-1})dhdk.
\]
On the other hand if \( h \in \mathcal{A} \) and \( s \in \mathcal{W}_- \),
\[
\int \pi(khk^{-1})dk = \int \pi(khk^{-1})dk
\]
and
\[
\Delta'(h^*) = \epsilon(s)\xi_*(h^*)\Delta'(h).
\]
Therefore (13)
\[
\int \phi_f(k)\pi(k)dk = w_- \int f(h)(\text{conj } \Delta'(h))\pi(khk^{-1})dhdk
\]
where \( w_- \) is the order of \( W_- \). On the other hand since \( \tau_\sigma \) coincides with an analytic function on \( \mathcal{K} \),
\[
\text{sp } \left( \int \phi_f(k)\pi(k)dk \right) = \int \phi_f(k)\tau_\sigma(k)dk = \int \phi_f(h) |\Delta'(h)|^2 \tau_\sigma(h)dh.
\]
Again since \( \tau_\sigma \) is an invariant function on \( \mathcal{K} \) (Lemma 37), \( \tau_\sigma(h^*) = \tau_\sigma(h) \) 
\((s \in \mathcal{W}_-, h \in \mathcal{A})\) and therefore
\[
\int \phi_f(h) |\Delta'(h)|^2 \tau_\sigma(h)dh = w_- \int f(h) \text{ conj } \Delta'(h)\tau_\sigma(h)dh.
\]
But
\[
\text{conj } \Delta' = \prod_{a \in P_-} (1 - \xi_a) = (-1)^r \xi_{2\rho} \Delta'
\]
where \( r \) is the number of roots in \( P_- \). Hence replacing \( f \) by \( f\xi_{2\rho}^{-1} \), we obtain
\[
\text{sp } \left( \int \phi_f(k)\Delta'(h)\pi(khk^{-1})dhdk \right) = \int f(h)(\Delta'(h)\tau_\sigma(h)dh.
\]
This proves our assertion.

We shall now try to obtain some information regarding the possible "singularities" of \( \sigma \) on \( \mathcal{A} \). In an earlier paper [6(g), §10] we made a detailed study of certain examples and found that there one could always select a

\((1^a)\) conj \( c \) denotes the conjugate of a complex number \( c \).
meromorphic function on $A$ so as to coincide with $\sigma_\tau$ on $'A$. The following result, although it is weaker, holds under quite general conditions. Define $\Delta'$ as in §10.

**Theorem 8.** Let $S_\tau$ be the distribution on $A$ given by

$$S_\tau(f) = \text{sp} \left\{ \int_{A \times K} |\Delta'(h)|^2 \sum_{w} f^*(h) \pi(khk^{-1}) dhdk \right\} \quad (f \in C^\infty(A)).$$

Then $S_\tau$ coincides with an analytic function on $A$.

That the above operator is actually summable and $S_\tau$ is a distribution follows immediately from Lemma 42. Moreover we have seen that if $g \in C^\infty(K)$ and $\alpha \in C^\infty_c(G)$,

$$\int_\alpha(x) g(k) \pi(k) x(xkx^{-1}) dx dk$$

is of the trace class and

$$\text{sp} \left( \int_{\alpha \times K} \alpha(x) g(k) \pi(k) x(xkx^{-1}) dx dk \right) = \int_\alpha \alpha(x) dx \tau_\tau(g).$$

Hence we conclude that

$$\int_\alpha \alpha(x) dx \tau_\tau(g) = \sum_{D \in \Omega_\tau} \int_{\alpha \times K} \alpha(x) g(k) \phi_D(xkx^{-1}) dx dk$$

the series being absolutely convergent. (Here the notation is the same as in the proof of Lemma 38.) Now choose $\alpha$ such that $\int_\alpha(x) dx = 1$. Then

$$\tau_\tau(d+g) = \sum_{D \in \Omega_\tau} \int_{\alpha \times K} \alpha(x) d_+(k) g(k) \phi_D(xkx^{-1}) dx dk$$

for $g \in C^\infty(K)$. On the other hand $\omega$ being the Casimir operator of $g$,

$$\phi_D(x, \omega) = \chi_\tau(\omega) \phi_D(x) \quad (x \in G, D \in \Omega_\tau)$$

as we saw in §11. Therefore

$$\chi_\tau(\omega) \tau_\tau(d_+g) = \sum_{D \in \Omega_\tau} \int_{\alpha \times K} \alpha(x) d_+(k) g(k) \phi_D(xkx^{-1}, \omega) dx dk.$$

Now put

$$\Phi_D(x; k) = \phi_D(xkx^{-1}) \quad (x \in G, k \in K, D \in \Omega_\tau)$$

and define $\gamma_\tau(k)$ and $D$ as in Lemmas 31 and 32. We have seen during the proof of Lemma 31 that
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\[ \gamma _{\omega } (k) = \sum_{i=1}^{r} a_i(k) (b_i \times 1) + 1 \times D_k \quad (k \in K) \]

where \( b_1, \ldots, b_r \) are homogeneous elements in \( \mathfrak{Q} \) of degree 2, \( a_1, \ldots, a_r \) are analytic functions on \( K \) and \( D_k \) is the local expression at \( k \) of the differential operator \( D \). Since \( \omega^* = \omega \) (\( x \in G \)) and \( \Gamma_k (\gamma _{\omega } (k)) = d_+ (k) \omega \) (\( k \in K \)), we conclude (see §5) that

\[
\sum_{i=1}^{r} a_i(k) \mathcal{F}_D (x, b_i; k) + \mathcal{F}_D (x; k, D_k) = d_+ (k) \phi _D (xkx^{-1}, \omega)
\]

and therefore

\[
\int_{G \times K} \alpha (x) d_+ (k) g(k) \phi _D (xkx^{-1}, \omega) dxdk
\]

\[
= \sum_{i=1}^{r} \int_{G \times K} \alpha (x, b_i^*) a_i(k) g(k) \phi _D (xkx^{-1}) dxdk + \int_{G \times K} \alpha (x) g(k, D^*) \phi _D (xkx^{-1}) dxdk
\]

where \( D^* \) is the adjoint of \( D \) and \( b_i^* \) is the image of \( b_i \) under the anti-automorphism of \( \mathfrak{B} \) which maps \( X \) on \(-X (X \in g)\). Summing over all \( \mathfrak{D} \in \Omega _r \), we get

\[
\chi_\tau (\omega) \tau _\tau (d_+ g) = \sum_{i=1}^{r} \int_{G} \alpha (x, b_i^*) dx r_\tau (a_i g) + \tau _\tau (D^* g).
\]

But \( b_i^* \) being homogeneous of degree 2 in \( \mathfrak{B} \), it is obvious that

\[
\int_{G} \alpha (x, b_i^*) dx = 0
\]

and therefore

\[
\tau _\tau (D^* g) = \chi_\tau (\omega) \tau _\tau (d_+ g) \quad (g \in C^\infty (K)).
\]

This proves that \( D_\tau = \chi_\tau (\omega) d_+ \tau _\tau \).

Now define the mapping \( f \mapsto F_f \) of \( C^\infty (A) \) into \( I^\infty (K) \) as in Corollary 2 to Lemma 29 and let \( \Phi \) denote the distribution \( f \mapsto \tau _\tau (d_+ F_f) \) (\( f \in C^\infty (A) \)). Then it follows from Theorem 5 that \( \Phi \) coincides with an analytic function on \( A \). On the other hand if \( f \in C^\infty (A) \),

\[
\int_{K} d_+ (k) F_f (k) \pi (k) dk = \int_{A \times K} d_+ (h) \left| \Delta '_-(h) \right| ^2 F_f (h) \pi (khk^{-1}) dhdk
\]

and \( d_+ (h) \left| \Delta '_-(h) \right| ^2 = \left| \Delta '(h) \right| ^2 \) (\( h \in A \)). Now put

\[
g = \sum_{i \in \mathfrak{F}} f^*. \]

Then
\[ \Delta'(h)F_\varphi(h) = \left( \sum_{s \in W} e(s) \xi_s(h) \right) g(h) = \Delta'(h)g(h) \quad (h \in A) \]

and

\[ \Phi(g) = \tau_\ast(d_+F_\varphi) = \text{sp} \left( \int_K d_+(k)F_\varphi(k)\pi(k)dk \right) \]
\[ = \text{sp} \left( \int_{A \times K} \Delta'(h) |^sg(h)\pi(khk^{-1})dhdk \right). \]

Therefore if we put \( \psi(h) = \sum_{s \in W} \Phi(h^s) \quad (h \in A) \), it is clear that

\[ S_\ast(f) = \int_A f(h)\psi(h)dh \quad (f \in C^\infty(A)). \]

This shows that \( S_\ast \) coincides with \( \psi \) on \( A \).

The following lemma establishes a connection with finite-dimensional representations.

**Lemma 44.** Let \( S_\ast \) be the analytic function on \( A \) corresponding to Theorem 8. Then there exists an irreducible finite-dimensional representation \( \sigma \) of \( G \) and a complex number \( c \) such that

\[ S_\ast(h) = c \Delta'(h) |^sT_\ast(h) \quad (h \in A). \]

Here \( T_\ast \) is the character of \( \sigma \).

Let \( A' \) be the set of regular elements in \( A \). It is clear that if \( h \in A' \), the same holds for \( h^s \) \((s \in W)\). It follows from the corollary to Lemma 43 that

\[ S_\ast(h) = \Delta'(h) |^s\tilde{T}_\ast(h) \quad (h \in A') \]

where

\[ \tilde{T}_\ast(h) = \sum_{s \in W} \tau_\ast(h^s) \quad (h \in A'). \]

Let \( h_0' \) be the complete inverse image of \( A' \) under the exponential mapping of \( h_0 \) into \( A \) and let \( V \) be a nonempty open connected subset of \( h_0' \). Then from Theorem 4,

\[ S_\ast(\exp H) = \Delta(H) \sum_{s \in W} p_s(H)e^{s\Lambda(H)} \quad (H \in V) \]

where \( \Lambda \) is a linear function and \( p_s \) \((s \in W)\) are polynomial functions on \( h \). \((\Delta(H) \) is defined as in §8.) But since both sides of this equation may be regarded as analytic functions on \( h_0 \), they must be equal everywhere. Moreover we may assume that \( p_s = p_s \) if \( t\Delta = \Lambda \) \((s, t \in W)\). Then since \( S_\ast(\exp tH) = S_\ast(\exp H) \) \((t \in W, H \in h_0)\) we conclude from Lemma 41 of [6(b)] that
\[ \epsilon(l)p_s(H) = p_{\ast}(lH) \quad (s, t \in W, H \in \mathfrak{h}_0). \]

Hence if we put \( p = p_1 \) and define \( p^* \) by \( p^*(H) = p(s^{-1}H) \) \( (s \in W, H \in \mathfrak{h}) \), it follows that \( p_\ast = \epsilon(s)p^* \). Therefore

\[
S_\ast(\exp H) = \Delta(H) \sum_{s \in W} \epsilon(s)p^*(H)e^{s\Delta(H)} \quad (H \in \mathfrak{h}_0).
\]

Let \( H_0 \) be an element in \( \mathfrak{h}_0 \) such that \( \exp H_0 = 1 \). Then \( e^{\alpha(H_0)} = 1 \) for every root \( \alpha \) and therefore \( \Delta(H + H_0) = e^{-\alpha(H_0)}\Delta(H) \) \( (H \in \mathfrak{h}) \). But since \( S_\ast(\exp H) = S_\ast(\exp (H + H_0)) \), we conclude that

\[
p^*(H + H_0) \exp (s\Delta(H_0) - \rho(H_0)) = p^*(H) \quad (s \in W, H \in \mathfrak{h}_0).
\]

In particular if \( s = 1 \),

\[
p(H) = p(H + H_0) \exp (\Lambda(H_0) - \rho(H_0)).
\]

Now we may suppose that \( \delta \neq 0 \) for otherwise the statement of the lemma is true trivially. Then \( \delta \neq 0 \) and if \( p' \) is the homogeneous component of \( p \) of the highest degree, it is obvious that

\[
p' = p' \exp (\Lambda(H_0) - \rho(H_0))
\]

so that \( \exp (\Lambda(H_0) - \rho(H_0)) = 1 \) and \( p(H) = p(H + H_0) \). This means that \( p \) can be regarded as a continuous function on \( A \) and so it must be bounded. But a polynomial function cannot be bounded on \( \mathfrak{h}_0 \) unless it is a constant. Moreover it is clear that there exists a character \( \theta \) of \( A \) such that

\[
\theta(\exp H) = \exp (\Lambda(H) - \rho(H)) \quad (H \in \mathfrak{h}_0).
\]

Therefore

\[
S_\ast(h) = c' (\text{conj} \Delta'(h)) \sum_{s \in W} \epsilon(s)\xi_s(h)\theta^*(h) \quad (h \in A)
\]

where \( c' \) is a constant. But as we have seen during the proof of Lemma 29, there exists an irreducible finite-dimensional representation \( \sigma \) of \( G \) such that

\[
\sum_{s \in W} \epsilon(s)\xi_s(h)\theta^*(h) = \epsilon\Delta'(h)T_\sigma(h) \quad (h \in A)
\]

where \( T_\sigma \) is the character of \( \sigma \) and \( \epsilon = \pm 1 \). Therefore if \( c = \epsilon c' \),

\[
S_\ast(h) = c |\Delta'(h)|^2 T_\sigma(h) \quad (h \in A).
\]
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