1. Introduction. This is a continuation of Parts I and II (see Ehrenpreis and Mautner [1] and [2]). Throughout the present Part III $G$ is still the group of conformal mappings of the unit disc. We continue our analysis and study of various classes of complex valued functions on $G$, using the methods and results developed in Parts I and II. In particular we are concerned with certain linear spaces of functions on $G$ which form (topological) algebras with convolutions as product, their explicit characterization by use of the Fourier transform on $G$, and their ideal theory. The Fourier transforms of the group algebra $D$ (of all indefinitely differentiable functions of compact support) and $E'$ (the algebra of distributions of compact support) led to entire functions of exponential type. It is of considerable importance to describe explicitly algebras of functions on $G$ whose Fourier transform leads to functions which are regular in a given strip. Thus we shall introduce in §3 below for each real number $p \geq 1$ and $\leq 2$ an algebra $S^p$ of functions $f(g)$ on $G$ whose Fourier transform we can again describe completely. Using this we can study the ideals of $S^p$. For $p = 2$ we obtain the rather complete result that every closed two-sided ideal of $S^2$ is the intersection of the primary two-sided closed ideals containing it. The results of §3 are used in §4 to obtain further results about the expansion of mean-periodic functions on $G$ obtained in §5 and §6 of Part II. To study the spectrum of a two-sided mean-periodic function on $G$ in detail we consider (in §5 below) the closed two-sided ideals of the group-algebras $D$ and $E'$. One of the main results of this section is a rather complete description of the closed two-sided ideals of $D$ and $E'$ in terms of a spectrum which consists of a (discrete) subset of the complex plane with certain integers (orders of vanishing) attached to its points. This can be used (in §6) to introduce the spectrum of any two-sided mean periodic function on $G$ and to relate it to the expansion of §5 and §6 of Part II. In the next section (§7) we study ideals of $L^1(G)$ and related algebras; among other things we show that an analogue of Wiener’s theorem is false. We thus obtain a rather comprehensive study of various function spaces on $G$.

Functions on homogeneous spaces of a noncompact group behave in gen-
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eral in a quite different manner from functions on the group itself and their study requires new methods. In §8 we treat the case where \( \Gamma \) is any discrete subgroup of \( G \) for which the factor space \( G/\Gamma \) is compact. We study the Fourier expansion on \( G/\Gamma \). This leads to an analogue of the Frobenius reciprocity theorem, also to a new analogue of the Poisson-summation formula. In §9 we drop the assumption that \( G/\Gamma \) be compact, but restrict ourselves to the case where \( \Gamma \) is the modular group. We obtain an explicit characterization of a class of modular functions in terms of analytic functions satisfying the functional equation of the zeta function of the field of Gaussian numbers.

We take this opportunity to correct some misprints in Part II:

- p. 30, line -7: \( P_{mn}W\cdot f = \int \bar{w}_{mn}(g)f(g)dg \), where \( \bar{w}_{mn} = P_{mn}w \).
- p. 31, line 2: \( \bar{W} \) is defined by: \( \bar{W}\cdot h = \text{complex conjugate of } W\cdot h \).
- p. 42, line -3: \( \int \bar{h}(g)u_{mn}(g, \frac{1}{2} + it)dg = 0 \),
- p. 43, line 1: \( \int \bar{f}(g)u_{mn}(g, \frac{1}{2} + it)dg = 0 \).
- p. 46, lines -2 and -1: \( W \cdot a \cdot f = a^* \cdot W \cdot f = a^* \cdot f \cdot W^* \) where \( a^*(g) = a(g^{-1}) \).

Throughout the rest of §5 \((\bar{a})^* \) should be replaced by \( a^* \) and \((\bar{W})^* \) by \( W^* \).

2. The Fourier transform of \( L^p \). Let \( L^p = L^p(G) \) denote the Lebesgue space of all (equivalence classes of) complex-valued measurable functions \( f(g) \) on \( G \) for which

\[
(2.1) \quad \|f\|_p = \left\{ \int_G |f(g)|^p\,dg \right\}^{1/p} < \infty
\]

where \( dg \) refers to Haar-measure on \( G \) (normalized once and for all). By \( L^p_{mn} \) we denote the subspace of all those \( f(g) \in L^p \) which are spherical of type \( m, n \) (the space \( L^1 \) was denoted by \( A_1 \) in Part I). Note that \( f \in L^p_{mn} \) is equivalent to

\[
(2.2) \quad \int_0^\infty |f(g_\tau)|^p \sinh 2\xi d\xi
\]

being absolutely convergent (in the sense of Lebesgue) because \( |f(kg_\tau)| = |f(g_\tau)| \) for \( f(g) \) spherical.

Let us consider the function \( h(g) \) on \( G \) defined by \( h(kg_\tau) = e^{-2\xi\delta}f(kg_\tau) \).

**Lemma 2.1.** If \( f(g) \in L^p_{mn} \) then \( h(g) \in L^p_{mn} \) for any real number \( c > 1/q \) where

\[
(2.3) \quad \frac{1}{p} + \frac{1}{q} = 1.
\]

Moreover the integral \( \int_{-c}^c e^{-2\xi\delta}f(g_\tau)\delta \) converges absolutely and uniformly in \( c \) for \( \epsilon \geq 1/q + \epsilon \) (\( \epsilon > 0 \)).

**Proof.** To prove that \( h(g) \in L^1_{mn} \) it is sufficient to prove that \( e^{-2\xi\delta} \in L^q \) \((0 < \xi < \infty ; \delta \in \mathbb{C}) \) because \( |f(kg_\tau)| = |f(g_\tau)| \) for \( f(g) \) spherical. Now
\[
\int_0^\infty e^{-2\xi t} |\delta_t| \, dt = \int_0^\infty e^{-2\xi q} \sinh 2\xi d\xi
\]
\[
< \int_0^\infty e^{-2(1/\sigma + \epsilon)\xi} \sinh 2\xi \, d\xi < \int_0^\infty e^{-2\xi q} \, d\xi
\]
for \(c > 1/q + \epsilon\). The last integral exists and is independent of \(c\), which proves Lemma 2.1.

**Lemma 2.2.** Let \(s\) be any complex number in the strip \(0 < Rs < 1\). Then
\[
|u_{mn}(g, s)| \leq \text{const.} \, e^{-2\xi \min (\sigma, 1-s)}
\]
where the constant is independent of \(m\), \(n\) and \(\xi\). If \(s\) is in a strip \(\epsilon < Rs < 1 - \epsilon\) \((\epsilon > 0)\) then the constant is also independent of \(s\).

**Proof.** Consider first \(u_{00}(g, s) = \phi(g, s)\). In accordance with (4.9) of Part I (p. 4.20) there are functions \(\phi^{(1)}(g, s)\) and \(\phi^{(2)}(g, s)\) such that \(\phi(g, s) = \phi^{(1)}(g, s) + \phi^{(2)}(g, s)\), where \(\phi^{(2)}(g, s) = \phi^{(1)}(g, 1-s)\) and \(\phi^{(1)}(g, s) = O(e^{-2\xi s})\) uniformly in \(s\) for \(Rs = \sigma > \epsilon > 0\) and all \(\xi > 0\). This proves Lemma 2.2 for \((m, n) = (0, 0)\). The general case now follows from the inequality \(|u_{mn}(g, s)| \leq \phi(g, s)\) (see e.g. p. 412 of Part I).

**Theorem 2.1.** If \(f(g) \in L^p\) then
\[
F_{mn}(s) = \int g f(g) u_{mn}(g, s) \, dg
\]
converges for fixed \(m\), \(n\) and \(s\) absolutely \((\text{Lebesgue})\) provided
\[
1/q < Rs < 1/p
\]
and uniformly in \(m\) and \(n\), and \(s\) for
\[
1/q + \epsilon \leq Rs \leq 1/p - \epsilon, \quad (\epsilon > 0).
\]
Hence \(F_{mn}(s)\) is a regular analytic function of \(s\) in the open strip (2.4).

Theorem 2.1 is an immediate consequence of Lemmas 2.1 and 2.2.

3. **The group algebra \(S^p\), its Fourier transform and ideal theory.** For any real number \(p \geq 1\) and \(\leq 2\) let \(S_{mn}^p\) consist of all indefinitely differentiable spherical functions \(f(g)\) on \(G\) which are of fixed type \(m\), \(n\) and satisfy
\[
(\partial f)(kg, \xi) = O\left(\frac{e^{-2\xi p}}{1 + |\xi|^j}\right)
\]
for all integers \(j \geq 0\) and for every polynomial \(\partial\) in the elements of the Lie algebra of \(G\) (considered as both left and right differential operators on \(G\)).

**Lemma 3.1.** \(S^p \subseteq L^r\) for any real number \(r \geq p\).
Proof. By (3.1) \(|f(kg_r\kappa)| = O(e^{-\frac{2\pi r}{p}}/(1 + |\xi|))\). By the expression \(d(kg_r\kappa) = \sinh 2\xi d\xi dkdk\) for the Haar-measure, the result follows for \(r \geq p\).

We now define a topology on \(S^p_{mn}\) by the semi-norms

\[
(3.2) \quad \sup_{k_r_k_s} \left(1 + |\xi|^j\right)e^{2\pi r/p} |(\partial f)(kg_r\kappa)|;
\]

for every integer \(j \geq 0\) and every \(\partial\) as above. This family of semi-norms is used to define the topology of \(S^p_{mn}\). We can easily prove:

**Lemma 3.2.** \(S^p_{mn}\) is a complete metrizable locally convex topological vector-space. It is also a Schwartz space in the sense of Grothendieck [1].

**Lemma 3.3.** For fixed \(m\) and \(n\), and \(0 \leq R \leq 1\),

\[
\left| \frac{\partial^i}{\partial s^i} u_{mn}(g\kappa, s) \right| \leq \text{const} \xi^j e^{-2\pi \min(\sigma, 1-\sigma)}
\]

where the constant is independent of \(m\), \(n\) and \(\xi\). If \(s\) is in a strip \(-\epsilon \leq s \leq 1 + \epsilon\) then the constant can be chosen independent of \(s\).

**Proof.** We have (see Part I, pp. 408–409)

\[
u_{mn}(g\kappa, s) = \int_0^1 e^{-2\pi im\theta} \left| \frac{dg_r\theta}{d\theta} \right|^* e^{2\pi i\theta} d\theta
\]

so that

\[
\left| \frac{\partial^i}{\partial s^i} \nu_{mn}(g\kappa, s) \right| \leq \int_0^1 \left| \frac{\partial^i}{\partial s^i} \frac{dg_r\theta}{d\theta} \right|^* d\theta
\]

\[
= \int_0^1 \exp \{-2s \log \cosh \xi + e^{2\pi i\theta} \sinh \xi\} d\theta
\]

\[
= 2i \int_0^1 \left[ \log \cosh \xi + e^{2\pi i\theta} \sinh \xi \right]
\]

\[
- \exp \{-2s \log \cosh \xi + e^{2\pi i\theta} \sinh \xi\} d\theta.
\]

Hence,

\[
\left| \frac{\partial^i}{\partial s^i} \nu_{mn}(g\kappa, s) \right| \leq (2\pi)^i \int_0^1 \exp \{-2\sigma \log \cosh \xi + e^{2\pi i\theta} \sinh \xi\} d\theta
\]

\[
= (2\pi)^i \nu_{00}(g\kappa, \sigma).
\]

Now we use (4.9) of Part I (p. 420) whereby we may write \((\nu_{00}(g\kappa, s) = \phi(\xi, s))\),

\[
\phi(\xi, s) = \phi^{(1)}(\xi, s) + \phi^{(2)}(\xi, s)
\]

where \(\phi^{(2)}(\xi, s) = \phi^{(3)}(\xi, 1-s)\) and, by Equation (4.10) of Part I, \((y = \sinh^2 \xi)\)
Thus, for $-\epsilon \leq \sigma \leq 3/2 - \epsilon$, we obtain

$$| (s - 1/2)\phi^{(1)}(\xi, s) | \leq \text{const} \left( 1 + \left| s \right| \right)e^{-2\xi \sigma}$$

where the constant is independent of $s$. Hence, by the above

$$| (s - 1/2)\phi(\xi, s) | \leq \text{const} \left( 1 + \left| s \right| \right)e^{-2\xi \left( \min \sigma, 1-\sigma \right)}$$

where the constant is independent of $s$ as long as $-\epsilon \leq \xi \leq 1 + \epsilon$. The lemma follows from this and the fact that $\phi(\xi, s)$ is analytic in $s$.

By the above lemma, given any $f \in S^p_{mn}$, the integral $\int f(g)u_{mn}(g, s)dg$ converges uniformly for $s$ in the strip $1/q \leq \xi \leq 1/p$ and defines, in fact a function $F(s) = (\Xi_0f)(s)$ which is indefinitely differentiable and bounded in the closed strip and analytic in the interior. (If $p = 2$, the strip degenerates to the line $Rs = 1/2$ and $F(1/2 + it)$ is a bounded indefinitely differentiable function of $t$. Also if $\Delta$ denotes the Laplacian on $G$, then $\Delta f \in S^p_{mn}$ for any $j$ by the definition of $S^p_{mn}$. Moreover, by the self-adjointness of $\Delta$, we derive easily,

$$\int (\Delta f)(g)u_{mn}(g, s)dg = \int f(g)\Delta iu_{mn}(g, s)dg = s' (1 - s')F(s).$$

Thus, by our above remarks $\left( d^r/ds^r \right) [s' (1 - s') F(s)]$ is for every $r \geq 1$ bounded in the strip $1/q \leq \xi \leq 1/p$. It is clear from the definitions and from formulas (3.4) of Part I that $F(1 - s) = \chi_{mn}(s)F(s)$ where $\chi_{mn}(s)$ is defined in Part I, p. 414, formulas (3.5).

For any $f \in S^p_{mn}$ we define $\Xi f$ as the triple $\Xi f = (F(s), f^+(l), f^-(l))$ where

$$f^+(l) = \int f(g)\varphi^+(g, l)dg \quad \text{for } l = 1, 2, 3, \cdots, \min(m, n) + 1$$

and

$$f^-(l) = \int f(g)\varphi^-(g, l)dg \quad \text{for } l = 1, 2, 3, \cdots, \min(-m, -n) + 1.$$

Here $\varphi^\pm_{mn}(g, l)$ denote again the matrix coefficients of the discrete series of irreducible unitary representations (cf. (1.5)–(1.10) of Part II).

Let us denote by $S^p_{mn}$ the space of triples $\{ H(s), h^+(l), h^-(l) \}$ where $H(s)$ is an analytic function in $1/q < \xi < 1/p$ and indefinitely differentiable in the closure of this strip; $H(1 - s) = \chi_{mn}(s)H(s)$, and for any $j, r$, $(1 + \left| s \right| r)(d^rH/ds^r) \cdot (s)$ is uniformly bounded in the closed strip; and where $h^+(l)$ is a finite sequence of complex numbers defined for $l = 1, \cdots, 1 + \min(m, n)$ and $h^-(l)$
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is defined for $l = 1, \ldots, 1 + \min (-m, -n)$; and where, for $p = 1$, $H(0) = H(1) = 0$ if $m \geq 0$ and $n < 0$, or if $m \leq 0$, $n > 0$. We define in $S_{mn}^p$ a locally convex topology by means of the semi-norms

$$(3.3) \quad \sup_{l, l/q \leq H, s \leq 1/p} \left\{ \left| h^+(l), h^-(l), \left(1 + \left| s \right| \right) \left(\frac{d^i}{ds^i} H\right)(s) \right| \right\}$$

for all integers $r, j \geq 0$. It is readily verified that $S_{mn}^p$ is a complete, metrizable, locally convex topological vector space which is a Schwartz space (see Grothendieck [1]).

**Theorem 3.1.** $\mathcal{I}$ is a topological isomorphism of $S_{mn}^p$ onto $S_{mn}^p$.

**Proof.** We have shown above that $\mathcal{I}$ maps $S_{mn}^p$ into $S_{mn}^p$. (In case $p = 1$ we use Lemma 1.4 of Part II and the above.) Since $\mathcal{I}$ is linear, we need prove continuity only at 0. Suppose $f^{i} \to 0$ in $S_{mn}^p$. Then clearly $f^{i} \to 0$ in $L^2$; since for each $l$ we have $v^\pm_{mn}(g, l) \in L^2$, it follows that for each $l$, $f^{i}(l) \to 0$. Also, for any non-negative integers $a$ and $b$, we have, by the definition of the topology of $S_{mn}^p$,

$$e^{2z/1/p}(1 + \xi^a) \left| \left(\Delta^b f^i\right)(g, l) \right| \to 0$$

uniformly in $\xi$. It follows thus from Lemma 3.3 and the expression $dg = dk \sinh 2z d\xi dk$ that, for any $a', b'$, we have

$$\left| \left(1 + \left| s \right| \right) \left(\frac{d^{b'}}{ds^{b'}} F^i\right)(S) \right| \to 0$$

uniformly for $1/g \leq R \leq 1/p$. Thus, $f^{i} \to 0$ in $S_{mn}^p$ so $T$ is continuous.

To prove that $\mathcal{I}$ is onto and that $\mathcal{I}^\dagger$ is continuous, we shall consider first the case $m = n = 0$. In this case, if $\{H(s), h^+(l), h^-(l)\}$ is a triple in $S_{00}^p$, the terms $h^+(l)$ and $h^-(l)$ do not appear, so we may identify the triple $\{H(s), h^+(l), h^-(l)\}$ with the function $H(s)$ and $S_{00}^p$ is identified with a space of functions $H(s)$.

The fact that $\mathcal{I}$ is a topological isomorphism of $S_{00}^1$ onto $S_{00}^1$ is proven in Part I, Theorem 4. (Note that $S_{00}^1$ and $S_{00}^1$ were denoted in Part I by $S$ and $\tilde{S}$ respectively.) We give now the modifications that must be made in case $1 < p \leq 2$. We shall write, as in Part I, $u_{00}(g, s) = \phi(\xi, s)$, and $y = \sinh^2 \xi$. Then, as in formula 4.10 of Part I, we write $\phi(\xi, s) = \phi^{(1)}(\xi, s) + \phi^{(2)}(\xi, s)$. Now, if $H(s) \in S_{00}^p$, it follows from Lemma 3.3 that the integral $\int_{1/2 - \delta s}^{1/2 + \delta s} H(s)\phi^{(1)}(g, s) ds$ where $\delta s = i(1/2 - s) \tan [\pi(1/2 - s)] ds$ defines a continuous function $h(g)$ which is spherical of type $(0, 0)$. Moreover, $h(g) \in L_2(G)$ and, as in Part I, pp. 421–422, $H(s) = \int h(g)\phi^{(1)}(g, s) dg = (Th)(s)$.

We have to show first that $h \in S_{00}^p$. We write

$(\dagger)$ In case $p = 1$, $h^+(1) = w_{mn}(1)H(1)$ for those $m, n$ for which $h^+(1)$ or $h^-(1)$ is defined (cf. (1.9) and (1.10) of Part II).
\[ \psi^{(1)}(y, s) = (i/2)(1/2 - s) \tan \left[ \pi(1/2 - s) \right] (\sin^2 \pi s / \pi \sin 2\pi s) \cdot \int_0^1 (1 - \tau)^{s-1} \tau^{-1}(1 - \tau/y)^{-s} d\tau. \]

Then, using (4.10) of Part I, p. 420, we have

\[ \int_{1/2-i\infty}^{1/2+i\infty} H(s)y^{-s}\psi^{(1)}(y, s) ds \]

where \( y = \sinh^2 \xi \). We now use the fact that \( H(s) \) is in \( \mathcal{S}_0^p \), so \( H(s) \) is analytic in the strip \( 1/q < Rs < 1/p \) and rapidly decreasing in the closed strip \( 1/q \leq Rs \leq 1/p \). On the other hand, inequality (4.11) of Part I, p. 421, shows us that, for \( y \geq 2, 1/4 \leq Rs \leq 1 \), we have \( \psi^{(1)}(y, s) \leq B_0 |s(1-s)| \) for some \( B_0 > 0 \). Thus, we can shift the contour in (3.4) if \( y \geq 2 \) and we obtain

\[ \int_{1/p-i\infty}^{1/p+i\infty} H(s)y^{-s}\psi^{(1)}(y, s) ds. \]

Now, we have shown in Part I, pp. 419–420, that, given any \( \partial \) which is a polynomial in the elements of the Lie algebra of \( G \) and any compact set \( C \) in \( G \), we can find a polynomial \( P(s) \) such that

\[ |(\partial \phi)(g, s)| \leq |P(s)| \]

whenever \( g \in C \) and \( 0 \leq Rs \leq 1 \). Thus, \( \int_{1/2-i\infty}^{1/2+i\infty} H(s)(\partial \phi)(g, s) ds \) converges uniformly in compact sets of \( G \) for \( H \in S^p_0 \). This means that \( h(g) \) is indefinitely differentiable and, using (6.26) of Bargmann [1] and Lemma 2.6 of Part II, we can find a polynomial \( Q(s) \) such that

\[ \int_{1/p-i\infty}^{1/p+i\infty} Q(s)H(s)(\partial \phi)(g, s) ds. \]

Since \( s'(1-s)^{1/2}H(s) \) is in \( \mathcal{S}_0^p \) whenever \( H \in S_0^p \), formula (3.95) shows us that

\[ \int_{1/p-i\infty}^{1/p+i\infty} Q(s)H(s)(\partial \phi)(g, s) ds. \]

We shall now use the following analog of Lemma 4.1 of Part I, p. 422. The proof is exactly the same as the proof of Lemma 4.1 as given in Part I, p. 423:

**Lemma 3.4.** (a) \( h(y) \) is bounded. Moreover we can find an \( N > 0 \) so that the condition \( |H(s)| \leq \epsilon/(|s|^4) \) whenever \( 1/q \leq Rs \leq 1/p \) implies \( |h(y)| \leq \epsilon N \) for all \( y \).

(b) For any \( r > 0 \) we can find a \( B_r > 0 \) so that if

\[ H(s) \leq \epsilon/(1 + |s|^8), \ldots, \ |(d^r/ds^r)H(s)| \leq \epsilon/(1 + |s|^8). \]
Whenever $1/q \leq R_s \leq 1/p$, then

$$\left| y^{1/p} \log^r y h(y) \right| \leq \epsilon B_{r_0}$$

for all $y \geq 2$.

By use of the lemma for $Q(s)H(s)$ in place of $H(s)$, we find that

$$y^{1/p} \log^r y \partial h(y)$$

and

$$\partial h(y)$$

are bounded functions. Now, for $y$ large, $y = \sinh^2 \xi \sim e^{2\xi}$, so that

$$e^{2\xi/p}(1 + |\xi|^r)\partial h(\xi)$$

is bounded for all $\xi$. This means that $h \in S^p_{00}$.

Also, by making

$$|Q(s)H(s)| \leq \epsilon/(1 + |s|^3), \cdots, |(d^r/ds^r)Q(s)H(s)| \leq \epsilon/(1 + |s|^3)$$

we can be assured that

$$\left| y^{1/p} \log^r y \partial h(y) \right| \leq \epsilon B_{r_0} \quad \text{for } y \geq 2$$

and

$$|\partial f(\xi)| \leq \epsilon N \quad \text{for all } \xi.$$

This, in turn, implies the existence of a positive constant $B'_{r_0}$ so that

$$(1 + |\xi|^r)e^{2\xi/p}|h(\xi)| \leq \epsilon B'_{r_0}$$

which means that $\Xi^{-1}$ is continuous at zero. Since $\Xi^{-1}$ is clearly linear, it is continuous. Thus, $\Xi$ is a topological isomorphism of $S^p_{00}$ onto $\tilde{S}^p_{00}$.

In case $p = 1$, we assume first that $H(0) = H(1) = 0$ if $(m, n) \neq (0, 0)$.

Let us now consider the case of $m, n$ arbitrary. For $\{H(s), h^+(l), h^-(l)\} \in S^p_{mn}$, set

$$h^\pm(g) = \sum l h^\pm(l)v^\pm_{mn}(g, l)[2l - 1]^{1/2}.$$

From the expression (11.2) of Bargmann [1] for the $v^\pm_{mn}(g, l)$ and the fact that

$$\Delta_{mn}(g, l) = l(l - 1)v^\pm_{mn}(g, l),$$

we see that $h^\pm(g) \in S^p_{mn}$ unless $p = l = 1$ and, in fact, the maps $\{H(s), h^+(l), h^-(l)\} \rightarrow h^\pm(g)$ are continuous linear maps of $S^p_{mn}$ into $S^p_{mn}$.

Set

$$F(s) = H(s)/\eta_{mn}(s)$$

where

$$\eta_{mn}(s) = \begin{cases} \prod_{j=1}^{|n|} (j - s) \prod_{j=1}^{|m|} (j - 1 + s) & \text{if } |n| \geq |m|, \\ \prod_{j=1}^{|n|} (j - 1 + s) \prod_{j=1}^{|m|} (j - s) & \text{if } |m| \geq |n|. \end{cases}$$

(3.8) So that, if $p = 1$, $h^\pm(1) = 0$. 
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Then it is clear that $F(s) \in \mathcal{S}_{00}^p$ and that the map $\{H(s), h^+(l), h^-(l)\} \mapsto F(s)$ is a continuous linear map of $\mathcal{S}_{mn}^p$ into $\mathcal{S}_{00}^p$. Write $f = (\mathfrak{T}^{-1}F)$, so by our previous result for $\mathcal{S}_{00}$, we have $f \in \mathcal{S}_{00}^p$ and $\{H(s), h^+(l), h^-(l)\} \mapsto f(g)$ is a continuous linear map of $\mathcal{S}_{mn}^p$ into $\mathcal{S}_{00}^p$. By Lemma 2.6 of Part II, we can find an $\epsilon_{mn}$ which is a polynomial in left and right derivatives on $G$ (by elements of the Lie algebra of $G$) such that $h_0 = \epsilon_{mn}f$.

We need the following

**Lemma 3.5.** The map $f' \mapsto \epsilon_{mn} f'$ is a continuous linear map of $\mathcal{S}_{00}^p$ into $\mathcal{S}_{mn}^p$.

Let us assume Lemma 3.5 for the present and conclude the proof of Theorem 3.1 (with our restriction in case $p = 1$ that $H(1) = H(0) = 0$). The above shows that $\{H(s), h^+(l), h^-(l)\} \mapsto h_0(g)$ is a continuous linear map of $\mathcal{S}_{mn}^p$ into $\mathcal{S}_{mn}^p$. Now, let us set

$$h(g) = h_0(g) + h^+(g) + h^-(g).$$

We have shown that $\{H(s), h^+(l), h^-(l)\} \mapsto h(g)$ is a continuous linear map of $\mathcal{S}_{mn}^p$ into $\mathcal{S}_{mn}^p$. On the other hand, it follows from Lemma 2.6 of Part II that $\mathfrak{T} h = \{H(s), h^+(l), h^-(l)\}$. This concludes the proof of Theorem 3.1. It remains to prove Lemma 3.5.

**Proof of Lemma 3.5.** The topology of $\mathcal{S}_{mn}^p$ is defined in terms of the seminorms (3.2). Since $\epsilon_{mn}$ is a differential operator on $G$ obtained from the Lie algebra of $G$ (considered as both left and right differential operators) by taking polynomials, the result is immediate.

**The case $p = 1$ concluded.** We assume now that $H(0)$ or $H(1) \neq 0$ (which can occur for only certain values of $(m, n)$ by the definition of $\mathcal{S}_{mn}^l$). To conclude the proof for $p = 1$, we note that in Part II (see the final step in the proof of Theorem 2.1 of Part II) we showed that, for any $H(s) \in \mathcal{S}_{mn}^l$ we can find an $H_1(s) \in \mathfrak{T}_0 D_{mn}$ such that

$$H(1) - H(1)H_1(1) = H(0) - H(1)H_1(0) = 0.$$ 

Thus, $H(s) - H(1)H_1(s) = H^1(s)$ satisfies our previous condition, and the result follows easily from the above and Theorem 2.1 of Part II.

**Corollary.** For any $m, n, r$, let $f \in \mathcal{S}_{mn}^p$ and $h \in \mathcal{S}_{nr}^p$. Then $(f, h) \mapsto f^* h$ is a continuous linear map of $\mathcal{S}_{mn}^p \times \mathcal{S}_{nr}^p$ into $\mathcal{S}_{mn}^r$.

**Proof.** Let $f^i$ be a sequence in $D_{mn}$ such that $f^i \to f$ in $\mathcal{S}_{mn}^p$. Write $\mathfrak{T} f^i = \{F^i(s), f^i+(1), f^i-(1)\}$, $\mathfrak{T} f = \{F(s), f^+(l), f^-(l)\}$, $\mathfrak{T} h = \{H(s), h^+(l), h^-(l)\}$. Then (see e.g. Part II) $\mathfrak{T} (f^i * h) = \{F^i(s) H(s), f^i+(l) h^+(l), f^i-(l) h^-(l)\}$. By Theorem 3.1 and the definition of the topologies of $\mathcal{S}_{mn}^p$, $\mathcal{S}_{nr}^p$, $\mathcal{S}_{mn}^r$, it follows that $T(f^i * h)$ converges to $\{F(s) H(s), f^+(l) h^+(l), f^-(l) h^-(l)\}$ in the topology of $\mathcal{S}_{mn}^r$. Since $f^i * h \to f^* h$ in the topology of $D$, it follows that $T(f^* h) = \{F(s) H(s), f^+(l) h^+(l), f^-(l) h^-(l)\}$. The continuity of the map $(f, h) \mapsto f^* h$ now follows from Theorem 3.1 and the definition of the topology of $\mathcal{S}_{mn}^p$. 
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Corollary. For any $m$, $S^p_{mn}$ is a topological algebra under convolution.

We now define for each fixed $p \geq 1$, $\leq 2$ the group algebra $S^p$ as the weak direct sum of the spaces $S^p_{mn}$ as follows: Let $f(g)$ be any (continuous) complex-valued function on $G$. We let

$$f \in S^p \text{ if and only if } P_{mn}f \in S^p_{mn} \text{ for all } m, n,$$

and $P_{mn}f = 0$ for all but a finite number of $m, n$.

We define a topology on $S^p$ by considering for each pair of integers $M, N > 0$ the finite direct sum $S^{p,M,N} = \sum_{|m| \leq M, |n| \leq N} S^p_{mn}$ of the spaces $S^p_{mn}$ with the Cartesian product topology. Clearly $S^p$ is the limit of these spaces as $M \to \infty$ and $N \to \infty$ and we define the topology of $S^p$ to be the inductive limit topology in the sense of Dieudonné and Schwartz [1] of the spaces $S^{p,M,N}$.

Proposition 3.1. For each $p \geq 1$ and $\leq 2$, $S^p$ is a topological algebra with convolution as product. Under addition of functions it is a locally convex metrizable complete topological vector space. The projection $P_{mn}: S^p \to S^p_{mn}$ is for each $m, n$ a continuous linear mapping.

This is an immediate consequence of Proposition 5 of Dieudonné and Schwartz [1] together with the above properties of the spaces $S^p_{mn}$.

We next define the algebra $\tilde{S}^p$ to consist of all triples of matrices $

\{H_{mn}(s), h_{mn}^{+}(l), h_{mn}^{-}(l)\} \text{ which are for each fixed } m, n \text{ contained in the above space } \tilde{S}^p_{mn}. \text{ We assume that } H_{mn}(s) \text{ is identically zero in } s \text{ and } h_{mn}^{\pm}(l) \text{ is identically zero in } l \text{ for all but a finite number of pairs } m, n. \text{ We put on } \tilde{S}^p \text{ the inductive limit topology of the spaces } \sum_{|m| \leq M, |n| \leq N} \tilde{S}^p_{mn}. \text{ We make } \tilde{S}^p \text{ into an algebra by defining sum point-wise (i.e. by addition for each } s, l, m, n) \text{ while the product is defined by matrix-multiplication for each } s \text{ and } l:

\[
\begin{aligned}
\{A_{mn}(s), a_{mn}^{+}(l), a_{mn}^{-}(l)\} \cdot \{B_{mn}(s), b_{mn}^{+}(l), b_{mn}^{-}(l)\} &= \left\{ \sum_j A_{mj}(s)B_{jn}(s), \sum_j a_{mj}^{+}(l)b_{jn}^{+}(l), \sum_j a_{mj}^{-}(l)b_{jn}^{-}(l) \right\}.
\end{aligned}
\]

From the above properties of the $\tilde{S}^p_{mn}$ and the properties of an inductive limit one obtains

Proposition 3.2. $\tilde{S}^p$ is a topological algebra. It is a locally convex metrizable complete topological vector space. The projection $\tilde{S}^p \to \tilde{S}^p_{mn}$ is for each $m, n$ a continuous linear mapping.

Using again the above results and the properties of an inductive limit we have

Theorem 3.2. The mapping $X$ is a topological isomorphism of $S^p$ onto $\tilde{S}^p$. Let $CS^p$ be the set of all those triples $\{H_{mn}(s), h_{mn}^{+}(l), h_{mn}^{-}(l)\} \in \tilde{S}^p$ for
which $h_{mn}(l) = 0$ for all $l, m, n$. It is clear that $CS^p$ is a closed two-sided ideal of $S^p$. Let $S^p_+$ be the set of all those triples $\epsilon S^p$ for which $H_{mn}(s) = 0$ and $h_{mn}(l) = 0$ identically. Similarly $S^p_-$ is defined by $H_{mn}(s) = 0$ for all $s, m, n$ and $h_{mn}(l) = 0$ for all $m, n, l$. Clearly $S^p_+$ and $S^p_-$ are closed two-sided ideals of $S^p$ and

$$S^p = CS^p_+ \oplus S^p_-. \quad (3.10)$$

We write $CS^p = T^{-1}CS^p$, $S^p_+ = T^{-1}S^p_+$ and have

$$S^p = CS^p_+ \oplus S^p_+ \oplus S^p_-.$$

We denote $CS^p_+ \cap S^p_{mn}$ by $CS^p_{mn}$.

**Lemma 3.6.** Let $J$ be a closed two-sided ideal of $CS^p$. If $1 < p \leq 2$ the mapping

$$J \to J \cap CS^p_{00} \quad (3.11)$$

is a 1-1 correspondence between all closed two-sided ideals of $CS^p$ and all closed ideals of the commutative algebra $CS^p_{00}$.

**Proof.** Consider the functions $\eta_{mn}(s)$ defined by (3.8) above. Let $J_{00}$ be a closed ideal of the algebra $CS^p_{00}$. The elements of $CS^p_{00}$ are certain functions $H(s) = H(1-s)$. It is clear from the definitions of $S^p_{mn}$ and $\eta_{mn}(s)$ that if $H(s) \subseteq CS^p_{00}$ then $\eta_{m0}(s)\eta_{on}(s)H(s) \subseteq CS^p_{mn}$ for each $m, n$. As $H(s)$ varies over $J_{00}$, the functions $\eta_{m0}(s)\eta_{on}(s)H(s)$ vary for fixed $m, n$ over a closed left-submodule of $CS^p_{mn}$ (over $CS^n_{mn}$) which we denote by $J_{mn}$.

Now given a closed two-sided ideal $J$ of $CS^p$, put $J_{00} = J \cap CS^p_{00}$. Let $J_{mn} = \eta_{m0}(s)J_{00}\eta_{on}(s)$. Let $J \subseteq J_{mn}$ be the closed two-sided ideal generated by $J_{00}$ in $CS^p$. Write $J_{mn} = \mathfrak{F} \cap CS^p_{mn}$. Clearly $\mathfrak{F} \subseteq J$, hence $J_{mn} \subseteq J_{mn}$ for each $m, n$. We wish to prove that $J_{mn} \subseteq J_{mn}$. It is enough to show that $J_{mn} \subseteq J$.

By an easy approximation argument it follows that $\eta_{mn}(s)$ can be approximated by elements of $CS^p_{mn}$ in such a manner that $\eta_{m0}(s)\eta_{on}(s) \subseteq \mathfrak{F}$, i.e. $J_{mn} \subseteq J$. This proves that $J_{mn} = J_{mn}$ for all $m, n$.

We prove next that $J_{mn} = J \cap CS^p_{mn}$. Since $J_{mn} = \eta_{m0}(s)J_{00}\eta_{on}(s) \subseteq J$. Thus $J_{mn} \subseteq J \cap CS^p_{mn}$. Now $\eta_{mn}(s)$ has no zeros in the strip $0 < Re(s) < 1$, so that $\eta_{mn}(s)^{-1}$ is regular in this strip and bounded, so that it can be approximated by elements of $CS^p_{mn}$ so that $\eta_{mn}(s)^{-1}(J \cap CS^p_{mn})\eta_{mn}(s)^{-1} \subseteq J_{00}$. We conclude that $J_{mn} = J \cap CS^p_{mn}$.

Let $\epsilon$ be the matrix whose $m, n$th component is $\delta_{jm}\delta_{jn}$. We can approximate the function 1 by functions $\epsilon CS^p_{mn}$ so that $\epsilon^m_{mn}J \subseteq J$ for any closed two-sided ideal of $CS^p$. Also clearly $\epsilon^m_{mn}(CS^p)\epsilon^n_{mn} \subseteq CS^p_{mn}$. Thus $\epsilon^m_{mn}J \epsilon^n_{mn} \subseteq J \cap CS^p_{mn}$. On the other hand $J \cap CS^p_{mn} \subseteq \epsilon^m_{mn}J \epsilon^n_{mn}$ is obvious. Thus $\epsilon^m_{mn}J \epsilon^n_{mn} = J \cap CS^p_{mn} = J_{mn}$ and $\epsilon^m_{mn}J \epsilon^n_{mn} = J_{mn}$. We have already seen above that $J_{mn} = J_{mn}$ for all $m, n$, hence $\epsilon^m_{mn}J \epsilon^n_{mn} = \epsilon^m_{mn}J \epsilon^n_{mn}$ for all $m, n$. This implies that $J_{mn} = J$. 

Proposition 3.3. Every proper closed ideal $J$ of the commutative topological algebra $S_{00}^2$ is the intersection of the primary closed ideals containing it.

By a primary closed (left, right, two-sided) ideal we mean a (left, right, two sided) closed ideal which is is contained in one (left, right, two-sided) maximal closed ideal.

Proof. Let $S$ be the algebra of all indefinitely differentiable functions of one real variable $t$ which are rapidly decreasing (i.e. every derivative is $O(|t|^j)$ for all $j$). In the topology of Schwartz $S$ is a topological algebra with point-wise multiplication as product. By a theorem of Whitney [1] every closed proper ideal of $S$ is determined by its zeros with multiplicities.

Now given any $h \in S_{00}^2$, its Fourier transform $H(1/2 + it) = H(1/2 - it)$ is an even function of $t$ contained in $S_{00}^2$ and $S_{00}^2 \subseteq S$ and the topology of $S_{00}^2$ is the same as that induced by $S$.

Now given any proper closed ideal $J$ of $S_{00}^2$, consider the closed ideal $J$ generated by $J$ in $S$. If $F \subseteq J \cap S_{00}^2$ then $F = \lim \sum H_a A_a$ where $H_a \in J$ and $A_a \in S$. Then $F(1/2 + it) = \lim \sum H_a (1/2 + it) 2^{-1} \{A_a (1/2 + it) + A_a (1/2 - it)\}$. Put $B_a (1/2 + it) = 2^{-1} \{A_a (1/2 + it) + A_a (1/2 - it)\}$. Then $B_a \in S_{00}^2$ and $F = \lim \sum H_a B_a$. Thus $F \subseteq J$. This proves that $J \cap S_{00}^2 = J$. Now if $J_1$ is another closed ideal of $S_{00}^2$ with the same zeros and multiplicities as $J$, then by the above mentioned theorem of Whitney [1] $J \cap S_{00}^2 = J_1 \cap S_{00}^2$. Hence $J = J_1$.

Now the maximal closed ideals of $S_{00}^2$ are given by the pair of points $1/2 + it, 1/2 - it$ as follows easily from the knowledge of all maximal ideals of $S$. It follows that each primary ideal of $S_{00}^2$ consists of all those $h \in S_{00}^2$ for which $H(1/2 + it)$ vanishes at one point $t_0$ up to a given order. This proves Proposition 3.3.

As an immediate consequence of Proposition 3.3 and Lemma 3.6 we have

Corollary. Every closed proper two-sided ideal of the algebra $CS^2$ is the intersection of the two-sided primary closed ideals which contain it.

We next consider the two-sided ideals of $\tilde{S}_p^2$ for $1 < p \leq 2$. For each $l \geq 2$ let $\tilde{S}_p^2(l)$ be the set of $h_{mn}^+(l)$ for $h^+ \in \tilde{S}_p^2$. Thus, $\tilde{S}_p^2(l)$ is the algebra of matrices $a_{mn}$ of complex numbers for $m, n \geq l$, where $a_{mn} = 0$ except for a finite number of $m$ and $n$. It is readily verified that the algebra $\tilde{S}_p^2(l)$ is simple.

Now, let $\mathfrak{J}$ be any two-sided ideal in $\tilde{S}_p^2$; by $\mathfrak{J}(l)$ we denote $\mathfrak{J} \cap \tilde{S}_p^2(l)$, so $\mathfrak{J}(l)$ is an ideal in $\tilde{S}_p^2(l)$ which is contained in $\mathfrak{J}$. By the simplicity of $\tilde{S}_p^2(l)$, $\mathfrak{J}(l) = \{0\}$, or $\mathfrak{J}(l) = \tilde{S}_p^2(l)$. If $\mathfrak{J}(l) = \{0\}$, we say that $\mathfrak{J}$ is zero at $l$.

We claim that $\mathfrak{J}$ is determined by its zeros. For, suppose that $J$ is another two-sided ideal in $\tilde{S}_p^2$ which has the same zeros as $\mathfrak{J}$ and let $h^+ \in J$. Then $h_{mn}^+(l) = 0$ for all $l$ except for a finite number of $m$ and $n$; hence, $h_{mn}^+(l) = 0$ for all $m$ and $n$ if $l$ is large enough, say if $l \geq L$. Now, for any $l$, $h^+(l) \in \mathfrak{J}$ because $\mathfrak{J}(l) = \tilde{S}_p^2(l)$ if $h^+(l) \neq 0$. Now, clearly, $h^+ = \sum_{l < L} h^+(l)$, so that we have $h^+ \in \mathfrak{J}$ since each $h^+(l) \in \mathfrak{J}(l) \subseteq \mathfrak{J}$. This proves that $J \subseteq \mathfrak{J}$; by similar reasoning, $\mathfrak{J} \subseteq J$, so $\mathfrak{J} = J$. 
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A similar argument can be applied to the algebra \( \mathcal{S}_p \) for \( 1 < p \leq 2 \).

**Proposition 3.4.** Let \( 1 < p \leq 2 \). Then every two-sided ideal in \( \mathcal{S}_p^+ \) or \( \mathcal{S}_p^- \) is closed and is determined by its zeros. Thus, every two-sided ideal in \( \mathcal{S}_p^+ \oplus \mathcal{S}_p^- \) is the intersection of the maximal two-sided ideals which contain it.

**Proof.** By the above, every two-sided ideal \( \mathfrak{I} \) in \( \mathcal{S}_p^+ \) is determined by its zeros. It follows easily that \( \mathfrak{I} \) is closed. It is also readily verified that the only maximal two-sided ideals in \( \mathcal{S}_p^+ \) are the ideals \( \mathfrak{I}_t \) consisting of all \( h^+ \in \mathcal{S}_p^+ \) with \( h^+(l) = 0 \). A similar result holds for \( \mathcal{S}_p^- \). Proposition 3.4 then follows immediately.

Combining Propositions 3.3 and 3.4 we obtain immediately

**Theorem 3.3.** Every proper closed two-sided ideal of the group algebra \( S^2 \) is the intersection of the two-sided primary closed ideals which contain it.

4. Mean periodic functions of fixed type \( m, n \). In §5 of Part II we have studied mean periodic functions \( \epsilon E_{mn} \). We shall now derive further properties of such functions.

**Lemma 4.1.** Let \( f \in E_{mn} \) be mean periodic in the sense of §5 of Part II. Let

\[
(4.1) \quad f(g) = \sum_j \sum_{q=1}^{r_j} d_{jq}u_{mn}(g, S_j)
\]

be the mean-periodic expansion of \( f(g) \) obtained in §5 of Part II. (Here the sum \( \sum \) is in the sense of the summability explained at the end of §5 of Part II.)

**Assertion:** For each \( j \) there exists an element \( W_j \in E_{mn} \) such that

\[
(4.2) \quad \sum_{q=1}^{r_j} d_{jq}u_{mn}(g, S_j) = (W_j * f)(g).
\]

Here \( W_j \) is given by the expression

\[
(4.3) \quad (\mathcal{X}_0 W_j)(s) = \left\{ \frac{1}{\mathcal{X}_0 W} \right\}_{s_j} (s)(\mathcal{X}_0 W)(s),
\]

where \( \{1/\mathcal{X}_0 W\}_{s_j}(s) \) denotes the principal part of the Laurent expansion of the meromorphic function \( (\mathcal{X}_0 W)(s) \) at the point \( s_j \). (Note that since \( W \in E_{mn} \), its Fourier transform \( \mathcal{X}_0 W \) is a numerical valued entire function of exponential type (cf. §4 of Part II) denoted by \( (\mathcal{X}_0 W)(s) \)).

**Proof.** We denote again by \( \hat{E}' \) the topological vector space of Schwartz of all entire functions of \( s \) of exponential type which are slowly increasing along \( Rs = 1/2 \). For any \( f \in E_{mn} \) we define a continuous linear function (denoted again by \( \mathcal{X}f \)) on the space \( \hat{E}' \) by putting for any \( H = H(s) \in \hat{E}' \)

\[
(4.4) \quad \mathcal{X}f \cdot H = \mathcal{X}f \cdot \left\{ 2^{-1}\eta_{mn}(s)[H(s) + H(1 - s)] \right\},
\]
where $\eta_{mn}(s)$ is defined by formula (3.8) of §3 above. Note that the right side of (4.4) is well defined, since $2^{-1}\eta_{mn}(s)[H(s)+H(1-s)]$ is contained in the space $\mathfrak{X}_0E'_mn$ of §4 of Part II and $\mathfrak{X}f$ is in the dual of $\mathfrak{X}_0E'_mn$. We have to show that $\mathfrak{X}f\cdot H$ is continuous on $\mathcal{E}'$. It follows from Theorem 4.3 of Part II that $H(s)\rightarrow 2^{-1}\eta_{mn}(s)[H(s)+H(1-s)]$ is a linear map of $\mathcal{E}'$ into $\mathfrak{X}_0E'_mn$ which takes bounded sets into bounded sets. Since $\mathfrak{X}f$ is continuous on $\mathfrak{X}_0E'_mn$, it follows that the linear function $H\rightarrow \mathfrak{X}f\cdot H$ is bounded on the bounded sets of $\mathcal{E}'$. Since $\mathcal{E}'$ is bornologic (see Grothendieck [1]), it follows that $\mathfrak{X}f\cdot H$ is continuous on $\mathcal{E}'$.

Now we use the fact that $f(g)$ is mean periodic in $E'_mn$. Hence by Proposition 5.1 of §5 of Part II there exists an element $W$ of $E'_mn$ such that $W*f = 0$. It follows that for any $H \in \mathcal{E}'$

$$\mathfrak{X}f \{ (T_0W)(s)H(s) \} = 0.$$  

Hence we can apply the theory of L. Schwartz [3] and conclude that the linear function $\mathfrak{X}f$ on $\mathcal{E}'$ has a formal expansion $\sum_s \sum_{q=1}^r d_j s^{(q)}$ where $s^{(q)}$ denotes the $q$th derivative of the delta measure of the point $s_j$. Moreover

$$\sum_{q=1}^r \sum_{s_j} d_{s_j} s^{(q)} = \left\{ \frac{1}{(\mathfrak{X}W)_s} \right\}_s (\mathfrak{X}_0W)(s)$$

in accordance with formula (29) and (32) of L. Schwartz [3]. To prove the lemma we only have to apply $\mathfrak{X}^{-1}$.

**Lemma 4.2.** Let $\alpha_0, \alpha_1, \ldots, \alpha_r$ be arbitrary given complex numbers. Let $s_0$ be a complex number with $R_{s_0} > 1/p$. Then there exist entire functions $\psi_s(s) = \psi_s(1-s)$ of exponential type, rapidly decreasing along $R_s = 1/2$ such that

$$\lim_{r \to \infty} (1 + |s|)^j \frac{d^j \psi_s}{ds^j} = 0 \text{ uniformly in } \frac{1}{q} \leq R_s \leq \frac{1}{p}$$

for any non-negative integers $j$ and $\mu$, but

$$\lim_{r \to \infty} \left| \sum_{s_0} \alpha_0 \frac{d^j \psi_s(s_0)}{ds^j} \right| = \infty.$$  

**Proof.** Consider the class of all complex-valued indefinitely differentiable even functions $f(x)$ of a real variable $x$ for which

$$\left| \frac{d^{b}f}{dx^b} \right| \leq c_{a,b} \exp \left\{ \frac{(1/2 - 1/p) x}{1 + |x|^a} \right\}$$

for all non-negative integers $a$, $b$ and all real numbers $x$; here $c_{a,b}$ are constants independent of $x$. This class of functions $f(x)$ is clearly a linear space on which we define topology by the sequence of semi-norms
(4.10) \[
\sup_{-\infty < x < \infty} \left| \frac{d^b f}{dx^b} \right| (1 + |x|^a) \exp \left\{ \left( \frac{1}{p} - \frac{1}{2} \right) |x| \right\}
\]

(a, b=0, 1, 2, \cdots). We thus obtain a locally convex, complete topological vector space. Its image under the classical Fourier transform \( f(x) \rightarrow \int f(x) e^{-(x-\frac{1}{2})^2} dx = F(s) \) is precisely the space \( S_{q_0} \) defined above (and this mapping is a topological isomorphism). If \( h(x) = h(-x) \) is indefinitely differentiable and of compact support and if \( H(s) = \int h(x) e^{-(x-\frac{1}{2})^2} dx \) then

\[
\sum_{\mu=0}^{r} \alpha_{\mu} \frac{d^{\mu} H}{ds^{\mu}} (s_0) = \sum_{\mu=0}^{r} \alpha_{\mu} \int x^{\mu} e^{(s_0-\frac{1}{2})^2} h(x) dx.
\]

Now, \( \sum_{\mu=0}^{r} \alpha_{\mu} x^{\mu} e^{(s_0-\frac{1}{2})^2} \) does not lie in the dual of the space defined by (4.9) and (4.10) for \( R_{s_0} > \frac{1}{p} \). Thus we can find a sequence of even indefinitely differentiable functions \( f_{s}(x) \) of compact support which converge in the topology (4.10) to a function \( f(x) \) in the space (4.9) but such that

\[
\lim_{r \to \infty} \left| \int_{-\infty}^{\infty} \sum_{\mu=0}^{r} \alpha_{\mu} x^{\mu} e^{(s_0-\frac{1}{2})^2} f_{s}(x) dx \right| = \infty.
\]

Now take \( \psi(s) = \int f_{s}(x) e^{(x-\frac{1}{2})^2} dx \) and the lemma follows.

**Theorem 4.1.** Let \( m \) and \( n \) be fixed integers. Let \( s_0 \) be any complex number with \( R_{s_0} > \frac{1}{p} \). Let \( \beta_0, \beta_1, \cdots, \beta_r \) be given complex numbers, such that \( \beta_0 = 0 \) if \( m \cdot n > 0 \) and \( s_0 \) is an integer satisfying \( 1 < s_0 \leq 1 + \min \{|m|, |n|\} \) or if \( s_0 \) is an integer for which \( u_{mn}(g, s_0) = 0 \) for all \( g \in G \) (see formulas (2.15) and (2.15a) of Part II). Then \( \sum_{\mu=0}^{r} \beta_{\mu} u_{mn}^{(\mu)}(g, s_0) \) is not in the dual of \( S_{nm}^{r} \).

**Proof.** It is an immediate consequence of Theorem 2.1 of §2 of Part II that we can find a function \( F(s) \in \mathcal{D}_{mn} \) such that

(a) If \( mn > 0 \), then \( F(s) = 0 \) for \( s = 2, 3, \cdots, 1 + \min \{|m|, |n|\} \).

(b) If \( mn > 0 \) and \( s_0 = 2, 3, \cdots, 1 + \min \{|m|, |n|\} \), or if \( s_0 \) is an integer for which \( u_{mn}(g, s_0) = 0 \) identically in \( G \), then \( F^{(1)}(s_0) = 1 \) and \( F^{(j)}(s_0) = 0 \) for \( j = 0, 2, 3, \cdots, r \).

(c) If \( s_0 \) is not an integer satisfying the conditions imposed in (b), then \( F(s_0) = 1, F^{(j)}(s_0) = 0 \) for \( j = 1, 2, \cdots, r \).

By the above lemma, we can find a sequence of functions \( \psi_{s} \) satisfying (4.7) and (4.8), where we set \( \alpha_{\mu} = \beta_{\mu} \) if \( s_0 \) is not one of the exceptional integers described in the statement of Theorem 4.1, or \( \alpha_{\mu} = \beta_{\mu}/r \) if \( s_0 \) is one of those integers. For each \( \nu \), let us set \( H_{s} = \psi_{s} \), so \( H_{s} \) is in \( T_{0}D_{mn} \) by the above construction and Theorem 2.1 of Part I.

Denote by \( h_{s} = \mathcal{X}_{0}^{-1} H_{s} \), so \( h_{s} \in D_{mn} \). Moreover, \( \mathcal{X} h_{l} \mathcal{X}^{-1} = \{ H_{s}(s), 0, 0 \} \) because, if \( mn > 0 \) then \( H_{s}(l) = 0 \) for \( l = 2, 3, \cdots, 1 + \min \{|m|, |n|\} \). Thus, by the definition of the topology of \( \mathcal{S}_{mn}^{p} \) and Theorem 3.2, \( \{ h_{s} \} \) converges in \( \mathcal{S}_{mn}^{p} \). On the other hand,
\[
\left| \sum_{\mu=0}^{r} \beta_{\mu} u_{mn}^{(\mu)}(g, s_0) h_s(g) dg \right| = \left| \sum_{\mu=0}^{r} \frac{d_{\mu}}{d s_{\mu}} \int u_{mn}(g, s) h_s(g) dg \right|_{s=0} = \left| \sum_{\mu=0}^{r} \beta_{\mu} H_{\nu}^{(\mu)}(s_0) \right| = \left| \sum_{\mu=0}^{r} \alpha_{\mu} \psi_{\nu}^{(\mu)}(s_0) \right| \rightarrow \infty
\]
as \nu \rightarrow \infty. Thus, \( \sum_{\mu=1}^{r} \beta_{\mu} u_{mn}^{(\mu)}(g, s_0) \) cannot lie in the dual of \( S_m^p \) which is the desired result.

**Theorem 4.2.** Let \( f \in E_m \) be mean periodic and let \( 1 < p \leq 2 \). If \( f \) is in the dual of \( S_m^p \) then the set of complex numbers \( s_i \) which occurs in the mean-periodic expansion (4.1) is contained in the union of the strip \( 1/q \leq R_s \leq 1/p \) and the rational integers.

**Proof.** The mean periodic expansion of \( f \) of §5 of Part II is of the form

\[
\sum \sum d_{jq} u_{mn}(g, s_j).
\]

We have shown (see Lemma 4.1) that, for any \( r \),

\[
\sum_{j} d_{jr} u_{mn}(g, s_r) = W_r * f
\]

for some \( W_r \in E_m \). Now, it follows from the main theorem on the Fourier transform of \( S_m^p \) that \( W_r * S_m^p \subset S_m^p \). Thus, \( W_r * f \in (S_m^p)' \), the dual of \( S_m^p \). But, we have already shown that \( \sum_{j} d_{jr} u_{mn}(g, s_r) \in (S_m^p) \) can occur in only two cases: if \( 1/q \leq R_s \leq 1/p \), or if \( s_r \) is an integer, and \( j = 0 \), and \( u_{mn}(g, s_r) \) belongs to the discrete series of unitary representations of \( G \). This completes the proof.

5. The ideals of \( \mathfrak{D} \) and \( \mathfrak{E}' \). Let \( \mathfrak{R} \) be the set of all matrices \( (a_{mn}) \) which are rapidly decreasing in \( m \) and \( n \), i.e. satisfy \( a_{mn} = O(\{m\}^{-p} \cdot \{n\}^{-q}) \) for all positive \( p, q \). Here \( m \) and \( n \) vary either over all integers or over all integers \( \geq \) some fixed \( I \) (or \( \leq \) some fixed \( I \)). We topologize \( \mathfrak{R} \) by saying that any polynomial \( Q(m, n) \) and any \( \epsilon > 0 \) define an open neighborhood of \( (a_{mn}) \) consisting of all \( (x_{mn}) \in R \) with \( |Q(m, n) \cdot (x_{mn} - a_{mn})| < \epsilon \). The open sets of \( \mathfrak{R} \) are to be the unions of these open neighborhoods. With ordinary matrix-multiplication as product, \( \mathfrak{R} \) is easily seen to be a locally convex topological algebra with the continuous involution \( (a_{mn}) \rightarrow (\overline{a}_{mn}) = \overline{a}_{mn} \). If \( m \) and \( n \) vary over all integers, then \( \mathfrak{R} \) is clearly topologically isomorphic to the algebra of all indefinitely differentiable functions on the 2-dimensional torus with \( \int_{0}^{1} a(a, y)b(y, z)dy \) as product, as follows at once using Fourier series in two real variables (see for example Schwartz [4]). Let \( \mathfrak{B} \) be the topological vector space of all rapidly decreasing sequences with the topology defined by all polynomials \( Q(m) \) in one variable. The elements of \( \mathfrak{R} \) can be considered as continuous endomorphisms of \( \mathfrak{B} \) by putting for \( (x_n) \in \mathfrak{B} \), \( (a_{mn}) : x_m \rightarrow \sum_n a_{mn}x_n \). Clearly this is simultaneously continuous in \( (a_{mn}) \in \mathfrak{R} \) and \( (x_n) \in \mathfrak{B} \).
We shall now study the ideals of the group algebras $D$ and $E'$. We first note

**Lemma 5.1.** The mapping $J \mapsto J \cap D$ is a 1-1 correspondence between all closed left- (right-, two-sided) ideals $J$ of $E'$ and all closed left- (right-, two-sided) ideals of $D$.

**Proof.** Let $J$ be any closed left ideal of $E'$. Since $D \ast E' \subseteq D \cap J \subseteq J$, therefore for their closures in $E'$ we have $\text{Cl}(D \ast J) \subseteq \text{Cl}(D \cap J) \subseteq J$. For any $W \in E'$ there exist elements $f_j \in D$ such that $W = \lim f_j \ast W$; hence $\text{Cl}(D \ast J) = J$ and so also $\text{Cl}(D \cap J) = J$. This proves that the mapping $J \mapsto D \cap J$ is one-one. Moreover since the topology of $D$ is stronger than that induced by $E'$, $D \cap J$ is a closed left-ideal of $D$. It remains to prove that every closed left-ideal $\mathfrak{I}$ of $D$ is of the form $D \cap J$ where $J$ is a closed left-ideal of $E'$. Let $J$ be the closure $\mathfrak{I}$ of $\mathfrak{I}$ in $E'$, $J = \bar{\mathfrak{I}}$. We have to prove that $\mathfrak{I} \cap D = \mathfrak{I}$. Let $W \in \mathfrak{I}$, then there are elements $f_n \in \mathfrak{I}$ such that $f_n \rightarrow W$ in the topology of $E'$. Hence by the continuity of convolution, $h \ast f_n \rightarrow h \ast W$ in the topology of $D$, thus $D \ast \mathfrak{I} \subseteq \mathfrak{I}$. On the other hand $D \ast I$ is dense in $I$ in the topology of $D$. But $D \ast \mathfrak{I} \subseteq \mathfrak{I} \ast \mathfrak{I}$. Also $D \ast \mathfrak{I}$ is dense in $D \cap \mathfrak{I}$ in the topology, because for any $f \in D \cap \mathfrak{I}$ there are elements $f_j \in D$ with $f_j \rightarrow f$ in the topology of $E'$, hence again by the continuity of convolution $h \ast f_j \rightarrow h \ast f$ in the topology of $D$. This proves that $D \cap \mathfrak{I} = \mathfrak{I}$. This completes the proof of Lemma 5.1 for left-ideals. The same argument applies to closed right-ideals, hence also to closed two-sided ideals.

**Lemma 5.2.** Let $J_s$ be the set of all those $f \in D$ for which $F_{mn}(s) = 0$ for all $m$ and $n$, for this given $s$. Then $J_s$ is a proper closed two-sided ideal of $D$. $J_s$ is self-adjoint if and only if $R_s = 1/2$, or $s$ is a real number which is not an integer.

**Proof.** We know that for each fixed $s$ the mapping $f \rightarrow F(s) = [F_{mn}(s)]$ is a homomorphism of $D$ into the algebra $R$ of all rapidly decreasing matrices introduced at the beginning of this paragraph. This homomorphism is continuous by the corollary to Theorem 3.3 of Part II. Hence $J_s$ is a closed two-sided ideal of $D$.

The assertion about the self-adjointness of $J_s$ is proved as follows. Suppose that $J_s^* = J_s$. Then $(P_{00}J_s)^* = P_{00}J^*_s = P_{00}J_s$. Hence the elementary spherical function $\phi(g, s) = u_{00}(g, s)$ must satisfy $\phi^*(g, s) = \phi(g, s)$ for this $s$. It follows from Theorem 1 and Theorem 8 of Part I that this holds if and only if $R_s = 1/2$ or $s$ is real.

If $R_s = 1/2$, then $U(g, s)$ is unitary, hence $J_s$ is clearly self-adjoint. Now let $s$ be real and $f(g) \in J_s$, i.e.

$$\int f(g) u_{mn}(g, s) dg = F_{mn}(s) = 0$$

for this $s$ and all $m$, $n$. Then
\[
\int f^*(g) u_{mn}(g, s) \, dg = \int f(g^{-1}) u_{mn}(g, s) \, dg \\
= \int f(g^{-1}) \bar{u}_{mn}(g, s) \, dg = \int f(g) \bar{u}_{mn}(g^{-1}, s) \, dg \\
= \int f(g) u_{nm}(g, 1 - s) \, dg = \int f(g) u_{nm}(g, 1 - s) \, dg \\
= \chi_{nm}(s) \int f(g) u_{nm}(g, s) \, dg = \chi_{mn}(s) F_{nm}(s).
\]

If \( s \neq 0, \pm 1, \pm 2, \cdots \), then \( \chi_{nm}(s) \neq 0 \) for all \( n, m \) (see equation (3.5) of §3 of Part I or §1 above); hence \( F_{mn}(s) = 0 \) if and only if \( \chi_{nm}(s) F_{nm}(s) = 0 \) for all \( m, n \). This proves that if \( s \) is any real number not an integer, then \( f \in J_s \) if and only if \( f^* \in J_s \), i.e. \( f^* = J_s \).

Now let \( s \) be any rational integer. It follows from Theorem 2.1 of Part II that we can find integers \( m, n \) such that

\[
(\mathfrak{X}_0 D_{mn})(S) = 0, \quad \text{but} \quad (\mathfrak{X}_0 D_{nm})(S) \neq 0.
\]

For this \( m, n \) the function \( \chi_{mn} \) has a pole of order 1 at \( s \). Let \( f \in D_{mn} \) such that \( \mathfrak{X}_0 f \) has a zero of order 1 at \( s \); by Theorem 2.1 of Part II such \( f \) exist. Then the above shows that \( F_{mn} = \chi_{mn} F_{nm} \) is different from zero at \( s \). Thus \( f \in J_s \), but \( f^* \in J_s \). This completes the proof of Lemma 5.2.

**Remark 1.** If \( s \) is an integer, then by Theorem 5.1 below, there exist three closed maximal two-sided ideals of \( D \) corresponding to \( S \). By a similar reasoning one shows that each of these three ideals is self-adjoint.

**Lemma 5.3.** Let \( J \) be a closed two-sided ideal of \( D \). Then for any \( h \in J \) and any \( m, n = 0, \pm 1, \pm 2, \cdots \), we have \( P_{mn} h \in J \).

**Proof.** It is easily seen that

\[
P_{mn} h = (P_{mm} \delta) * h * (P_{nn} \delta)
\]

where \( \delta \) is the delta-measure of \( 1 \in G \). Now we may write \( \delta = \lim f^i \) in the topology of \( E' \), where \( \{f^i\} \) is a sequence of elements of \( D \). The assertion of Lemma 5.3 now follows from the continuity of the projections \( P_{ii} \) (see Lemma 2.1 of Part II) the continuity of convolution in the topology of \( D \) and the fact that \( J \) is closed in \( D \).

**Lemma 5.4.** Let \( J \) be a maximal two-sided closed ideal in \( D \). For each \( m, n \), set \( J_{mn} = J \cap D_{mn} \). Then each \( J_{mn} \) is either a maximal closed left module over \( D_{mn} \) or is equal to \( D_{mn} \).

**Proof.** Assume there exists a proper closed left module \( \mathfrak{J} \) in \( D_{mn} \) over \( D_{mn} \) such that \( \mathfrak{J} \supset J_{mn}, \mathfrak{J} \not= J_{mn} \). Let \( \mathfrak{J} \) be the closed two-sided ideal in \( D \)
generated by $\mathfrak{F} \cup J$, and set $I_{mn} = \mathfrak{F} \cap D_{mn}$. We claim that $\mathfrak{F}_{mn} = \mathfrak{F}$. For, if $h \in \mathfrak{F} \cup J$ and $f \in D$, then by Lemma 2.5 of Part II and the continuity of convolution,

$$P_{mn}(f * h) = \sum_{j} f_{mj} * h_{jn}$$

where the series converges in $D$. Now, for $j \neq m$, $h_{jn} \in J$ by Lemma 5.4. So, since $J$ is an ideal, $f_{mj} * h_{jn} \in J_{mn} \subseteq \mathfrak{F}$. On the other hand, $h_{mn} \in \mathfrak{F}$. So, since $\mathfrak{F}$ is a left module over $D_{mn}, f_{mm} * h_{mn} \subseteq \mathfrak{F}$. Thus, for all $j, f_{mj} * h_{jn} \in \mathfrak{F}$; since $\mathfrak{F}$ is closed, this means that $P_{mn}(f * h) \subseteq \mathfrak{F}$.

By the results of §5, of Part II, $\mathfrak{F}$ is also a closed right module over $D_{mn}$. Thus, by reasoning exactly as above, we see that $P_{mn}(h * f) \subseteq \mathfrak{F}$.

Thus, $\mathfrak{F}$ is a proper closed ideal which clearly contains $J$. This is impossible since $J$ was assumed to be maximal.

We shall now find all maximal closed two-sided ideals of $D$. Let $J$ be a maximal closed proper two-sided ideal; for each $m, n$, denote by $J_{mn} = J \cap D_{mn}$, so by Lemma 5.4, $J_{mn}$ is either a maximal left module over $D_{mm}$ or else $J_{mn} = D_{mn}$. Since $J \neq D$, for some $p, q$ we must have $J_{pq} \neq D_{pq}$, so $J_{pq}$ is a maximum left module over $D_{mn}$. Thus, by the corollary to Theorem 5.1 of Part II there is some complex number $s_0$ such that, if $s_0$ is not an integer, $J_{pq}$ consists of all $F(s) \in T_0D_{pq}$ for which $F(s_0) = 0$, which if $s_0$ is an integer, either $J_{pq}$ consists of all $F(s)$ in $T_0D_{pq}$ for which $F(s_0) = 0$, or else $J_{pq}$ consists of all $F(s) \in T_0D_{pq}$ with $F'(s_0) = 0$ (depending on the values of $p$ and $q$). There are now two possibilities:

**Case 1. $s_0$ is not an integer.** We claim that, for any $m, n, J_{mn}$ consists of all $H(s) \in T_0D_{mn}$ which satisfy $H(s_0) = 0$. For, assume first there is an $H(s) \in J_{mn}$ with $H(s_0) \neq 0$. Let us set (see §2 of Part II) for $|n| \geq |m|$

$$\eta_{mn}(s) = \prod_{j=1}^{\mid n \mid} (j - s) \prod_{j=1}^{\mid m \mid} (j - 1 + s)$$

and define $\eta_{mn}(s)$ for $|m| \geq |n|$ by

$$\eta_{mn}(s) = \prod_{j=1}^{\mid m \mid} (j - s) \prod_{j=1}^{\mid n \mid} (j - 1 + s).$$

By Theorem 4.1 of Part II we have $\eta_{mn}(s) \in T_0E'_{mn}$, so we may write

$$\eta_{mn}(s) = T_0 \epsilon_{mn}$$

where $\epsilon_{mn} \in E'_{mn}$. Then we know that $\eta_{pm}(s)H(s)\eta_{nq}(s) \in J_{pq}$ because $J$ is a closed two-sided ideal in $D$, hence also a closed two-sided module over $E'$ (because $D$ is dense in $E'$, and because of the continuity of convolution), and $\eta_{pm} \in T_0E_{pm}, \eta_{nq} \in T_0E_{pq}$. But $\eta_{pm}(s_0) \neq 0, \eta_{nq}(s_0) \neq 0$, so that $\eta_{pm}(s_0)H(s_0)\eta_{nq}(s_0) \neq 0$. This contradicts the fact that all functions of $J_{pq}$ vanish at $s_0$. We con-
clude that every $H(s) \in J_{mn}$ must vanish at $s_0$. But, the set of functions of $T_0D_{mn}$ which vanish at $s_0$ is a maximum left module over $T_0D_{mn}$. Thus, $J_{mn}$ consists of all functions of $T_0D_{mn}$ which vanish at $s_0$.

We have shown that if there is a maximal two-sided ideal $I$ in $D$ corresponding to the point $s_0 \neq 0, \pm 1, \pm 2, \cdots$ then $\mathcal{I}$ must consist of all $\mathfrak{F}(s) \in T_0D$ such that $F_{mn}(s_0) = 0$ for all $m, n$. It is clear that $\mathcal{I}$ is actually a two-sided proper closed ideal, and the above argument shows that $\mathcal{I}$ is maximal.

**Case 2.** $s_0$ is an integer. Let us assume first that $s_0 = -l$ is a negative integer or zero. Then we examine the following diagram which represents the way the algebra $T_0D$ breaks up at $s_0$:

\[\begin{array}{c|c|c}
\text{N axis} & \text{M axis} \\
\hline
I & \text{II} & \text{III} \\
(-l, -l) & (l, -l) \\
\hline
VIII & IX & IV \\
\hline
\end{array}\]

It follows from Theorem 2.1 of Part II that for $(p, q)$ in III, IV, VII, or VIII, we have $(TBDmn)(s_0) = 0$.

We must now consider the nine possible places where $(p, q)$ may lie:

**Place I.** Here $J_{pq}$ consists of all $F(s) \in T_0D_{pq}$ which satisfy $F(s_0) = 0$. We claim that, for any other $(m, n)$ in I, $J_{mn}$ consists of all functions $H(s) \in T_0D_{mn}$ with $H(s_0) = 0$. For, assume first that there is an $H(s) \in J_{mn}$ satisfying $H(s_0) \neq 0$. Then, as in Case 1 above, we have $\eta_{pm}(s)H(s)\eta_{nq}(s) \in J_{pq}$. But, $\eta_{pm}(s_0) \neq 0$, which implies $\eta_{pm}(s_0)H(s_0)\eta_{nq}(s_0) \neq 0$, which is a contradiction. Thus, every $H(s) \in J_{mn}$ must vanish at $s_0$ and, as in Case 1, $J_{mn}$ consists of all $H(s) \in T_0D_{mn}$ which vanish at $s_0$. Again as in Case 1, we find that the ideal $J^1$ consisting of all $h \in D$ with $H_{mn}(s_0) = 0$ for $m, n \in I$ is a maximal two sided proper closed ideal.

**Place V.** By the same reasoning we obtain the ideal $J^2$ consisting of all $h \in D$ for which $H_{mn}(s_0) = 0$ if $m, n \in$ Place IX.

**Place IX.** By the same reasoning as above, we obtain the maximal ideal $J^3(m, n)$ in IX, consisting of all $h \in D$ for which $H_{mn}(s_0) = 0$ if $mn \in$ IX.

**Place II.** We deduce as above that for any $m, n \in I$, every $H(s) \in T_0D_{mn}$
must vanish at \( s_0 \). Thus, \( J \subset J^1 \) and so is not maximal.

**PLACE III.** Here \( J_{pq} \) consists of all \( H \in T_0 D_{pq} \) with \( H'(s_0) = 0 \). As above, we find that for any \( mn \in \text{Place I} \) every \( F \in J_{mn} \) must vanish at \( s_0 \). Thus, \( J \subset J^1 \) and thus is not maximal.

**PLACE IV.** Here again, \( J_{pq} \) consists of all \( H \in T_0 D_{pq} \) with \( H'(s_0) = 0 \). We find that \( J \subset J^2 \) and so is not maximal.

**PLACE VI.** Similar to Place II.

**PLACE VII.** Similar to Place III.

**PLACE VIII.** Similar to Place IV.

Putting all our results together, we see that, if \( J \) is a maximal ideal corresponding to the point \( s_0 = -l \), then \( J = J^1 \) or \( J^2 \) or \( J^3 \).

On the other hand, if \( s_0 = l+1 \) is a positive integer, then \( (T_0 D_{mn})(s_0) = 0 \) in the places II, III, VI, and VII. We find as before, three maximal ideals: \( I^1 = \text{set of all } \xi(s) \in \mathcal{X}_0 D \text{ such that } F_{mn}(l+1) = 0 \text{ for } (m, n) \in \text{Place I} \), \( I^2 = \text{set of all } \xi(s) \in \mathcal{X}_0 D \text{ for which } F_{mn}(l+1) = 0 \text{ for } (m, n) \text{ in Place V} \) and \( I^3 = \text{set of } \xi(s) \in \mathcal{X}_0 D \text{ with } F_{mn}(l+1) = 0 \text{ for } m, n \text{ in place IX} \). In virtue of the functional equation for \( \xi(s) \), \( I^1 = J^1 \), \( I^2 = J^2 \), and \( I^3 = J^3 \).

Summing up our results, we have:

**Theorem 5.1.** Every complex number \( s_0 \) which is not a rational integer determines one proper closed two-sided maximal ideal of \( D \), namely, the set \( J_{s_0} \) of all \( f \in D \) for which \( T_0 f = \xi(s) \in \mathcal{X}_0 D \) satisfies \( F_{mn}(s_0) = 0 \) for all \( m \) and \( n \). Every integer \( s_0 = 0, \pm 1, \pm 2, \cdots \) determines three proper closed two-sided maximal ideals: (1). The set \( I_{s_0}^1 \) of all \( \xi(s) \in \mathcal{X}_0 D \) such that \( F_{mn}(s_0) = 0 \) for \( (m, n) \) in Place I. (2) The set \( I_{s_0}^2 \) of all \( \xi(s) \in \mathcal{X}_0 D \) for which \( F_{mn}(s_0) = 0 \) for \( (m, n) \) in Place V. (3) The set \( I_{s_0}^3 \) of all \( \xi(s) \in \mathcal{X}_0 D \) for which \( F_{mn}(s_0) = 0 \) for \( m, n \) in Place IX (where \( s_0 = -l \) if \( s_0 \) is a negative integer or zero, or \( s_0 = l+1 \) if \( s_0 \) is a positive integer). We have \( J_{s_0} = J_{1-s_0} \) if \( s_0 \) is not an integer, and \( J_{s_0}^1 = J_{1-s_0}^1 \), \( J_{s_0}^2 = J_{1-s_0}^2 \) and \( J_{s_0}^3 = J_{1-s_0}^3 \) if \( s_0 \) is an integer, and these are the only relations among the maximal ideals described above. Moreover, the ideals \( J_{s_0}, J_{s_0}^1, J_{s_0}^2, \) and \( J_{s_0}^3 \) are all the proper closed two-sided maximal ideals of \( D \).

Using Theorem 5.1 and a well-known property of entire functions of exponential type we deduce

**Corollary 5.1.** Let \( \{ s_r \} \) be any sequence of complex numbers which are not rational integers such that the number of \( s_r \) with absolute value \( \leq Q \) is not \( O(Q) \). Then \( \bigcap J_{s_r} = 0 \). In particular, the intersection of all the maximal proper closed two-sided ideals of \( D \) consists of 0 only.

Now, let \( J \) be a closed two-sided ideal of \( D \); we have shown above that for each \( m, n, P_{mn} J = J_{mn} \subset J \). Let \( s_0 \) be any complex number which is not an integer and suppose that \( T_0 J_{pq} \) has a zero of order \( r \) at \( s_0 \). From the relations \( c_{m*p} J_{pq} * c_{n*q} \subset J_{mn} \) and \( c_{m*p} J_{mn} * c_{n*q} \subset J_{pq} \) (where \( c_{ij} \) is defined in (5.2) above) and the fact that \( (T_0 c_{ij})(s_0) \neq 0 \) (see 5.1 above) we deduce that \( T_0 J_{mn} \) has a zero of order \( r \) at \( s_0 \) for any \( m, n \).
By similar reasoning we deduce that if \( s_0 \) is an integer and \( T_{0Jpq} \) has a zero of order \( r \) as \( s_0 \), where \( p, q \) lies in Place I, IV, or IX (see the proof of Theorem 5.1 above) then for any \( m, n \) which is in the same Place as \( p, q \), then \( T_{0Jmn} \) has a zero of order \( r \) at \( s_0 \).

If \( s_0 \) is an integer and \((p, q), (m, n)\) are any pairs of integers, then the above reasoning shows that the order of zero of \( T_{0Jpq} \) at \( s_0 \) can differ from the order of zero of \( T_{0Jmn} \) at \( s_0 \) by at most 2, because the functions \( \eta_{mn}(s) \) are polynomials with simple zeros.

This leads us to the following

**Definition 5.1.** Let \( J \) be a two-sided closed ideal in \( D \). Then the spectrum of \( J \) consists of

(a) The pairs \((s_0, r)\) where \( s_0 \) is a complex number, not a rational integer and for any \( p, q \) \( T_{0Jpq} \) has a zero of order \( r \geq 0 \) at \( s_0 \).

(b) The pairs \((s_0, r^1), (s_0, r^2)\) and \((s_0, r^3)\) where \( s_0 \) is an integer and \( T_{0Jpq} \) has a zero of order \( r^1 \) at \( s_0 \) for \((p, q)\) in Place I, \( T_{0Jpq} \) has a zero of order \( r^2 \) for \((p, q)\) in Place IV, and \( T_{0Jpq} \) has a zero of order \( r^3 \) for \((p, q)\) in Place IX.

(If a function is not zero at \( s_0 \), we say the function has a zero of order \(-\infty\) at \( s_0 \); thus it is possible that some of the \( r^i \) are \(-\infty\).)

(c) The pairs \((s_0, r_{pq})\) where \( s_0 \) is an integer, \( pq \) does not belong to any of the Places I, IV, or IX, and \( T_{0Jpq} \) has a zero of order \( r_{pq} \) at \( s_0 \).

**Theorem 5.2.** Every closed two-sided ideal in \( D \) is determined by its spectrum.

**Proof.** Let \( J \) be a closed two-sided ideal in \( D \); then we know by Lemma 5.3 that \( P_{mn}J \subseteq J \) for all \( m \) and \( n \). It follows from Lemma 2.4 of Part II that \( J \) is determined by the \( P_{mn}J \) for all \( m, n \). By Theorem 5.2, each \( P_{mn}J \) is determined by its spectrum; our above remarks show that the spectrum of \( P_{mn}J \) is determined by the spectrum of \( J \). This completes the proof of Theorem 5.2.

**Remark.** Because of Lemma 5.1 the results of Theorems 5.1 and 5.2 apply to \( E' \) in place of \( D \).

6. **The spectrum of a two-sided mean-periodic function.** In §6 of Part II we studied the two-sided closed submodules of \( E \) and two-sided mean-periodic functions. We shall now obtain further properties of them and show in particular that every two-sided mean-periodic function has a spectrum.

**Lemma 6.1.** Let \( M \) be a closed two-sided submodule of \( E \). Let \( M^{1+1} \) denote the set of all \( w \in E' \) such that \( w*M = M*w = (0) \). Then \( (M_{mn})^{1+1} = (M^{1+1})_{mn} \), where \( (M_{mn})^{1+1} \) is defined to be the set of those \( v \in E_{mn} \) which satisfy \( v(M_{mn}) = (0) \).

**Proof.** Let \( w \in M^{1+1} \) and put \( w_{mn} = P_{mn}w \). Then we have \( w*f = f*w = 0 \) for any \( f \in M \). Since \( M \) is a closed two-sided \( G \)-submodule of \( E \) (hence also a module over \( E' \)) we know that \( P_{mn}M = M_{mn} \subseteq M \). Hence \( w*f = 0 \) for any \( f \in M_{mn} \), hence \( w(f) = 0 \). But \( w(f) = w_{mn}(f) \). This proves that \( (M^{1+1})_{mn} \subseteq (M_{mn})^{1} \). Conversely, let \( v \in (M_{mn})^{1} \), i.e. \( v \in E_{mn} \) and \( v(f) = 0 \) for all \( f \in M_{mn} \). Then \( v(f) = 0 \) for all \( f \in M \), because \( v \in E_{mn} \) implies \( v(E_{pq}) = 0 \) for \((p, q) \neq (m, n) \) and
But $M$ is a two-sided $G$-module, hence $v(L_g f) = v(R_g f) = 0$ for all $g \in G$ and $f \in M$. It follows that $v \ast f = f \ast v = 0$ for any $f \in M$.

In exactly the same way one proves

**Lemma 6.2.** Let $J$ be a closed two-sided ideal of $E'$. Let $J^{\perp}$ denote the set of all $f \in M$ which satisfy $f \ast J = J \ast f = (0)$. Then $(J^{\perp})^* = (J^*)^{\perp}$, where $(J^*)^{\perp}$ is defined to be the set of all those $f \in E$ which satisfy $w(f) = 0$ for all $w \in J$.

**Lemma 6.3.** $(M^{\perp})^{\perp} = M$ and $(J^{\perp})^{\perp} = J$.

**Proof.** Clearly $M \subseteq (M^{\perp})^{\perp}$. Now assume $h \in (M^{\perp})^{\perp}$, but $h \notin M$. By the Hahn-Banach theorem there exists an element $w \in E'$ such that $w(h) = 1$ and $w(M) = (0)$. Then $w \ast M = M \ast w = (0)$, thus $w \in M^{\perp}$. But $w \ast h \neq 0$, which contradicts $h \in (M^{\perp})^{\perp}$. This proves the lemma for any closed two-sided $G$-module $E$. Similarly one proves $(J^{\perp})^{\perp} = J$.

**Lemma 6.4.** Let $V$ be a closed submodule of $E$ (say a left-module over $E'$, see §5 of Part II) and $V^{\perp}$ the set of elements $w \in E'$ such that $w(V) = (0)$. Let $M$ be the closed two-sided $G$-module generated by $V$ in $E$ and $J$ the closed two-sided ideal generated by $V^{\perp}$ in $E'$. Then the spectra of $J$ and $M^{\perp}$ (as defined in §5 above) are equal except when $s_r = 0, \pm 1, \pm 2, \cdots$ in which case the orders of zeros of $J$ at $s_r$ may be two larger than those of $M^{\perp}$.

**Proof.** Denoting again by $u_g^{(j)}(g, s)$ the $j$th derivative of $u_{mn}(g, s)$ with respect to $s$ at $s_r$ (for fixed $g$) we know by Theorem 5.2 of §5 of Part II that $V$ is the smallest closed submodule of $E$ (over $E'$, say) which contains all those $u_g^{(j)}(g, s_r)$ which are contained in $V$ (and not identically zero in $g$).

Now for any $g, a \in G$

\[
\sum_{i} u_{ml}(g, s)u_{ln}(a, s) = u_{mn}(ga, s)
\]

where the series on the left converges for fixed $m, n$ in the topology of $E$ uniformly in $s$ for $s$ in any compact subset of the $s$-plane. This follows from Lemma 1.2 of Part II and an argument as that in the proof of Lemma 3.1 of §3 of Part II by applying the group invariant Laplacian $\Delta$ and (left- and right-) derivatives in the direction of $K$ to the above equation. It follows that we can differentiate termwise with respect to $s$ since each term in the above series $\sum_i$ is entire in $s$. So we obtain

\[
(6.1) u_{mn}(ga, s) = \sum_{i=0}^{j} \binom{j}{i} \sum_{l=-\infty}^{\infty} u_{ml}(g, s)u_{ln}(a, s)
\]

with the series converging in the topology of $E$ uniformly in $s$ for $s$ in a compact set. It now follows that $u_g^{(j)}(g, s_r) \in V$ implies $u_g^{(j)}(g, s_r) \in M$ for any $i \leq j$ and all $p, q$, by applying the projections $P_{ab}$ to (6.1) and using induction. Also the finite linear combinations $\sum_{i, r, p, q} c_{i, r, p, q} u_g^{(j)}(g, s_r)$ are dense in $M$ where $c_{i, r, p, q}$ are arbitrary complex numbers, as follows from (6.1) and the definition of $M$. 
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Now we apply $P_{pq}$ and we see that $M_{pq} = P_{pq}M$ is the closure of the finite linear combination $\sum_{i, r} c_{ir}u_{pq}^{(i)}(g, s_r)$ for fixed $p, q$ where $s_r$ varies again exactly over those complex numbers for which $u_{mn}^{(i)}(g, s_r) \in V$ and $0 \leq i \leq j$ (and for which $u_{mn}^{(j)}(g, s_r)$ is not identically zero in $g$).

In order to complete the proof of Lemma 6.4, it is sufficient to show (by Lemma 6.1) that for any $p$ and $q$, $T_0J_{pq}$ consists exactly of those functions in $T_0E_{pq}$ which vanish at $s_r$ to the order $j_r$, except for some possible exceptions if $s_r$ is an integer (see Theorem 5.2 above). This follows immediately from the fact that, for any $p$ and $q$,

$$T_0J_{pq} = \eta_{pm}(s)(T_0J_{mn})\eta_{nq}(s).$$

Equation (6.2) can be proved as follows: $J$ is, by definition, the closure in $E'$ of the set of linear combinations of $W*V*W'$ for $W, W' \in E'$. Applying $P_{mn}$ which is a continuous projection of $E'$ onto $E_{mn}$ by Lemma 4.5 of Part II, we see that $J_{mn}$ is the closure of the set of linear combinations of $Z*V*Z'$ for $Z \in E_{pm}, Z' \in E_{nq}$. Equation (6.2) now results from the above and the fact that, for any $H(s) \in T_0E_{pq}$, we can write $H(s) = \eta_{pm}(s)F(s)$ where $F(s) = F(1-s)$, with a similar expression for the functions in $T_0E_{nq}$.

**Theorem 6.1.** Suppose that for each $m$ and $n$ we are given a closed submodule $V_{mn}$ of $E_{mn}$ with the property that the closed two-sided $G$-module $M$ in $E$ generated by all $V_{mn}$ is different from $E$. For each $m, n$, denote by $\text{mn}M$ the set of all $w \in E_{mn}$ with $W(V_{mn}) = 0$; call $\text{mn}J$ the closed ideal in $E'$ generated by $V_{mn}^\perp$ and set $J = \bigcup_{m,n} J$. Then $M^\perp \supseteq J$. Moreover, the spectrum of $M^\perp$ is the same as that of $J$ except that, if $s_r$ is an integer, some of the orders of variety of $J$ may be two greater than the corresponding orders of $M^\perp$.

**Proof.** For each $m, n$ call $\text{mn}M$ the closed two-sided $G$-module generated by $V_{mn}$. Then the theorem follows from the above Lemma 6.4 expressing the relationship between $(\text{mn}M)^\perp$ and $\text{mn}J$, and the fact that $M$ is the closure of the set of linear combinations of the $\text{mn}M$ so that $M^\perp$ is the intersection of the $(\text{mn}M)^\perp$.

**Definition.** Let $f \in E$ be two-sided mean-periodic. Consider the two-sided module $M_f = M$ generated by $f$ in $E$ (over $G$). Let $J = M^\perp$. We call the spectrum of $J$ (as defined in §5 above) the spectrum of $f$.

Now consider $f_{mn} = P_{mn}f$. By §5 and §6 of Part II $f_{mn}$ is mean-periodic in $E_{mn}$ and the spectrum of $f_{mn}$ is defined as the spectrum of $V_{mn}$ (in the sense of §5 of Part II) where $V_{mn}$ is the (left-) module (over $E_{mn}$) generated by $f_{mn}$ in $E_{mn}$. From Theorem 6.1 we obtain

**Theorem 6.2.** Let $f$ be two-sided mean-periodic and $f_{mn} = P_{mn}f$. If $s$ is any complex number $\neq 0, \pm 1, \pm 2, \cdots$ then $s$ is in the spectrum of $f$ if and only if $s$ is in the spectrum of $f_{mn}$ for at least one pair $m, n$. The order of the spectrum of $f$ at $s$ equals $\max_{m,n}$ of the order of the spectrum of $f_{mn}$ at $s$. If $s$ is a rational integer, then the orders of the spectrum of $f$ at $s$ are equal to one or two less
than the max_{m,n} of the order of the spectrum of f_{mn} at s. In particular the set of complex numbers s; which occurs in the mean-periodic expansion of f (of §6 of Part II) is discrete and except possibly at s = 0, ±1, ±2, · · · it coincides with the set of complex numbers occurring in the spectrum of f defined just above.

7. Ideals of $L^1(G)$. In §4 and §5 of Part I we studied the ideals of the closed commutative subalgebra $L^1_{00} = P_0 L^1(G)$ of $L^1(G)$. (In Part I we wrote $A_1$ instead of $L^1_{00}$.) We shall now obtain more properties of the ideals of $L^1_{00}$ and consider at the same time properties of the ideals of $P_{mn} L^1(G) = L^1_{mn}$ and of $L^1(G)$.

**Lemma 7.1.** The function $u_{mn}(g, s)$ of $g$ is bounded only in the following cases:

(i) $0 \leq Rs \leq 1$ and any fixed $m, n$.

(ii) If $m > 0$ and $n > 0$ for $s = 1, \cdots, 1 + \max(m, n)$ or $s = 0, \cdots, -\min(m, n)$.

(iii) If $m < 0$ and $n < 0$ for $s = 1, \cdots, 1 - \max(m, n)$ or $s = 0, \cdots, \max(m, n)$.

(iv) Those values of $m, n, s$ for which $u_{mn}(g, s) = 0$ for all $g \in G$ (see (2.15) and (2.15a) of §2 of Part II). If $m = n$ the case (iv) does not occur.

Also $u_{0n}^{(1)}(g, 0) = \partial u_{0n}(g, s)/\partial s|_{s=0}$ is a bounded function of $g$.

**Proof.** The assertion about $u_{mn}(g, s)$ is a special case of Theorem 4.1 of §4 above with $p = 1$. It remains to prove the assertion about $u_{0n}^{(1)}(g, 0) = \partial u_{0n}(g, s)/\partial s|_{s=0}$. We use again

$$u_{0n}(g, s) = \int_0^1 \frac{d g^\theta}{d \theta} e^{-2 \pi i n \theta} d \theta,$$

$$u_{0n}^{(1)}(g, s) = \int_0^1 \left[ \frac{d g^\theta}{d \theta} \right]^* \log \frac{d g^\theta}{d \theta} e^{-2 \pi i n \theta} d \theta.$$

Hence

$$u_{0n}^{(1)}(g, 0) = \int_0^1 \log \frac{d g^\theta}{d \theta} e^{-2 \pi i n \theta} d \theta.$$

Now put $g = g_\xi$ and use that

$$\frac{d g_\xi}{d \theta} = \left| \cosh \xi + e^{2 \pi i \theta} \sinh \xi \right|^{-2} = (\cosh \xi)^{-2} \cdot \left| 1 + e^{2 \pi i \theta} \tanh \xi \right|^{-2},$$

so that

$$\log \frac{d g_\xi}{d \theta} = -2 \log \cosh \xi - 2 \log \left| 1 + e^{2 \pi i \theta} \tanh \xi \right|.$$
Thus for \( n \neq 0 \) we obtain

\[
\psi_{n}(g, 0) = -2 \int_{0}^{1} \left\{ \log |1 + e^{2\pi i \theta} \tanh \xi| \right\} e^{-2\pi i \theta} d\theta.
\]

Now \( \log |1 + e^{2\pi i \theta} \tanh \xi| \) is bounded for \( \xi \geq 2 \) and all \( \theta \). Hence \( \psi_{n}(g, 0) \) is a bounded function of \( \xi \) for \( \xi \geq 2 \) for \( n \neq 0 \). On the other hand \( \psi_{n}(g, s) \) is a continuous function of \( g \) since \( u_{n}(g, s) \) is a real analytic function simultaneously in \( g \) and \( s \). This proves that \( \psi_{n}(g, 0) \) is a bounded function of \( \xi \) for \( \xi \geq 0 \). On the other hand \( \psi_{n}(g, s) \) is a spherical function of type \( 0, n \), so that \( \psi_{n}(g, 0) \) is bounded on \( G \) for \( n \neq 0 \).

**Lemma 7.2.** All closed maximal ideals of the commutative normed algebra \( L_{nm} \) are given as follows.

(a) For every complex number \( s_{0} \) with \( 0 \leq s_{0} \leq 1 \) the set of all \( f(g) \in L_{nm} \) for which \( \int f(g)u_{nm}(g, s_{0})dg = 0 \) is a proper maximal closed ideal of \( L_{nm} \).

(b) For \( m > 0 \) there is one maximal ideal of \( L_{nm} \) for each \( s_{0} = 2, \ldots, m + 1 \) consisting of those \( f(g) \in L_{nm} \) for which \( \int f(g)v_{nm}^{+}(g, s_{0})dg = 0 \).

(b) For \( m < 0 \) there is one maximal ideal of \( L_{nm} \) for each \( s_{0} = 2, \ldots, 1 - m \) consisting of those \( f(g) \in L_{nm} \) for which \( \int f(g)v_{nm}^{-}(g, s_{0})dg = 0 \).

Any two of these maximal ideals of \( L_{nm} \) are unequal except in the case (a) where the ideals corresponding to \( s_{0} \) and \( 1 - s_{0} \) are equal.

**Proof.** Let \( J \) be a (closed proper) maximal ideal of \( L_{nm} \). Then \( L_{nm}/J \) is naturally isomorphic with the field of complex numbers; so we get a continuous homomorphism of \( L_{nm} \) onto the complex numbers with \( J \) as kernel. Consider the restriction of this homomorphism of \( D_{nm} \); this cannot be identically zero because \( D_{nm} \) is dense in \( L_{nm} \). By the Corollary to Theorem 5.1 of Part II every continuous homomorphism of \( D_{nm} \) to the complex numbers is of the form \( f \rightarrow \int f(g)u_{nm}(g, s_{0})dg = F_{nm}(s_{0}) \) for some \( s_{0} \). By Lemma 7.1 this can be extended to a continuous homomorphism of \( L_{nm} \) only \( 0 \leq R_{0} \leq 1 \) or \( s_{0} \) and \( m \) in the cases (ii) or (iii) of Lemma 7.1. This proves that every continuous homomorphism of \( L_{nm} \) to the complex numbers is of the form \( f \rightarrow \int f(g)u_{nm}(g, s_{0})dg \) for \( 0 \leq R_{0} \leq 1 \) or \( s_{0} \) and \( m \) in the cases (ii) or (iii) of Lemma 7.1 above. Now by formulas (1.7)–(1.10) of Part II \( v_{nm}^{+}(g, s_{0}) = u_{nm}(g, l) \) for \( m > 0 \) and \( v_{nm}^{-}(g, l) = u_{nm}(g, l) \) for \( m < 0 \). Using the natural 1-1 correspondence between closed maximal ideals and continuous homomorphisms to the complex numbers, we see that every closed maximal ideal of \( L_{nm} \) is of the form (a) or (b). The assertion about the inequality of these ideals follows for example by taking the intersection \( D_{nm} \cap L_{nm} \) and applying §2 (Theorem 2.1) of Part II.

We next have

**Lemma 7.3.** Let \( s = \sigma + it \) be any complex number. The linear operator \( U(g, s) \) maps the Lebesgue-space \( L^{p} \) \( (0 \leq \theta \leq 1; \; d\theta) \) isometrically onto itself if and only if \( \sigma = 1/p \).
Proof. By definition of \( U(g, s) \) we have 
\[ [U(g, s)a](\theta) = \frac{d g \theta}{d \theta} a(g \theta) = b(\theta) \] 
say. Thus
\[
\int_0^1 |b(\theta)|^p d\theta = \int_0^1 \left[ \frac{d g \theta}{d \theta} \right]^p |a(g \theta)|^p d\theta = \int_0^1 \left[ \frac{d g \theta}{d \theta} \right]^{p-1} |a(g \theta)|^p d\theta
\]
is equal to \( \int_0^1 |a(\theta)|^p d\theta \) for all \( a(\theta) \in L^p \) \((0 \leq \theta \leq 1; d\theta)\) if and only if \( \sigma p - 1 = 0 \). This proves the isometry; the fact that \( U(g, s) \) is onto, follows if one notes that for \( \sigma = 1/p \) the operator \( U(g^{-1}, s) \) is everywhere defined on \( L^p \) \((0 \leq \theta \leq 1; d\theta)\) and the inverse of \( U(g, s) \).

From this we deduce

**Lemma 7.4.** Let \( f(g) \in L^1(G) \) and \( 0 \leq \sigma \leq 1 \). Then \( \int f(g) U(g, s) dg \) is a bounded operator of the Banach space \( L^p \) \((0 \leq \theta \leq 1; d\theta)\) for \( p = 1/\sigma \), with bound \( \leq \int |f(g)|^p dg \).

**Proof.** Since \( 0 \leq \sigma \leq 1 \), \( 1 \leq \frac{1}{\sigma} \leq \infty \), so \( L^p \) is a Banach space. Hence we may apply the standard theory of operator-valued integrals on Banach spaces and conclude that Lemma 7.4 is correct.

Next

**Lemma 7.5.** Let \( s \) be any complex number in the strip \( 0 \leq \sigma \leq 1 \). Let \( J_s \) be the set of those elements \( f(g) \in L^1(G) \) for which \( \int f(g) U(g, s) dg = 0 \) in the sense of operator-valued integrals on \( L^p \) \((0 \leq \theta \leq 1; d\theta)\); \( p = \sigma^{-1} \). Then \( J_s \) is a closed two-sided proper ideal of \( L^1(G) \).

**Proof.** The fact that \( J_s \) is a closed two-sided ideal of \( L^1(G) \) follows from Lemma 7.4 since the mapping \( f \rightarrow \int f(g) U(g, s) dg \) is easily seen to be a homomorphism of \( L^1(G) \) into the algebra of bounded operators of the Banach space \( L^p \) \((0 \leq \theta \leq 1; d\theta)\) (using the representation property of \( U(g, s) \)). The continuity of this homomorphism follows from Lemma 7.4, namely from that assertion that the bound of \( \int f(g) U(g, s) dg \) is \( \leq \int |f(g)|^p dg \).

To prove that \( J_s \) is proper we use Theorems 4 or 8 of Part I and conclude that there exists an \( f(g) \in L^1_{\infty} \) such that \( F_{00}(s) \neq 0 \) for this value of \( s \) (with \( 0 \leq Rs \leq 1 \)). It follows that \( \int f(g) U(g, s) dg \neq 0 \) for this \( s \). This proves that \( J_s \neq L^1(G) \). Again, by Theorems 4 or 8 of Part I, we can find an \( h(g) \in L^1_{\infty} \) such that \( \int h(g) U_{00}(g, s) dg = H_{00}(s) \) vanishes at a given value of \( s \) (in the strip \( 0 \leq Rs \leq 1 \)). It follows that \( \int h(g) U(g, s) dg = 0 \) for such \( h(g) \). Hence \( J_s \neq (0) \). This proves Lemma 7.5.

**Remark.** For each fixed \( s \) the ideal \( J_s \) is identical with the set of \( f(g) \in L^1(G) \) for which \( \int f(g) u_{mn}(g, s) dg = 0 \) for all \( m, n \) and this \( s \), as is easily seen.

**Lemma 7.6.** Let \( J \) be a closed two-sided ideal of \( L^1(G) \). Then \( P_{mn} J \subseteq J \). Hence \( P_{mn} J = J \cap L^1_{mn} \).

**Proof.** Let \( f \in J \). We have
\[
(P_{mn} f)(g) = \int_0^1 \int_0^1 f(k_\theta k_\delta) e^{-2\pi i(m\theta + n\delta)} d\theta d\delta.
\]
It is well known that \( J \) is closed under right- and left-translates by elements of \( G \).
Moreover the double integral converges in the topology of $L^1(G)$. This implies Lemma 7.6.

**Lemma 7.7.** Let $s_0$ be any complex number in the strip $0 \leq Rs \leq 1$. If $s_0 \neq 0$ or 1, then $J_{s_0}$ is maximal in the set of proper closed two-sided ideals of $L^1(G)$.

**Proof.** Suppose $h(g) \in L^1(G)$ but $h(g) \notin J_{s_0}$. Let $I$ be the closed two-sided ideal generated by $h$ and $J_{s_0}$. By the remark following Lemma 7.5 $H_{mn}(s_0) = \int h(g) u_{mn}(g, s_0) \, dg \neq 0$ for some $m, n$. By Lemma 7.6 $(P_{mn}h)(g) = h_{mn}(g) \in I$. By Theorem 2.1 of §2 of Part II there exists a function $a(g) \in D_{mn}$ such that $A_{nm}(s_0) = \int a(g) U_{nm}(g, s_0) \, dg \neq 0$. Now consider the convolution $(h_{mn} * a)(g) = b(g)$. Clearly $b(g) \in I$ and $P_{mn}b = b$, so that $b(g) \in P_{mn}I$. Also $B_{nm}(s_0) = \int b(g) u_{nm}(g, s_0) \, dg = H_{mn}(s_0) A_{nm}(s_0) \neq 0$. On the other hand $P_{mn}J_{s_0} \subseteq I$ (since $J_{s_0} \subseteq I$). But $P_{mn}J_{s_0}$ is a closed maximal ideal of $L^1_{mn}$, by Lemma 7.2. Thus $P_{mn}I = L^1_{mn}$ for this value of $m$ because $b(g) \in P_{mn}I$ and $b(g) \notin P_{mn}J_{s_0}$. Hence $P_{mn} = P_{mn}(I \cap D) = (P_{mn}I) \cap D \neq P_{mn}(D \cap J_{s_0})$. Therefore $D \cap J_{s_0} \neq D \cap I$. But by §5 above $J_{s_0} \cap D = D$, hence $I = L^1(G)$. This proves the maximality of $J_{s_0}$.

Now let $I = 1, 2, \cdots$ and $J_I$ the set of all $f(g) \in L^1(G)$ for which

$$\int f(g) v_{mn}(g, l) \, dg = 0 \text{ for all } m, n > l$$

and $J_I^-$ the set of those $f(g) \in L^1(G)$

$$\int f(g) w_{mn}(g, l) \, dg = 0 \text{ for all } m, n < -l.$$

By $J_0^0$ we denote the set of all $f(g) \in L^1(G)$ with $\int f(g) \, dg = 0$.

**Lemma 7.8.** $J_0^0$, $J_1^+$, and $J_1^-$ are maximal in the set of closed proper two-sided ideals of $L^1(G)$.

The proof of Lemma 7.8 is similar to the proof of Lemma 7.7.

**Lemma 7.9.** Let $J$ be maximal in the set of proper closed two-sided ideals of $L^1(G)$. Then $P_{mn}J = L^1_{nm}$ or $P_{mn}J$ is maximal in the set of proper closed sub-modules of $L^1_{nm}$ which are left-modules over $L^1_{mn}$ and right-modules over $L^1_{nm}$.

**Proof.** By Lemma 7.6 $P_{mn}J \subseteq I$. Clearly $P_{mn}J$ is a closed subset of $L^1(G)$. Assume $P_{mn}J \neq L^1_{mn}$ for some pair $\mu, \nu$. Then let $h(g) \in L^1_{\mu \nu}$ but $h \notin P_{\mu \nu}J$. Consider the closed two-sided ideal $J$ generated by $P_{mn}J$ for all pairs $m, n$ of integers and the function $h(g)$. Then $J \supseteq I$. Now $P_{\mu \nu}h = h \notin P_{\mu \nu}J$, hence $h \notin J$, and $J \neq J$. Therefore $J = L^1(G)$, hence of course $P_{mn}J = L^1_{mn}$ for all $m, n$.

Now consider $P_{\mu \nu}J$. It is the closure of the set of all linear combinations of convolutions $a * b * c$ where $a \in L^1_{\mu m}$, $b \in P_{mn}J$, $c \in L^1_{\nu n}$ as $m, n$ vary arbitrarily and $\alpha * h * \beta$ where $\alpha \in L^1_{\mu \nu}$ and $\beta \in L^1_{\nu \mu}$. This follows easily from the fact that
$L^1 = \sum_{m, n} L^1_{m,n}$ and the properties of convolutions of functions of type $m, n$. Now $P_{mn}J \subseteq J$ by Lemma 7.6, so that $a*b*c \subseteq P_{\mu}\nu J$ for any $a \in L^1_{\mu m}$, $b \in P_{mn}J$, and $c \in L^1_{\nu}$, thus, $P_{\mu}\nu J$ is the closed two-sided module (left module over $L^1_{\mu}$, right module over $L^1_{\nu}$) generated by $P_{\mu}\nu J$ and $h$. In particular, if $\mu = \nu$, then $P_{\mu}\nu J$ is the closed ideal in $L^1_{\mu}$ generated by $P_{\mu}\nu J$ and $h$. Thus, $P_{\mu}\nu J$ is maximal.

**Lemma 7.10.** Let $J$ be any closed proper two-sided ideal of $L^1(G)$. Then $P_{nm}J \neq L^1_{nm}$ for at least one $m$.

**Proof.** Suppose $P_{nm}J = L^1_{nm}$ for every $m = 0, \pm 1, \pm 2, \ldots$. Then $J \cap D$ for every $m$. Now by the description of the closed two-sided ideals of $D$ obtained in §5 above, it follows that $J \supseteq D$. But since $D$ is clearly dense in $L^1$, we conclude that $J = L^1$.

From the last two lemmas we deduce at once

**Lemma 7.11.** Let $J$ be maximal in the set of proper closed two-sided ideals of $L^1(G)$. Then $P_{nm}J$ is maximal in the set of proper closed ideals of $L^1_{nm}$ for at least one $m$.

**Lemma 7.12.** Let $I$ be again maximal in the set of proper closed two-sided ideals of $L^1(G)$ and assume that for some $m$, $P_{nm}J$ is of the form given in Lemma 7.2 (i.e. $P_{mn}J$ is closed and maximal in the set of all proper ideals). If $P_{nm}J$ is in the case (a) of Lemma 7.2 and if $s_0 \neq 0, 1$ then $J$ is of the form $J_{s_0}$ in the sense of Lemma 7.5 above.

**Proof.** We claim that, for any $\mu, \nu$ we have $P_{\mu}\nu J$ consists of all $f \in L^1_{\mu}$ such that $\int f(g)u_{\mu}(g, s_0)dg = 0$, i.e. $P_{\mu}\nu J = P_{\mu}\nu J_{s_0}$. First, $P_{\mu}\nu J \subseteq P_{\mu}\nu J_{s_0}$. For, if some function $f \in P_{\mu}\nu J$ has the property that $\int f(g)u_{\mu}(g, s_0)dg \neq 0$ then we pick functions $h \in D_{\mu m}$, $h' \in D_{\nu m}$ with $\int h(g)u_{\mu}(g, s_0)dg \neq 0$ and $\int h'(g)u_{\nu}(g, s_0)dg \neq 0$ (these exist by Theorem 2.1 of Part II); the function $h*f*h'$ then belongs to $P_{mn}J$ but $\int (h*f*h')(g)u_{\mu}(g, s_0)dg \neq 0$. This contradicts the fact that $P_{mn}J = P_{mn}J_{s_0}$.

Thus $J \subseteq J_{s_0}$. Since both $J$ and $J_{s_0}$ are maximal in the set of closed two-sided ideals (see Lemma 7.7), we must have $J = J_{s_0}$.

By similar reasoning we can prove that if $P_{mn}$ is any of the cases of Lemma 7.2 then $J$ must be one of the maximal proper closed two-sided ideals of $L^1$ described in Lemmas 7.7 and 7.8.

Summarizing the above results we obtain:

**Theorem 7.1.** Let $J$ be maximal\(^{(4)}\) in the set of all proper closed two-sided ideals of $L^1 = L^1(G)$. Then either $J$ is the ideal $J_s$ of Lemma 7.5 with $s \neq 0$ or 1, or $J = J_0^0$, $J_1^0$ or $J_1^+$ as defined by (7.1) and (7.2) above.

**Lemma 7.13.** The analogue of Wiener's theorem is not true for the commutative normed algebra $L^1_0$: there exists an $f \in L^1_0$ which lies in no maximal closed ideal of $L^1_0$, but the closed ideal generated by $f$ in $L^1_0$ is not the whole of $L^1_0$.

\(^{(4)}\) We call such an ideal maximal closed.
Proof. Consider the function

\[(z - 1)^2(z + 1)^2 \exp \left( \frac{z + 1}{z - 1} + \frac{z - 1}{z + 1} \right).\]  

It is holomorphic for \(|z| < 1\) and continuous in \(|z| \leq 1\). Now map the disc \(|z| < 1\) conformally onto the strip \(0 < \Re s < 1\) by

\[z = \frac{1 - \exp \pi i(s - 1/2)}{1 + \exp \pi i(s - 1/2)}, \quad s = \frac{1}{2} \log \frac{1 + iz}{1 - iz}.\]  

Let \(H(s)\) be the image of \((7.3)\) under the mapping \((7.4)\) and put \(F_1(s) = \exp \left[(s - 1/2)^2\right]H(s), F(s) = F_1(s)^2\). Then \(F(s) \in \mathcal{S}_0 S_0\) and \(F_1(s) \in \mathcal{S}_0 S_0\). By a result of Beurling [1, Theorem 1] one cannot approximate \(H(s)\) uniformly in the strip \(0 \leq \Re s \leq 1\) by functions \(X(s)F(s)\) where \(X(s)\) can vary over all functions which are holomorphic in \(0 < \Re s < 1\), continuous in \(0 \leq \Re s \leq 1\) and vanish \pm i \infty. Moreover by Theorem 7 of Part I (see Ehrenpreis and Mautner [1]) one cannot approximate \(F_1(s)\) uniformly by functions \(X(s)F(s)\) with \(X(s)\) as above. Since the topology of \(\mathcal{S}_0 L_{00}\) is stronger than uniform convergence, it follows that if we put \(f = \mathcal{S}^{-1} F(s),\) then the closed ideal generated by \(f\) in \(L_{00}\) is not the whole of \(L_{00}\). Moreover \(F(s) \neq 0\) for any \(s\) in the strip \(0 \leq \Re s \leq 1\), hence by Lemma 7.2 \(f\) does not belong to any maximal closed ideal of \(L_{00}\).

**Theorem 7.2.** There exists a function \(h(g) \in L^1 = L_1(G)\) which belongs to no maximal closed two-sided ideal of \(L^1\), but the closed two-sided ideal generated by \(h(g)\) in \(L^1\) is not the whole of \(L^1\). Thus the analogue of Wiener's theorem does not hold here.

**Proof.** Let \(B\) be the matrix all of whose coefficients are zero except the \((0, 0), (1, 1)\) and \((-1, -1)\) coefficient which are 1. Let \(c_{lmn}\) be sufficiently decreasing positive constants and form

\[h(g) = \mathcal{S}^{-1}_0 [F(s)] + \sum_{l=1}^{\infty} \sum_{m,n} c_{lmn} [v^+_{mn}(g, l) + v^-_{mn}(g, l)].\]

By Theorem 3.1 \(\mathcal{S}^{-1}_0 [F(s)B] \in L^1\), also \(v^+_{mn}(g, l) \in L^1\) for all \(m, n\) if \(l = 1, 2, 3, \ldots\) by Bargmann [1]. Hence for sufficiently decreasing \(c_{lmn}, \sum_{l,m,n} c_{lmn} [v^+_{mn}(g, l) + v^-_{mn}(g, l)] \in L^1\). Therefore \(h(g) \in L^1\).

By Theorem 7.1 \(h(g)\) belongs to no maximal closed two-sided ideal of \(L^1\). Let \(J\) be the closed two-sided ideal generated by \(h\) in \(L^1\). Then from the above construction of \(h(g)\) we see that \(P_{00} J\) is the closed ideal generated in \(L_{00}\) by the function \(f(g)\) of the proof of Lemma 7.13; hence \(P_{00} J \neq L_{00}\), therefore \(J\) cannot be equal to \(L^1\).

8. Functions on \(G/\Gamma\). We now wish to study the analysis of functions on the coset space \(G/\Gamma\) where \(\Gamma\) is a given closed subgroup of \(G\). In this section
we restrict ourselves to the case where \( G/\Gamma \) is compact. In addition to the case of the subgroup of triangular matrices we have a large class of discrete subgroups of \( G \) for which \( G/\Gamma \) is compact. These are the fundamental groups (with possibly fixed points) of the compact Riemann-surfaces. This is the class of subgroups with which we shall be concerned in the present section. Thus we assume throughout this section that \( \Gamma \) is an arbitrary discrete subgroup of \( G \) such that the coset space \( G/\Gamma \) is compact.

**Lemma 8.1.** There exists an invariant measure in \( G/\Gamma \), namely the Haar-measure on \( G \) restricted to a fundamental domain for \( \Gamma \) in \( G \).

**Proof.** Since \( \Gamma \) is discrete, it is unimodular, since \( G \) is semisimple it is also unimodular, hence there exists an invariant measure on \( G/\Gamma \). The existence of a fundamental domain was proved under very much more general conditions by C. L. Siegel [1].

We shall need a certain Riemann metric and the corresponding Laplace-Beltrami Operator on the compact (3-dimensional real analytic) manifold \( G/\Gamma \). For this purpose we remind the reader that the unique two-sided invariant indefinite Riemann-metric on \( G \) is obtained as follows.

The Lie algebra of \( G \) is naturally isomorphic to the Lie algebra of all real \( 2 \times 2 \) matrices \( X \) of trace 0. The nondegenerate quadratic form \( \text{trace} \ (X^2) \) is invariant under the adjoint group, hence defines (by translation) a two-sided invariant nondegenerate Riemann metric on \( G \). Since \( G \) is a noncompact simple Lie group, this Riemann metric is not definite. This can also be seen directly by putting

\[
X_0 = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right), \quad X_1 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right), \quad X_2 = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)
\]

and \( X = \sum_0^2 x_j X_j \). Then \( \text{trace} \ (X^2) = 2(-x_0^2 + x_1^2 + x_2^2) \).

For any element \( a \) in the Lie algebra and any differentiable function \( f(g) \) we put again

\[
(L_0 f)(g) = \lim_{t \to 0} t^{-1}[f(e^{ta}g) - f(g)]
\]

and

\[
(R_0 f)(g) = \lim_{t \to 0} t^{-1}[f(ge^{ta}) - f(g)].
\]

Letting \( a_j \) correspond to \( X_j \), the Laplace-Beltrami operator corresponding to the fundamental bilinear form (or invariant Riemann metric) \( 2^{-1} \text{trace} \ (X^2) = -x_0^2 + x_1^2 + x_2^2 \) is

\[
\Delta = -L_{a_0}^2 + L_{a_1}^2 + L_{a_2}^2 = -R_{a_0}^2 + R_{a_1}^2 + R_{a_2}^2.
\]
This is (up to a constant multiple) the same as the Laplace-Beltrami operator \( \Delta \) on \( G \) which we used in Parts I and II. We note that \( \Delta \) is not elliptic, but that \( \Delta + 2L_{a_0}^2 \) and \( \Delta + 2R_{a_0}^2 \) are elliptic operators, in fact they are the Laplace-Beltrami operators corresponding to the one-sided invariant Riemann metrics on \( G \) which are obtained from \( x_0^2 + x_1^2 + x_2^2 \) by one-sided translations on \( G \). However, whereas \( \Delta \) commutes with both left- and right-translations on \( G \), \( \Delta + 2L_{a_0}^2 \) (respectively \( \Delta + 2R_{a_0}^2 \)) commutes with right-translations (respectively left-translations).

Now we go over to the compact manifold \( G/\Gamma \). We identify the functions on \( G/\Gamma \) with functions \( f(g) \) on \( G \) satisfying \( f(g\gamma) = f(g) \) for \( g \in G \) and \( \gamma \in \Gamma \). The right invariant Riemann-metric on \( G \) obtained from \( x_0^2 + x_1^2 + x_2^2 \) defines a positive definite nondegenerate Riemann metric on \( G/\Gamma \) and the corresponding Laplacian is

\[
(8.2) \quad \Delta_1 = \Delta + 2L_{a_0}^2 \text{ applied to functions } f(g) = f(g\gamma).
\]

Let \( L_2(G/\Gamma) \) be the Hilbert space of equivalence classes of complex valued square integrable functions on \( G/\Gamma \) relative to the invariant measure on \( G/\Gamma \). Applying well known results to the elliptic operator \( \Delta_1 \), we see that there exists a set of real-analytic eigenfunctions \( \psi \) of \( \Delta_1 \) which is complete and orthonormal in \( L_2(G/\Gamma) \). If \( \Delta_1 \psi = \lambda_1 \psi \), then \( \Delta_1 [L(k)\psi] = L(k)\Delta_1 \psi = \lambda_1 L(k)\psi \) where \( L(k) \) denotes as usual left-translation by the element \( k \) of \( K \). This is true because \( \Delta_1 L_{a_0} = L_{a_0} \Delta_1 \), whence \( \Delta_1 L(k) = L(k)\Delta_1 \) since \( a_0 \) is an element of the Lie algebra corresponding to the one-parameter subgroup \( K \) of rotations in \( G \). Hence

\[
\Delta_1 \int_0^{2\pi} e^{in\theta} L(k\theta)\psi d\theta / 2\pi = \lambda_1 \lambda_1 \int_0^{2\pi} e^{in\theta} L(k\theta)\psi d\theta / 2\pi.
\]

Therefore for fixed \( \lambda_j \) we can introduce in the space of eigenfunctions of \( \Delta_1 \) a basis which is reduced under \( K \), say \( \psi_{j,1}, \psi_{j,2}, \ldots, \psi_{j,d_j} \). Then

\[
(8.3) \quad \Delta \psi_{j,r} = \Delta \psi_{j,r} + 2L_{a_0}^2 \psi_{j,r} = [\lambda_j + 2(in)^2] \psi_{j,r} = \lambda_j \psi_{j,r}
\]

where

\[
\lambda_j = \lambda_j + 2(in)^2 = \lambda_j - 2n^2.
\]

Thus \( \psi_{j,r} \) is also an eigenfunction of \( \Delta \). Thus we obtain a complete orthonormal set of eigenfunctions in \( L_2(G/\Gamma) \) also for the operator \( \Delta \). But since \( \Delta \) commutes with left-translation \( L(g) \) for every \( g \in G \) we obtain a discrete decomposition of \( L_2(G/\Gamma) \) into irreducible invariant subspaces \( H_j \) under the unitary representation \( g \rightarrow L(g) \) of \( G \):

\[
(8.4) \quad L_2(G/\Gamma) = \bigoplus H_j.
\]

**Lemma 8.2.** Under the unitary representation \( g \rightarrow L(g) \) of \( G \), the Hilbert-
space $L_2(G/T)$ decomposes into a discrete direct sum (8.4) of irreducible invariant subspaces $H_j$. In the space $H_j$ there exists a complete orthonormal set of real analytic functions $\psi_{j,n}$ such that

$$\begin{align*}
\Delta \psi_{j,n} &= \lambda_j \psi_{j,n}, \\
L_0 \psi_{j,n} &= i\psi_{j,n}, \\
\Delta_1 \psi_{j,n} &= (\lambda_j + 2n^2)\psi_{j,n}.
\end{align*}$$

Here either $n = 0, \pm 1, \pm 2, \pm 3, \ldots$ or $n = -l, -(l+1), \ldots$ or $n = l, l+1, l+2, \ldots$.

We have already proved all assertions of Lemma 8.2 except those about the range of $n$ and that the eigenvalue of $\psi_{j,n}$ under $L_0$ is exactly $i$. But these facts follow from the results of Bargmann [1, §5, especially p. 609] noting that $H_j$ is an irreducible unitary representation space of $G$.

Since $G/T$ is a compact real analytic manifold and $\Delta_1$ the Laplace-Beltrami operator with respect to a positive definite (real-analytic) Riemann metric on $G/T$, we have the following well known result: There exists for a suitable complex number $c$ a power $r$ of $(\Delta_1 + cI)^{-1}$ which is an integral operator, i.e.

$$[(\Delta_1 + cI)^{-r} \phi](x) = \int_{G/T} K(x, y) \phi(y) dy$$

for any $\phi \in L_2(G/T)$ and $K(x, y)$ is such that $\int_{G/T} |K(x, y)|^2 dy$ exists, is continuous in $x$ and hence is $\leq$ constant independent of $x \in G/T$.

Applying this to our above eigen-functions $\psi_{j,n}$ we obtain

$$[(\Delta_1 + cI)^{-r} \psi_{j,n}](x) = [2n^2 + \lambda_j + c]^{-r} \psi_{j,n}(x) = \int_{G/T} K(x, y) \psi_{j,n}(y) dy.$$  

Applying Schwarz’s inequality, we get

$$|\psi_{j,n}(x)| \leq |2n^2 + \lambda_j + c| \left( \int |K(x, y)|^2 dy \right)^{1/2} |\psi_{j,n}|$$

$$= O([2n^2 + \lambda_j]^r) \text{ uniformly in } x \in G/T \text{ as } |n| \rightarrow \infty \text{ and } |\lambda_j| \rightarrow \infty.$$  

This proves

**Lemma 8.3.** Let $\psi_{j,n}(x)$ be the complete orthonormal set of eigen-functions in $L_2(G/T)$ of the operator $\Delta_1$ introduced above. There exists a real number $r$ such that as $2n^2 + \lambda_j \rightarrow \infty$

$$\psi_{j,n}(x) = O([2n^2 + \lambda_j]^r)$$

uniformly in $x \in G/T$.

**Remark.** The smallest possible value of $r$ is not known. In this section it is sufficient to know that $r$ exists and is finite.
The $\psi_{j,n}(g)$ can clearly be multiplied by arbitrary constants of absolute value one. After multiplying the $\psi_{j,n}$ by suitable such constants we have

**Theorem 8.1.** The following infinite series converge uniformly in $g$ for $g$ in any compact subset of $G$, and uniformly in $x$:

$$
\psi_{j,m}(gx) = \sum_n u_{nm}(g, s_j)\psi_{j,n}(x).
$$

Here $s_j$ is such that $\lambda_j = \text{const. } s_j(1-s_j)$ and

$$
u_{nm}(g, s_j) = \begin{cases} u_{nm}(g, s_j) & \text{if } s = 1/2, \\
\mathcal{J}_m(s) \mathcal{J}_n(s) u_{nm}(g, s) & \text{if } 1/2 < s = \text{real} < 1, \\
\pm \nu_{nm}(g, l_j) & \text{if } s_j \text{ is an integer } \geq 1.
\end{cases}
$$

Here the $\mathcal{J}_m(s)$ are a sequence of suitable normalizing functions which occur in Bargmann's [1, pp. 618–619] construction of the exceptional series of irreducible unitary representations of $G$, so that the $\mathcal{J}_m(s) \mathcal{J}_n(s) u_{nm}(g, s)$ are for $1/2 < s = \text{real} < 1$ the normalized matrix coefficients of the irreducible representations in the exceptional series of Bargmann [1, §8].

**Proof.** The space $H_j$ is an irreducible unitary representation space of $G$, the $\psi_{j,n}$ form a complete orthonormal sequence in $H_j$ and are eigenvectors under $K$. It follows from the results of Bargmann [1] that the multiplicity of each $K$-eigenspace is one-dimensional. Hence after multiplying each $\psi_{j,n}$ by a suitable constant of absolute value one, it follows that the matrix coefficients of the unitary representation of $G$ in the space $H_j$ with respect to the $\psi_{j,n}$ must be those explicitly computed by Bargmann [1], i.e. formula (8.7) above.

To prove the uniform convergence of (8.6) we know by Lemma 8.3 that $|\psi_{j,n}(x)|$ is for fixed $j$ smaller than a certain power of $|n|$ uniformly in $x$. Now by Lemma 1.2 of Part II $u_{nm}(g, s)$ is, for fixed $m$ and $s$, $O(\sqrt{|n|})$ for every $g$, uniformly in $g$ for $g$ in any compact set. Similarly for $\nu_{nm}(g, l)$ by Lemma 1.3 of Part II. Moreover by expression (8.10) on p. 619 of Bargmann [1] we have $|\mathcal{J}_m(s)| \leq 1$. Thus for fixed $m$ and $s$ we have $u_{nm}(g, s_j) = O(\sqrt{|n|})$ for every $g$ uniformly in $g$ for $g$ in any compact subset of $G$. Hence the infinite series in (8.6) converges uniformly in $g$ for $g$ in any compact subset of $G$, and uniformly in $x$.

To prove the equality in (8.6) we note that $\sum_n u_{nm}(g, s_j)\psi_{j,n}(x)$ converges for fixed $g$ to $\psi_{j,m}(gx)$ in the $L_2(G/T)$-norm. But we have just seen that the infinite series converges uniformly in $x$. This proves the equality and completes the proof of Theorem 8.1.

We shall now consider the space $D(G/T)$ of all indefinitely differentiable complex valued functions on the compact real analytic manifold $G/T$. We use on $D(G/T)$ the topology of L. Schwartz.

**Theorem 8.2.** Let $f \in D(G/T)$ then
(8.8) \[ a_{j,n} = \int_{\mathcal{G}/\mathcal{T}} f(g) \overline{\psi}_{j,n}(g) d\bar{g} \]
satisfies
(8.9) \[ a_{j,n} = O[(1 + |\lambda_j| + |n|)^{-p}] \]
for every \( p \geq 0 \). Conversely given complex numbers \( a_{j,n} \) satisfying (8.9) then they are the expansion coefficients of some \( f(g) \in D(G/\mathcal{T}) \) in the sense of (8.8). Moreover the series
(8.10) \[ \sum a_{j,n} \psi_{j,n}(g) \]
converges to this function \( f(g) \) in the topology of \( D(G/\mathcal{T}) \).

On the linear space of double sequences \( a_{j,n} \) satisfying (8.9) we define a topology by means of the semi-norms (one for every \( p = 0, 1, 2, \cdots \))
\[
\sup_{j,n} (1 + |\lambda_j| + |n|)^p |a_{j,n}|.
\]
Then the mapping (8.8) \( f(g) \rightarrow a_{j,n} \) is a topological isomorphism of \( D(G/\mathcal{T}) \) onto this topological vector space of double sequences \( a_{j,n} \).

**Proof.** From (8.5) and (8.8) we get for every \( p = 0, 1, 2, \cdots \)
\[
(\lambda_j + in)^p a_{j,n} = \int_{\mathcal{G}/\mathcal{T}} (\Delta - L_{a_0})^p f(g) \overline{\psi}_{j,n}(g) d\bar{g}
\]
as \( \Delta \) is self-adjoint and \( L_{a_0} \) skew-adjoint. Since \( f(g) \) is an indefinitely differentiable function on the compact manifold \( G/\mathcal{T} \), \( (\Delta + L_{a_0})^p f(g) \) is a bounded continuous function. Hence \( (\lambda_j + in)^p a_{j,n} = O(1) \) for every \( p = 0, 1, 2, \cdots \). This proves (8.9).

Now consider any series \( \sum a_{j,n} \psi_{j,n}(g) \) where the coefficients \( a_{j,n} \) satisfy (8.9). By Lemma 8.3 \( \psi_{j,n}(g) = O([|\lambda_j| + n^2]^r) \) for some \( r \). Now the number of eigenvalues \( \leq N \) of the Laplace-Beltrami operator \( \Delta_1 \) acting on the compact manifold \( G/\mathcal{T} \) is majorized by a power of \( N \) (see Minakshisundaram and Pleijel [1]). Hence the series \( \Delta_1^p \sum a_{j,n} \psi_{j,n} \) converges uniformly on \( G/\mathcal{T} \) for every \( p \geq 0 \). Now \( \Delta_1 \) is elliptic, hence its powers define the topology of \( D(G/\mathcal{T}) \). Thus \( \sum a_{j,n} \psi_{j,n} \) converges in the topology of \( D(G/\mathcal{T}) \). The series converges of course also in the \( L_2(G/\mathcal{T}) \)-norm, hence \( a_{j,n} \) are the Fourier-coefficients of \( \sum a_{j,n} \psi_{j,n} \).

The fact that the mapping \( f(g) \rightarrow a_{j,n} \) is a topological isomorphism follows now easily by the same kind of argument (cf. the analogous proof for Fourier series in L. Schwartz [4, vol. II]).

**Corollary.** There exists no group element \( g \) for which \( \psi_{j,n}(g) = 0 \) for all \( j \) and \( n \).

**Proof.** If \( \psi_{j,n}(g_0) = 0 \) for all \( j \) and \( n \) then the series (8.10) would be 0 for
g = g₀, thus every \( f \in D(G/\Gamma) \) would vanish at \( g = g₀ \), which is impossible.

By \( D'(G/\Gamma) \) we denote the space of distributions on the compact manifold \( G/\Gamma \) in the sense of L. Schwartz, i.e. the dual space of \( D(G/\Gamma) \) with the strong topology for dual spaces.

In analogy to Theorem 8.2 we have

**Theorem 8.3.** Let \( W \in D'(G/\Gamma) \), then

\[
(8.11) \quad a_{j,n} = W \cdot \psi_{j,n}
\]

satisfies

\[
(8.12) \quad a_{j,n} = O([1 + |\lambda_j| + |n|]^p)
\]

for some \( p \). Conversely given complex numbers \( a_{j,n} \) satisfying (8.12), then the series \( \sum a_{j,n} \psi_{j,n} \) converges in the strong topology of \( D'(G/\Gamma) \) and \( a_{j,n} \) are the Fourier coefficients of the distribution \( \sum a_{j,n} \psi_{j,n} \) in the sense of (8.11).

The proof is an easy analogue of the proof of Theorem 8.2.

Now let \( C_j \) be the orthogonal projection of the Hilbert space \( L_2(G/\Gamma) \) onto the closed subspace \( H_j \). We denote the restriction of \( C_j \) to the space \( D(G/\Gamma) \) of indefinitely differentiable functions on \( G/\Gamma \) again by \( C_j \).

**Lemma 8.4.** \( C_j \) is a continuous open mapping of \( D(G/\Gamma) \) in the topology of \( D(G/\Gamma) \).

**Proof.** This is an immediate consequence of Theorem 8.2, because by Theorem 8.2 we need only prove the corresponding statement for the space of double sequences \( a_{j,n} \). But for this space the continuity of the projection mapping follows immediately from the definition of the topology.

Now let \( \delta_\Gamma \) be the Dirac-delta measure of the point \( \Gamma \in G/\Gamma \), i.e. if \( f \in D(G/\Gamma) \) we put

\[
(8.13) \quad \delta_y f = f(1) = f(\gamma) \text{ for any } \gamma \in \Gamma
\]

where \( f(g) = f(g\gamma) \). We also put

\[
(8.14) \quad \delta_y f = \delta_\Gamma(C_j f).
\]

Since \( \delta_\Gamma \) is clearly a distribution on the manifold \( G/\Gamma \), i.e. \( \delta_\Gamma \in D'(G/\Gamma) \), Lemma 7.4 implies at once that \( \delta_\Gamma \in D'(G/\Gamma) \); moreover since \( H_j \) is invariant under \( L(g) \) for each \( g \in G \), we have \( C_j L(g) = L(g) C_j \) and clearly \( [L(\gamma) \delta_\Gamma] f = \delta_\Gamma f \). Hence for any \( f \in D'(G/\Gamma) \)

\[
[L(\gamma) \delta_\Gamma] f = \delta_\Gamma f = \delta_\Gamma \{C_j L(\gamma) f\} = \delta_\Gamma \{C_j f\} = \delta_y f.
\]

This proves

**Lemma 8.5.** Equation (8.14) defines a distribution \( \delta_\gamma \) on \( G/\Gamma \), [i.e. \( \delta_\gamma \)
satisfying
\[(8.15) \quad L(\gamma)\delta_j = \delta_j \text{ for every } \gamma \in \Gamma.\]

Note that \(\delta_j \neq 0\) if \(H_j \neq 0\) because \(L(g)\psi_{j,n} \in H_j \cap D(G/\Gamma)\) and \(\delta_j(L(g)\psi_{j,n}) = \psi_{j,n}(g^{-1}) \neq 0\) for some \(n\) and \(g\), if for this \(j\) we have \(H_j \neq 0\).

Now consider the Hilbert space \(H_j\) for fixed \(j\). If \(f \in H_j\), then \(f = \sum a_n \psi_{j,n}\) and the \(\psi_{j,n}\) are uniquely determined (up to constant multiples of absolute value 1) by the requirement that they be normalized eigenfunctions under the subgroup \(K\). The space \(H_j \cap D(G/\Gamma)\) is thus isomorphic to the vector space \(V\) of all rapidly decreasing sequences \(a_n\), the isomorphism is given by \(f \mapsto a_n\) as follows from Theorem 8.2 applied to a fixed \(j\). We note that for \(f \in H_j \cap D(G/\Gamma)\)
\[\delta_j(f) = \delta_j \left( \sum_n a_n \psi_{j,n} \right) = \sum a_n \psi_{j,n}(1).\]

By Lemma 8.3, \(\psi_{j,n}(1) = O(n^{-2})\) thus the sequence \(\psi_{j,n}(1)\) is for fixed \(j\) an element of \(V',\) invariant under each \(\gamma \in \Gamma\).

We now proceed to prove the converse of this. Given any irreducible unitary representation of \(G\) with representation space \(H\). We can ignore the constant representation for which our theorem is trivial. Then \(H\) is a Hilbert space and according to Bargmann [1] there exists a complete orthonormal set \(e_n\) in \(H\) uniquely determined (up to constant multiples of absolute value 1) by the requirement that they be eigenvectors under the subgroup \(K\) of rotations. Thus once the (maximal compact) subgroup \(K\) is chosen fixed, the subspace of \(H\) which consists of all \(\sum a_n e_n\), with \(a_n = O(n^{-p})\) for every positive \(p\), is intrinsically defined. We denote it by \(H^0\) and note that \(H^0\) is naturally isomorphic to the vectorspace \(\mathcal{B}\) of rapidly decreasing sequences defined in §6.

We use on \(H^0\) the topology of \(\mathcal{B}\), hence the dual \((H^0)'\) of \(H^0\) is naturally isomorphic to the space \(\mathcal{B}'\) of slowly increasing sequences.

It is easily verified that \(H^0\) is invariant under \(G\), hence \(H^0\) and \((H^0)\)' are representation spaces for \(G\). Also if \(y \in H^0\) or \((H^0)\)' and \(g \in G\) then \(g \cdot y\) is simultaneously continuous in both variables, as is readily verified.

Now assume there exists an element \(\Lambda \in (H^0)'\) and \(\gamma \Lambda = \Lambda\) for all \(\gamma \in \Gamma\). For any element \(x\) of \(H^0\) consider the mapping
\[(8.16) \quad x \rightarrow f_x(g) = \Lambda(g^{-1}x)\]
which associates with every \(x \in H^0\) a function \(f(g) = f_x(g)\) such that \(f(\gamma y) = f(g)\) since \(\gamma \Lambda = \Lambda\) for \(\gamma \in \Gamma\). Now it follows from Lemmas 1.3 and 1.4 of Part II that the representation of \(G\) in the topological vector space \(H^0\) is weakly continuous, i.e. \(\Lambda(x)\) is for any fixed \(x \in H^0\) and \(\Lambda \in (H^0)'\) a continuous function of \(G\). Hence \(f_x(g)\) is for each \(x \in H^0\) a continuous function of \(g\), therefore contained in \(L^2(G/\Gamma)\). Thus (8.16) maps \(H^0\) linearly into \(L^2(G/\Gamma)\). Also if \(x_n \rightarrow x\) in the topology of \(H^0\) then \(f_{x_n}(g) \rightarrow f_x(g)\) uniformly on compact sub-
sets of $G$ (again by Lemmas 1.3 and 1.4 of Part II). Hence by choosing a fundamental domain for $G/\Gamma$ in $G$ we see that $x_a \rightarrow x$ in $H^0$ implies $f_{x_a} \rightarrow f_x$ in the $L^2(G/\Gamma)$-norm. This proves

**Lemma 8.6.** The mapping (8.16) is continuous and linear from $H^0$ into $L^2(G/\Gamma)$.

Moreover we have

$$f_{x_a} = L(g)f_x$$

because $f_{x_a}(g') = \Lambda(g'g^{-1}x) = [L(g)f_x](g')$. Now let us denote by $\Xi_n$ the image of $\xi_n$ under the mapping (8.16). Then (8.17) implies at once that $\Xi_n$ is an eigenvector under $L(k)$ since $\xi_n$ is. Also if $m \neq n$ the $\Xi_m$ and $\Xi_n$ belong to different eigenvalues under $K$ since $\xi_m$ and $\xi_n$ do. So $\Xi_m$ and $\Xi_n$ are orthogonal in $L^2(G/\Gamma)$ for $m \neq n$ and $\Xi_n \neq 0$ whenever $\xi_n \neq 0$.

Combining this with Lemma 8.6 we conclude that if

$$x = \sum a_n \xi_n \in H^0 \text{ then } f_x(g) = \sum a_n \Xi_n(g)$$

where $\sum a_n \Xi_n$ converges in the $L^2(G/\Gamma)$-norm and $f_x \neq 0$ if $x \neq 0$. Thus the mapping (8.16) is one-one.

Now $H$ is a unitary irreducible representation space of $G$ (by hypothesis) so that

$$g\xi_n = \sum_n u_{mn}(g)\xi_n$$

where the $u_{mn}(g)$ are the matrix-coefficients of one of the (well-known) irreducible unitary representations of $G$. Now apply the mapping (8.16) to (8.19) and observe that the series in (8.19) converges in the topology of $H^0$ (again by Lemmas 1.3 and 1.4 of Part II). Hence by Lemma 8.6 and formula (8.17) above we obtain

$$L(g)\Xi_m = \sum_n u_{mn}(g)\Xi_n$$

where the right side now converges in the $L^2(G/\Gamma)$-norm for each $g \in G$. Now for the inner product $\langle \cdot, \cdot \rangle_H$ in the Hilbert space $H$ we have $\langle g\xi_m, \xi_n \rangle_H = u_{mn}(g)$ while for the inner product $\langle \cdot, \cdot \rangle_{G/\Gamma}$ in $L^2(G/\Gamma)$ we have

$$\langle L(g)\Xi_m, \Xi_n \rangle_{G/\Gamma} = \left\langle \sum_l u_{ml}(g)\Xi_l, \Xi_m \right\rangle_{G/\Gamma} = u_{mn}(g)\|\Xi_m\|^2_{G/\Gamma}.$$ 

Hence for each $m$ (for which $\xi_m \neq 0$) the diagonal matrix coefficients differ only by a multiplicative constant (independent of $g$). It follows from well known properties of the irreducible unitary representations of $G$ (for instance from their explicit determination by Bargmann [1]) that we obtain unitary equivalence. We have thus proved
Lemma 8.7. Consider the closure in $L^2(G/\Gamma)$ of the image of $H^0$ under (8.16). (This is clearly an invariant subspace under $L(g)$ for each $g \in G$.) The restriction of $L(g)$ to this subspace gives a unitary representation of $G$ which is unitarily equivalent to the given irreducible unitary representation with space $H$.

Now let $\Lambda^1, \Lambda^2, \ldots$ be any finite number of elements of $(H^0)'$ and assume each $\Lambda^i$ is invariant under each $\gamma \in \Gamma$. For each $\Lambda^i$ we obtain by Lemma 8.7 one unitary mapping of the form (8.16) of $H$ into $L^2(G/\Gamma)$; denote the image of $H$ in $L^2(G/\Gamma)$ by $H_i$. For each $i$ we obtain functions $\mathcal{E}_m(g) \subseteq H_i$ as the images of the $e_m \in H$. Put $\Lambda^i_m = O(n^\nu)$ for some $\nu$ ($\Lambda^i$ being an element of $(H^0)'$). Also $u_{mn}(g)$ is for fixed $m$ and $g$ rapidly decreasing in $n$ (Lemmas 1.3 and 1.4 of Part II). It follows that $\sum u_{mn}(g) \Lambda^i_n$ converges. Also by definition of $\mathcal{E}_m^i(g) = \Lambda^i(g^{-1}e_m)$; hence putting $g = 1$ we get $\mathcal{E}_m^i(1) = \Lambda^i_m$. We obtain as above

$$\mathcal{E}^i_m(g) = \sum u_{mn}(g) \Lambda^i_n.$$ 

Now if there are constants $e_i$ such that $\sum c_i \Lambda^i = 0$ in $(H^0)'$ then $\sum c_i \Lambda^i_n = 0$ for each $n$, hence $\sum c_i \mathcal{E}^i_m(g) = 0$ for each $m$ and $g$ and conversely. This proves that the multiplicity with which the given irreducible unitary representation of $G$ occurs in the decomposition of $L^2(G/\Gamma)$ is equal to the dimension (over the complex numbers) of the subspace of $\Gamma$-invariant elements of $(H^0)'$. This completes the proof of the following theorem.

Theorem 8.4 (Analogue of the Frobenius reciprocity theorem). Given any irreducible (weakly measurable) unitary representation $U$ of $G$ with Hilbert space $H$. Let the $e_m$ form a complete orthonormal sequence of eigenvectors under $K$. Let $H^0$ denote the linear subspace of all $\sum a_n e_n$ with $a_n = O(n^\nu)$ for every $p$. Put on $H^0$ the topology of $B$ (of §5 above) and let $(H^0)'$ be the dual space of $H^0$. Let $(H^0)'_\Gamma$ be the (linear space) of those elements $\Lambda$ of $(H^0)'$ which satisfy $\gamma \Lambda = \Lambda$ for every $\gamma \in \Gamma$.

Assertion. The multiplicity with which $U$ occurs (up to unitary equivalence) in the decomposition of $L^2(G/\Gamma)$ is equal to the dimension of $(H^0)'_\Gamma$.

Remark. If the given irreducible representation $U$ of $G$ is not the trivial (constant) representation it is necessary to introduce a space $(H^0)'$ which is bigger than $H$. For if we could find $\Lambda \in H$ such that $\gamma \Lambda = \Lambda$ for all $\gamma \in \Gamma$ then the function $b(g) = \langle g \Lambda, \Lambda \rangle$ would be a measurable function of $g$ satisfying $b(\gamma g) = b(g \gamma) = b(g)$, hence by the last result of Mautner [6] $b(g)$ is constant (almost everywhere). It would follow that the given representation of $G$ is the trivial (constant) representation.

If for example $U$ belongs to the principal series, i.e. $U: g \rightarrow U(g, 1/2 + it)$ for some real number $t$, then $H$ is naturally isomorphic to $L_2(0 \leq \theta \leq 1; d\theta)$ and $H^0$ to the space of all indefinitely differentiable functions $a(\theta)$ on the circumference of the circle with the topology of $L$. Schwartz. Then $(H^0)'$ is the
space of distributions of L. Schwartz on the circumference of the circle and 
\((H^0)'_\Gamma\) consists of those distributions \(W\) which satisfy 
\[ d\gamma \theta/d\theta \] \(^{1/2+it} W(\gamma \theta) = W(\theta) \] for all \(\gamma \in \Gamma\) and this \(t\). A similar interpretation holds for the exceptional series of irreducible unitary representation of \(G\) if one replaces \(1/2 + it\) by \(s = \text{real} > 1/2\) and \(< 1\).

For the discrete series \(V^+_\Gamma\) the space \((H^0)'\) is naturally isomorphic to the 
space of all power series \(\sum_{n \geq 1} b_n z^n = W(z)\) which satisfy \(b_n = O(n^p)\) for some \(p\). 
Thus \((H^0)'_\Gamma\) consists of those \(W(z)\) which satisfy also 
\[ (d\gamma z'/dz) W(\gamma z) = W(z) \] 
i.e. are automorphic forms. Thus in this case \((H^0)'\) is naturally isomorphic 
to a space of automorphic forms of given dimension. For the discrete series 
\(V^-\Gamma\) one has to consider functions \(W\) which are regular in \(z\) instead of \(z\). This 
follows from the explicit description of \(V^+_\Gamma\) (see Bargmann [1] or §1 of Part II).

For the discrete series our Theorem 8.4 has already been obtained by 
Gelfand and Fomin [1], but not for the other irreducible unitary representations 
of \(G^0\).

We shall now derive an analogue of the Poisson summation formula. 
The following argument works for sufficiently differentiable functions, but 
we shall assume indefinite differentiability for simplicity. Let \(f(g) \in D\) 
\(= D(G)\) the space of complex valued indefinitely differentiable functions of 
compact support on \(G\). Then \(\sum_{\gamma \in \Gamma} f(g\gamma)\) converges to an indefinitely differ- 
entiable function \(h(g)\). In fact the mapping 
\[ f(g) \rightarrow h(g) = \sum_{\gamma \in \Gamma} f(g\gamma) \]
is easily seen to be a continuous linear transformation of \(D(G)\) into \(D(G/\Gamma)\). 
Let \(\psi_{n,j}(g)\) be the complete orthonormal set of eigenfunctions in \(L^2(G/\Gamma)\) 
used above. Assume \(j\) is such that the corresponding unitary representation 
\(U\) of \(G\) is in the principal series \(U: g \rightarrow U(g, s)\) with \(Rs_j = 1/2\). Put 
\(H_{n,j} = \int_{G/\Gamma} h(g)\psi_{j,m}(g) d\tilde{g}\) where \(d\tilde{g}\) refers to the invariant measure on \(G/\Gamma\) and 
write again \(F_{mn}(s) = \int_{G/\Gamma} f(g)\psi_{mn}(g, s) dg\). Write \(\Lambda_{n,j} = \psi_{n,j}(1)\) and consider the 
series \(\sum_n \Lambda_{n,j} f(g)\psi_{mn}(g, s_j) dg = \sum_n \Lambda_{n,j} F_{mn}(s_j)\) for fixed \(m\) and \(j\). Now 
\(f(g) \in D(G)\) implies by §2 and 3 of Part II that \(F_{mn}(s)\) is for fixed \(m\) and \(s\) 
rapidly decreasing in \(n\). Now \(|u_{mn}(g, s_j)| \leq 1\). Hence we may interchange 
\(\sum\) and \(\int\) in the last expression. We obtain
\[ \int_G f(g) \sum_n \Lambda_{n,j} f_{mn}(g, s_j) dg = \sum_j \Lambda_{n,j} F_{mn}(s_j). \]

But \(\sum_n \Lambda_{n,j} f_{mn}(g, s_j) = \psi_{j,m}(g)\) by Theorem 8.1 above. Therefore

\[ \int_G f(g) \psi_{j,m}(g) \, dg = \sum_n \Lambda_{n,j} F_{mn}(s) \]

\[ = \sum_{\gamma \in \Gamma} \int_{Q \gamma^{-1}} f(g) \psi_{j,m}(g) \, dg = \sum_{\gamma \in \Gamma} \int_Q f(g \gamma) \psi_{j,m}(g) \, dg \]

where \( \mathcal{Q} \) is a fundamental domain for \( G/T \) in \( G \). In the last expression we may interchange \( \sum_{\gamma} \) with \( \int_Q \) and obtain

\[ \int_Q \left[ \sum_{\gamma} f(g \gamma^k) \right] \psi_{j,m}(g) \, dg = \int_Q h(g) \psi_{j,m}(g) \, dg = \int_{G/T} h(g) \psi_{j,m}(g) \, dg = H_{m,j}. \]

This proves

(8.21) \[ H_{m,j} = \sum_n \Lambda_{n,j} F_{mn}(s_j). \]

By Theorem 3.1 of Part II we have \( F_{mn}(s_j) = O([|m| + |n| + 1 + |s_j|]^{-\rho}) \) for every \( \rho \) also \( \Lambda_{n,j} \psi_{j,n}(1) = O([n^2 + |s_j(1-s_j)|]^{-\rho}) \) for some \( \rho \) by Lemma 8.3 above since \( \lambda_j = s_j(1-s_j) \). Hence

(8.22) \[ H_{m,j} = O([|m| + 1 + |s_j(1-s_j)|]^{-\rho}) \] for every \( \rho \).

Exactly the same arguments and results hold if the \( \psi_{j,m} \) span for a given \( j \) and varying \( m \) a representation space belonging to the discrete or exceptional series except that \( F_{mn}(s) \) has to be multiplied by a normalizing function \( N_{mn}(s_j) \) which does not change the rapid decrease (see (8.7) above). Now the \( \psi_{j,m} \) form a complete orthonormal set in \( L^2(G/T) \) hence

\[ h(g) = \text{l.i.m.} \sum_{j,m} H_{m,j} \psi_{j,m}(g) \]

where l.i.m. refers of course to the \( L^2(G/T) \)-norm. Now (8.22) and Lemma 8.3 imply that the last series converges uniformly in \( g \) for \( g \) in any compact subset of \( G \). Hence it converges point-wise to \( h(g) \). Putting \( g = 1 \) we obtain

(8.23) \[ \sum_{\gamma \in \Gamma} f(g \gamma) = h(1) = \sum_{m,j} H_{m,j} \psi_{j,m}(1) = \sum_{m,j} H_{m,j} \Lambda_{m,j} \]

This is an analogue of the Poisson summation formula.

9. Modular functions. In §8 we considered functions on compact homogeneous spaces \( G/T \). In this paragraph we drop the assumption of compactness of \( G/T \), but shall restrict ourselves to the modular subgroup \( \Gamma \) of \( G \). Let \( \tau \) vary over the upper half-plane, i.e. let \( \tau = x + iy \) whose imaginary part \( y \) is positive. The elements \( \gamma \) of \( \Gamma \) are given by \( 2 \times 2 \) matrices \( (M_{ij}) \) of determinant one, whose coefficients \( M_{ij} \) are rational integers and we put as usual
throughout this paragraph $\Gamma$ denotes the modular group, i.e. the group of modular substitutions $\gamma$ of the form (9.1) of the upper half-plane.

We shall study in this paragraph a certain class of modular functions $h(\tau) = h(r)$ defined below. We shall characterize this class of modular functions. For this purpose we shall use the following well-known Dirichlet series $E(r, s)$. We put for any complex number $\tau = x + iy$ with $y > 0$ and any complex number $s = \sigma + it$ with $\sigma > 1$

\[
E(r, s) = \sum_{M, N; (M, N) \neq (0, 0)} \gamma^s |M\tau + N|^{-2s}.
\]

It is well known that for any fixed $\tau$ with $y > 0$ this function of $s$ has an analytic continuation into the whole $s$-plane which is regular in $s$ everywhere except at $s = 1$ where it has a pole of order 1 and satisfies the functional equation

\[
\pi^{-s} \Gamma(s) E(r, s) = \pi^{s-1} \Gamma(1 - s) E(r, 1 - s).
\]

We shall need the following properties of $E(r, s)$.

**Lemma 9.1.**

\[
E(r, s) = y^s \zeta(2s) + y^{1-s} \pi^{1/2} \frac{\Gamma(s - 1/2)}{\Gamma(s)} \zeta(2s - 1) + R(r, s)
\]

where

\[
R(r, s) = y^{1/2} \frac{2\pi^s}{(s)} \sum_{n \neq 0} b_n(s) |n|^{-s-1/2} K_{s-1/2}(2\pi |n| y) e^{2\pi inz}.
\]

The function $R(r, s)$ is for each fixed $\tau$ in the upper half plane an entire function of $s$. Here $b_n(s) = \sum_{m \mid n} e^{2\pi i m/n} |m|^{-s-2}$, $K_s(z)$ is the modified Bessel function of the third kind, defined for example by

\[
K_{s-1/2}(z) = \pi^{1/2} \left( \frac{z}{2} \right)^{s-1/2} \Gamma(s-1) \int_1^\infty e^{-zt} (t^2 - 1)^{s-1} dt \text{ for } Rs > 0, Rz > 0
\]

and $\zeta(s)$ is the Riemann zeta function.

This lemma is well known; its proof can be found for instance in Maass [1].

**Lemma 9.2.** If $\xi(s)$ denotes the Riemann zeta function, then for $\sigma \geq 1/2$, $|s - 1| > c$

\[
\xi(s) = O(|s|)
\]

and
\[ \frac{1}{\zeta(1 + it)} = O(\log^7 t). \]

Also \( \zeta(s) = O(\|t\|^{3/2+\delta}) \) for any \( \sigma \geq -\delta \), as \( |t| \to \infty \).

For the proof of these well known facts see for instance Titchmarsh [3, p. 29 (2.12.2), p. 44 (3.6.5) and p. 81 (5.1.1)] respectively.

**Lemma 9.3.** \( |K_{\lambda + i\mu}(y)| \leq C_{c,\lambda} y^{-c-|\mu|/2}(1 + |\mu|^{c+\lambda}) \) for all \( y \geq 0 \), all real numbers \( \lambda \) and \( \mu \) and all \( c > 1 + |\lambda| \); here \( C_{c,\lambda} \) is a constant depending only on \( c \) and \( \lambda \).

**Proof.** We have the well known formula \( K_{\nu}(x) = \int_{0}^{\infty} e^{-x \cosh z} \cosh (\nu x) \, dx \) for \( R\nu > 0 \). For \( \nu = \imath t \) we get

\[
\frac{1}{2} \int_{-\infty}^{\infty} e^{-z/2}(e^{-z} + e^{-z}) \frac{e^{itx} + e^{-itx}}{2} \, dx
\]

Now it is well known that

\[
\int_{0}^{\infty} K_{\nu}(x) x^{s-1} \, dx = 2^{s-2} \Gamma \left( \frac{s}{2} - \frac{\nu}{2} \right) \Gamma \left( \frac{s}{2} + \frac{\nu}{2} \right) \text{ for } R\nu > 0
\]

Hence

\[
K_{\nu}(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} 2^{s-2} \Gamma \left( \frac{s}{2} - \frac{\nu}{2} \right) \Gamma \left( \frac{s}{2} + \frac{\nu}{2} \right) x^{-s} \, ds
\]

where \( s = c + iy \) and \( \nu = \lambda + i\mu \), hence

\[
|K_{\nu}(x)| \leq \frac{1}{2\pi} \int_{c-i\infty}^{c+i\infty} 2^{s-2} |\Gamma \left( \frac{s}{2} - \frac{\nu}{2} \right) \Gamma \left( \frac{s}{2} + \frac{\nu}{2} \right) x^{-s}| \, |ds|
\]

\[
= \text{const.} \cdot x^{-c} \int_{-\infty}^{\infty} \left[ \Gamma \left( \frac{c - \lambda + i(y - \mu)}{2} \right) \Gamma \left( \frac{c + \lambda + i(y + \mu)}{2} \right) \right] dy
\]

\[
\cdot \int_{-\infty}^{\infty} \left[ 1 + \left| \frac{\eta^2 - \mu^2}{4} \right| \right] e^{-\pi/4(|\eta + \mu| + |\eta - \mu|)} \, d\eta.
\]

Assume first that \( \mu \geq 0 \). Then

\[
\int_{-\infty}^{\infty} = \int_{-\mu}^{-\mu} + \int_{\mu}^{\mu} + \int_{\mu}^{\mu}
\]

Now,
\[
\int_{-\infty}^{\mu} = \int_{-\infty}^{\mu} \left[ 1 + \left\lvert \frac{y^2 - \mu^2}{4} \right\rvert \right] e^{-\pi/4(-\eta - \mu - \eta)} d\eta \\
= \int_{-\infty}^{\mu} \left[ 1 + \left\lvert \frac{y^2 - \mu^2}{4} \right\rvert \right] e^{+\pi/2} d\eta \\
\leq \text{const.} e^{\pi/2} \{ \mu^c + 1 \}.
\]

Also,

\[
\int_{\mu}^{\infty} = \int_{\mu}^{\infty} \left[ 1 + \left\lvert \frac{y^2 - \mu^2}{4} \right\rvert \right] e^{-\pi/4(\eta + \mu + \eta)} d\eta \\
= \int_{\mu}^{\infty} \left[ 1 + \left\lvert \frac{y^2 - \mu^2}{4} \right\rvert \right] e^{-\pi/2} d\eta \\
\leq \text{const.} e^{\pi/2} \{ \mu^c + 1 \}.
\]

Finally,

\[
\int_{-\mu}^{\mu} = \int_{-\mu}^{\mu} \left[ 1 + \left\lvert \frac{y^2 - \mu^2}{4} \right\rvert \right] e^{-\pi/4(\eta + \mu + \eta)} d\eta \\
= e^{-\pi/2} \int_{-\mu}^{\mu} \left[ 1 + \left( \frac{y^2 - \mu^2}{4} \right) \right] d\eta \\
\leq \text{const.} e^{\pi/2} \{ \mu^c + 1 \}.
\]

Now \( |\Gamma(x + iy)| \leq \text{const.} |y + 1| e^{-1/2|y|/2} \) for \( x > \epsilon \), hence

\[
|\Gamma \left( \frac{c + \lambda}{2} + i \frac{y + \mu}{2} \right)| \leq \text{const.} e^{\frac{(c + \lambda)/2 - 1/2}{2}} e^{-|y|/2} \leq \text{const.} e^{-\frac{|y + \mu|}{2}}
\]

for \( c + \lambda > 0 \).

Hence,

\[
|K_{\lambda+\mu}(x)| \\
\leq \text{const.} x^{-c} \int_{-\infty}^{\infty} \left\lvert \frac{y^2 - \mu^2}{4} + 1 \right\rvert e^{\pi/4(y + \mu) + (y - \mu)} dy
\]

where the const. depends on \( c, \lambda, \mu \) and this inequality holds for all \( x > 0 \), all \( \lambda, \mu \), and \( c \) provided \( c > 1 - \lambda \) and \( c > |\lambda| \), hence certainly for \( c > 1 + |\lambda| \).

Hence,

\[
|K_{\lambda+\mu}(y)| \leq \text{const.} c e^{-\pi|y|/2} \left( 1 + |\mu|^{c+\lambda} \right)
\]

for all \( y > 0 \), all \( \lambda, \mu \), and \( c > 1 + |\lambda| \), as required.

We shall also need an estimate of the function \( R(r, s) \) defined in Lemma 9.1. We have
Lemma 9.4. \(|R(\tau, s)| \leq c_{p, \sigma} y^{1/2-p}(1+|\tau|^p+|s|^2)\) for all \(\tau = x+iy, y \geq \varepsilon > 0\), for all \(s = \sigma + it\) and all sufficiently large \(p\). Here \(c_{p, \sigma}\) is a constant depending only on \(p\) and \(\sigma\) (and \(\varepsilon\)) which can be taken to be independent of \(p\) and \(\sigma\), provided \(p\) and \(\sigma\) are in finite intervals.

Proof. By Lemma 9.1

\[ R(\tau, s) = \frac{2\pi^2 y^{1/2}}{\Gamma(s)} \sum_{n \neq 0} b_n(s) \cdot n \cdot e^{\frac{1}{2} \pi n^2} \cdot e^{-\pi s/2} \cdot \frac{1}{s} \cdot \Gamma(s) \cdot e^{-\pi s/2}(1 + |t|^p+|s|-1/2) \cdot \sum_{n \neq 0} b_n(s) \cdot n \cdot e^{-\pi s/2-p}. \]

Now \(\sum_{n \neq 0} b_n(s) \cdot n \cdot e^{-\pi s/2-p}\) is convergent for \(p\) large enough and thus is dominated by a constant (depending on \(p\) and \(\sigma\)). Hence for all \(\tau\) and \(s\)

\[ |R(\tau, s)| \leq \text{const.}_{p, \sigma} \cdot \frac{y^{1/2}}{\Gamma(s)} \cdot e^{-\pi s/2}(1 + |t|^p+|s|-1/2) \cdot \sum_{n \neq 0} b_n(s) \cdot n \cdot e^{-\pi s/2-p}. \]

Lemma 9.5. \(|(s-1)E(\tau, s)| \leq \text{const.} \cdot (1+y^r)(1+|t|^r)\) for some \(r\), but all \(\tau\) and \(s\). The constant depends only on \(\sigma\) and can be taken to be independent of \(\sigma\) if \(\sigma\) stays in a finite interval.

Proof. \(|(s-1/2)\gamma^s(2s)| \leq \text{const.} \cdot (1+|t|^2+|s|^2)\gamma^s\) for \(\sigma \geq -\delta\) by Lemma 9.2.

\[ |(s-1)(s-1/2)y^{1-s} \cdot \frac{\Gamma(s-1/2)}{\Gamma(s)} \cdot \gamma^s(2s-1)| \leq \text{const.} \cdot (1+|t|^2+|s|^2)\gamma^{1-s} \]

for \(\sigma \geq \frac{1}{2}-\frac{\delta}{2}\)

by Lemma 9.2 and Sterling's formula. Combining these inequalities with Lemmas 9.1 and 9.4 proves Lemma 9.5.

Let \(\mathcal{D}\) denote a fundamental domain for the modular group in the upper half plane. For the sake of definiteness let \(\mathcal{D}\) be defined by

\[ (9.5) \quad -\frac{1}{2} < x \leq \frac{1}{2}, \quad |\tau| = |x + iy| \geq 1. \]
Definition 9.1. Let $A$ denote the class of all complex valued functions $h(\tau)$ defined in the upper half plane of complex numbers $\tau = x + iy$, $y > 0$ which are

(i) indefinitely differentiable in $x$ and $y$,
(ii) $(\Delta \phi)(\tau) = O(y^{-p})$ for all non-negative integers $j$ and $p$ as $y \to \infty$ uniformly in $x$ where

\[
\Delta = -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right).
\]

(iii) $h(\tau)$ is invariant under the modular group, i.e.,

\[
h((M_{11}\tau + M_{12})/(M_{21}\tau + M_{22})) = h(\tau)
\]

for any integers $M_{ij}$ with $M_{11}M_{22} - M_{12}M_{21} = 1$.

(iv) $\int \int_\Omega \phi_n(\tau) \, dx \, dy / y^2 = 0$ for all $n = 0, 1, 2, \ldots$

where $\phi_0 = \text{constant}$, $\phi_1, \phi_2, \ldots$ are the eigenfunctions in the point spectrum of $\Delta$ acting on $L^2(\Omega; y^{-2} \, dx \, dy)$: $\Delta \phi_n = \lambda_n \phi_n$, $\lambda_0 = 0 < \lambda_1 \leq \lambda_2 \leq \cdots$, $\phi_n \in L^2(\Omega; y^{-2} \, dx \, dy)$.

Let $B$ denote the class of all complex valued functions $H(s)$ of a complex variable $s = \sigma + it$ such that

(I) $(s-1)H(s)$ is an entire function of $s$,

(II) $\pi^{-\sigma} \Gamma(s)H(s) = \pi^{s-1} \Gamma(1-s)H(1-s)$,

(III) $(s-1)H(s) = 0(|t|^{-p})$ for all $p$ as $|t| \to \infty$, uniformly for $\sigma$ in any finite interval.

Lemma 9.6. If $h(\tau) \in A$, then $H(s) = \int \int_\Omega h(\tau) E(\tau, s) \, dx \, dy / y^2 \in B$.

Proof. By the definition of $A$ and Lemma 9.5 we have

\[
|h(\tau)(s-1)E(\tau, s)| \leq \text{const. } y^{-p}y^r(1 + |t|^r)
\]

for all $p$ and some $r$, if $\tau \in \Omega$. Thus

\[
(9.7) \quad |h(\tau)(s-1)E(\tau, s)| \leq \text{const. } \frac{1 + |t|^r}{y|^{p-r}}.
\]

Hence $\int \int_\Omega h(\tau)(s-1)E(\tau, s) \, dx \, dy / y^2$ converges uniformly in $s$ if $s$ varies over a compact set. Therefore $(s-1)H(s)$ is entire in $s$. Moreover $H(s)$ clearly satisfies the same functional equation as $E(\tau, s)$. Thus $H(s)$ satisfies (I) and (II) in the definition of $B$.

To verify (III) note that (9.7) implies

\[
(9.8) \quad |(s-1)H(s)| \leq \text{const.} \, (1 + |t|^r).
\]

Now $(\Delta \phi)(\tau) = \phi(\tau) \in A$ whenever $\phi(\tau) \in A$ where $\Delta$ is defined by (9.6). Moreover $(\Delta \phi)(\tau, s) = s\phi(1-s)E(\tau, s)$ hence

\[
\int \int_\Omega \phi(\tau) \, dx \, dy / y^2 = s(1-s)H(s).
\]
Now apply (9.8) to $h_j(f)$ instead of $h(f)$. We have
\[ |s'(1 - s)^{j+1}H(s)| \leq \text{const.}|f|^j |f|^r \]
for one suitable $r$, and all positive integers $j$. Therefore $H(s)$ satisfies also (III). This proves Lemma 9.6.

**Lemma 9.7.** $E(\tau, s) = E(\tau, 5)$ for all $s (\neq 1)$. Hence
\[ E(\tau, 1/2 + it) = E(\tau, 1/2 - it). \]

**Proof.** For $Rs > 1$ the equation $E(\tau, s) = E(\tau, 5)$ follows at once from the convergence of the Dirichlet series $\sum M^\tau + N^{-2}$, for all other $s (\neq 1)$ by analytic continuation.

Now put, for $H(s) \in B$
\[
H_1(y, s) = \frac{H(s)y^{1-s}}{\xi(2s)},
\]
\[
H_2(y, s) = \pi^{1/2} \frac{\Gamma(1/2 - s)}{\Gamma(1 - s)} H(s) \frac{\xi(1 - 2s)}{\xi(2s)\xi(2 - 2s)} y^s.
\]

Now we use Riemann's functional equation for $\zeta(2s)$, i.e.,
\[
\frac{\zeta(1 - 2s)}{\zeta(2s)} = \frac{2^{-2s}\pi^{1-2s}}{\sin \pi s \Gamma(1 - 2s)}
\]
and get
\[
H_2(y, s) = \Gamma(1/2 - s) \frac{2^{-2s}\pi^{3/2 - 2s}}{\sin \pi s} \frac{H(s)y^s}{\xi(2 - 2s)}
\]
\[
= \frac{\Gamma(s)\Gamma(1/2 - s)}{\Gamma(1 - 2s)} \frac{2^{-2s}\pi^{1/2 - 2s}}{\xi(2 - 2s)} \frac{H(s)y^s}{\xi(2 - 2s)}.
\]

Now we use
\[
\Gamma(1 - 2s) = -2s\Gamma(-2s) = -2s2^{-2s-1}\pi^{-1/2}\Gamma(-s)\Gamma(1/2 - s)
\]
and get
\[
H_2(y, s) = -\pi^{1-2s}\Gamma(s) \frac{H(s)y^s}{\xi(2 - 2s)} = \frac{\pi^{1-2s}\Gamma(s)H(s)y^s}{\Gamma(1 - s)\xi(2 - 2s)}.
\]

On the other hand
\[
H_1(y, 1 - s) = \frac{H(1 - s)y^s}{\xi(2 - 2s)} = \pi^{1-2s} \frac{\Gamma(s)}{\Gamma(1 - s)} \frac{H(s)y^s}{\xi(2 - 2s)}
\]
using the functional equation for $H(s)$. This proves
Lemma 9.8. If $H(s)$ satisfies the functional equation (II), then $H_1(y, 1-s) = H_2(y, s)$.

Lemma 9.9. If $H(s) \in \mathcal{B}$, then for any real number $r > 0$, $\int_{R^2 = 1/2 + r} H_1(y, s)\, ds = \int_{R^2 = 1/2 - r} H_2(y, s)\, ds$ and $\int_{R^2 = 1/2 + r} H_2(y, s)\, ds = \int_{R^2 = 1/2 - r} H_2(y, s)\, ds$. All integrals exist absolutely.

Proof. By hypothesis $H(s)$ is rapidly decreasing along any vertical line. Also by Lemma 9.2 $(1/\xi)(1 + it) = O(t)$, hence $\int_{R^2 = 1/2} H_1(y, s)\, ds$ converges absolutely. Since $H_2(y, 1/2 - it) = H_1(y, 1/2 + it)$, the same is true for $H_2(y, s)$. Moreover for fixed $\sigma > 1/2$ the function $(1/\xi)(2 + 2it)$ is bounded in $t$, so that $\int_{R^2 = 1/2 + r} H_1(y, s)\, ds$ converges absolutely for any $r \geq 0$. Hence using again $H_2(y, 1-s) = H_1(y, s)$ (Lemma 9.7 above) we see that $\int_{R^2 = 1/2 - r} H_2(y, s)\, ds$ converges absolutely for any $r \geq 0$.

The equality of the integrals containing $H_1(y, s)$ follows from the fact that in the strip $1/2 \leq R \leq 1/2 + r$ the function $H_1(y, s)$ is for each fixed $y > 0$ regular analytic in $s$ and rapidly decreasing in $t$ uniformly in $\sigma$. Similarly for $H_2(y, s)$.

Now put

$$h_j(y) = \int_{R^2 = 1/2} H_j(y, s)\, ds \quad \text{for } j = 1, 2. \quad (9.12)$$

Lemma 9.10. If $H(s) \in \mathcal{B}$ then $h_j(y) = O(y^{-p})$ as $y \to +\infty$ for all $p > 0$. The above integral converges absolutely and uniformly in $y$ for $0 < \epsilon \leq y \leq 1/\epsilon$.

This is an immediate consequence of Lemma 9.9 and the above properties of $H_j(y, s)$.

Now put

$$h_3(\tau) = \int_{R^2 = 1/2} H(s) R(\tau, 1 - s) \frac{ds}{|\xi(2s)|^2}. \quad (9.13)$$

Then we have

Lemma 9.11. If $H(s) \in \mathcal{B}$ then $h_3(\tau) = O(y^{-p})$ as $y \to +\infty$ for any $p > 0$. The integral converges again absolutely and uniformly in $\tau$ for $0 < \epsilon \leq y \leq 1/\epsilon$.

This follows from Lemmas 9.2 and 9.4 and condition (III) in the definition of the class $\mathcal{B}$.

Finally we have

Lemma 9.12. If $H(s) \in \mathcal{B}$ then $\int_{R^2 = 1/2} H(s) E(\tau, 1 - s) |\xi(2s)|^{-\sigma} ds$ satisfies conditions (i), (ii) and (iii) of Definition 9.1 above.

Proof. Put $h(\tau) = h_1(\tau) + h_2(\tau) + h_3(\tau)$. Then by the definition of $h_j(\tau)$ and Lemma 9.1 we have
\( h(\tau) = \int_{Re=1/2} H(s)E(\tau, 1 - s) \frac{ds}{|\xi(2s)|^2} \).

Since \( E(\tau, s) \) is for each fixed \( s \neq 1 \) an invariant function of \( \tau \) under the modular group, this shows that \( h(\tau) \) satisfies condition (iii) in the Definition 9.1 of the class \( A \).

By Lemmas 9.10 and 9.11, the integral (9.14) converges uniformly in \( \tau \) for \( \tau \) in any compact subset of the upper half plane. Now \( \Delta E(\tau, s) = s(l - s) \cdot E(\tau, s) \), hence

\[
\int_{Re=1/2} H(s)\Delta^lE(\tau, 1 - s) \frac{ds}{|\xi(2s)|^2} = \int_{Re=1/2} (1 - s)^{s}H(s)E(\tau, 1 - s) \frac{ds}{|\xi(2s)|^2}
\]

converges uniformly in \( \tau \) for \( \tau \) in compact sets, because \( (1 - s)^{s}H(s) \in B \) for any integer \( l \geq 0 \) whenever \( H(s) \in B \). This proves that \( h(\tau) \) is indefinitely differentiable (\( \Delta \) being elliptic) and \( (\Delta^l h)(\tau) \) is equal to the last integral. This proves that \( h(\tau) \) satisfies condition (i) of the definition of the class \( A \). Condition (ii) is satisfied because on applying Lemmas 9.10 and 9.11 with \( s^{l}(1 - s)^{l}H(s) \) instead of \( H(s) \) we see that \( (\Delta^l h)(\tau) = O(y^{-p}) \) for all \( p \) and \( l > 0 \) as \( y \to +\infty \).

Let \( \psi_0, \psi_1, \cdots \) be again the eigenfunctions in the point spectrum of \( \Delta \) acting on \( L^2(\mathbb{Q}; y^{-2}dx\,dy) \) introduced above. We normalize them so that

\[
\int_{\mathbb{Q}} \phi_j(\tau)\phi_l(\tau) \frac{dxdy}{y^2} = \delta_{jl}
\]

and \( \phi_0(\tau) \) constant. A result of Roelcke [1] states that\( \phi_j(x + iy) = O(y^c) \) as \( y \to +\infty \) for some constant \( c \).

We shall prove

**Lemma 9.13.** Given any real number \( p > 0 \), then there exists a constant \( c_p \), independent of \( x \) such that

\[
|\phi_j(\tau)| \leq c_p(1 + |\lambda_j|^{(p+1)/2})y^{-p} \text{ for } y \geq 1.
\]

**Proof.** Using the above result of Roelcke, we see that our \( \phi_j \) satisfy the assumptions which Maas [1] makes about his "automorphic wave-functions." Hence we may use formula (61) of Maas [1] which states that for \( n \neq 0 \) and \( j \neq 0 \)

\[
\int_{-1/2}^{1/2} \phi_j(x + iy)e^{-2\pi iux}dx = C_{n,j}y^{1/2}K_{ir}(2\pi | n | y)
\]

where the \( C_{n,j} \) are constants and \( 1/4 + r_j^2 = \lambda_j \). By Schwarz's inequality
\[ |C_{n,j}y^{1/2}K_{ir_j}(2\pi | n | y)|^2 \leq \int_{-1/2}^{1/2} |\phi_j(x + iy)|^2 dx, \]

hence

\[ |C_{n,j}|^2 \int_{1/|n|}^{\infty} |K_{ir_j}(2\pi | n | y)|^2 \frac{dy}{y} \leq \int_{1/|n|}^{\infty} \int_{-1/2}^{1/2} |\phi_j(x + iy)|^2 \frac{dxdy}{y^2}. \]

Now the number of fundamental domains of the modular group which intersect the rectangle \(-1/2 \leq x \leq 1/2, 1/|n| \leq y \leq O(n)\). Hence

\[ \int_{1/|n|}^{\infty} \int_{-1/2}^{1/2} |\phi_j(x + iy)|^2 \frac{dxdy}{y^2} = O(n) \]

uniformly in \( j \geq 1 \).

On the other hand, it is known that

\[ \int_{1/|n|}^{\infty} |K_{ir_j}(2\pi | n | y)|^2 \frac{dy}{y} = \int_{1}^{\infty} |K_{ir_j}(2\pi y)|^2 \frac{dy}{y} \geq c \frac{e^{-\pi |r_j|}}{(1 + \frac{\pi}{2} |r_j|)^2} \]

where \( c \) is a constant. Hence

\[ |C_{n,j}| \leq c' |n| \left(1 + \frac{\pi}{2} |r_j|\right) e^{\pi |r_j|/2} \text{ for } |n| > 0 \text{ and } j > 0. \]

Now according to Maas [1] one has for \( j \neq 0 \),

\[ \phi_j(\tau) = \sum_{n \neq 0} C_{n,j}K_{ir_j}(2\pi | n | y)e^{2\pi inx}. \]

Let us use Lemma 9.3, and we see that

\[ |\phi_j(\tau)\phi_j(\tau)| \leq \sum_{n_{\neq 0}} |n| \left(1 + \frac{\pi}{2} |r_j|\right) e^{\pi |r_j|/2} c_p(\chi n | y)^{-p} e^{-\pi |r_j|/2} (1 + |r_j|)^p \]

\[ = c_p' y^{-p} (1 + |r_j|^{p+1}) \sum_{n_{\neq 0}} |n|^{-1-p}. \]

This completes the proof of Lemma 9.13.

Combining the above with Satz 17 of Roelcke [1] (which states that \( \sum_{j} |\lambda_j|^{-2} \) is convergent) we obtain

**Corollary.** If \( a_j \) is any rapidly decreasing sequence of complex numbers, i.e., \( a_j = O(j^{-p}) \) for any real \( p \), then

\[ \sum_{j=1}^{\infty} a_j \phi_j(\tau) \]

satisfies conditions (i), (ii) and (iii) in the definition of the class \( A \).

Conversely, if \( h(\tau) \) satisfies (i), (ii) and (iii), in the definition of the class \( A \), then
as \( j \to +\infty \).

Let us now drop the assumption (iv) in the definition of the class \( A \).

**Definition 9.2.** Let \( \mathcal{A} \) be the direct sum of the constants with the space \( \mathfrak{A}' \) of all those functions \( h(\tau) \) defined in the upper half plane \( \tau = x + iy \), \( y > 0 \) which satisfy conditions (i), (ii) and (iii) in the Definition 9.1 of the class \( A \), and

\[
\int \int \Omega \ h(\tau) y^{-2} \, dx \, dy = 0.
\]

We topologize \( \mathfrak{A}' \) by means of the semi-norms

\[
(9.15) \quad \sup_{\tau \in \Omega} | y^p \Delta^j h(\tau) | , \quad j, p = 0, 1, 2, \ldots.
\]

It is readily verified that \( \mathfrak{A}' \) is a metrizable complete locally convex topological vector space, i.e., \( \mathfrak{A}' \) is a Frechet space.

**Lemma 9.14.** Let \( h(\tau) \in \mathfrak{A} \) and put \( H(s) = \int \int \Omega h(\tau) E(\tau, s) y^{-2} \, dx \, dy \). Then

\[
\lim_{s \to 1} (s - 1) H(s) = \frac{\pi}{2} \int \int \Omega h(\tau) y^{-2} \, dx \, dy.
\]

**Proof.** By Lemma 9.1 we have

\[
\lim_{s \to 1} (s - 1) E(\tau, s) = \lim_{s \to 1} \left[ y^{\sigma} (2s) + y^{1 - \sigma} \frac{\Gamma(s - 1/2)}{\Gamma(s)} \xi(2s - 1) + R(\tau, s) \right]
\]

\[
= \pi^{1/2} \frac{\Gamma(1/2)}{\Gamma(1)} \lim_{s \to 1} (s - 1) \xi(2s - 1) = \frac{\pi}{2}.
\]

Now if \( h(\tau) \) is orthogonal to the constants then \( h(\tau) = O(y^{-p}) \) for every \( p \) by definition of \( \mathfrak{A} \) and \( (s - 1) E(\tau, s) = O(y^r) \) for some \( r \) if \( s \) is in a compact set by Lemma 9.5, so that \( (s - 1) h(\tau) E(\tau, s) \) is bounded if \( s \) is in a compact set. Moreover \( \int \int \Omega y^{-2} \, dx \, dy < \infty \) as is well known and readily verified. Hence we may apply the Lebesgue convergence theorem and obtain the assertion of Lemma 9.14, if \( h(\tau) \) is orthogonal to the constants. If \( h(\tau) \) is constant, Lemma 9.4 is readily verified.

We now introduce the space \( \mathfrak{B} \):

**Definition 9.3.** Let \( \mathfrak{B} \) be the set of all pairs \( \{ H(s), a_j \} \) where \( H(s) \) is in the class \( B \) of Definition 9.1 and \( a_j (j = 0, 1, 2, \ldots) \) an arbitrary rapidly decreasing sequence, satisfying

\[
(9.16) \quad \lim_{s \to 1} (s - 1) H(s) = \frac{(\pi^a)^{1/2}}{2 \cdot 3^{1/2}} a_0.
\]
We topologize $\mathfrak{B}$ by means of the semi-norms

$$
(9.17) \quad \max_{|s - 1/2| \leq q} \left\{ (1 + |t|^p) |(1 - s)H(s)| \right\}, \quad \max_j \left\{ (1 + j)^r |a_j| \right\}
$$

for any positive $p, q, r$. Again $\mathfrak{B}$ is a Frechet space.

Let us now consider the mapping

$$
(9.18) \quad h(\tau) \rightarrow \{ H(s), a_j \}
$$

where

$$
H(s) = \int \int_\mathfrak{Q} h(\tau) E(\tau, s) y^{-2} dxdy
$$

and

$$
a_j = \int \int_\mathfrak{Q} h(\tau) \phi_j(\tau) y^{-2} dxdy.
$$

**Theorem 9.1.** The mapping $(9.18)$ is a topological isomorphism of the topological vector space $\mathfrak{A}$ (of Definition 9.2) onto the topological vector space $\mathfrak{B}$ (of Definition 9.3).

**Proof.** The mapping $(9.18)$ is clearly linear. By Lemmas 9.6 and 9.14, and the corollary after Lemma 9.13, $(9.18)$ maps $\mathfrak{A}$ into $\mathfrak{B}$. Now we use the result A. Selberg (Lectures, Institute for Advanced Study, 1954–1955) and W. Roelcke [1, (140)] that $(9.18)$ is a unitary mapping of $L^2(\mathfrak{Q}; y^{-2}dxdy)$ onto the direct sum of $L^2(R_\tau = 1/2; ds/|\xi(2s)|^2)$ with Hilbert space $l^2$ of all square summable sequences $a_j$. Thus if $\{ H(s), a_j \} \in \mathfrak{B}$ then its inverse image under $(9.18)$ is given by

$$
(9.19) \quad h(\tau) = \int_{R_\tau = 1/2} H(s) E(\tau, 1 - s) \frac{ds}{|\xi(2s)|^2} + \sum_{j=0} a_j \phi_j(\tau).
$$

Now we apply Lemmas 9.12, 9.14 and the corollary to Lemma 9.13 and conclude that $(9.18)$ maps $\mathfrak{A}$ one-one onto $\mathfrak{B}$ as follows: suppose $H(s) \in \mathfrak{B}$ and put $h^1(\tau) = \int_{R_\tau = 1/2} H(s) E(\tau, 1 - s) |\xi(2s)|^{-2} ds$, repeat the argument used in the proof of Lemma 9.12. One finds that $h^1(\tau) + a_0 \in \mathfrak{A}$ (where the additional term $a_0$ comes from the residues at the poles $s = 0$ or 1 obtained by shifting the line of integration as in the proof of Lemma 9.9). It follows that $h(\tau)$ as defined by $(9.19)$ is contained in $\mathfrak{A}$.

Since the topology of $\mathfrak{A}$ is stronger than that of $L^2(\mathfrak{Q}; y^{-2}dxdy)$ we conclude that $(9.18)$ is a closed mapping of $\mathfrak{A}$ onto $\mathfrak{B}$. Since $\mathfrak{A}$ and $\mathfrak{B}$ are Frechet spaces, the closed graph theorem applies (see Bourbaki [1]) so that $(9.18)$ is continuous in the topologies of $\mathfrak{A}$ and $\mathfrak{B}$. The continuity of the inverse of $(9.18)$ follows in the same way. This proves Theorem 9.1.
Corollary. Let $s$ be any fixed complex number $\neq 1, 0, -1, -2, \ldots$. Then $E(r, s)$ is not identically zero in $r$.
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