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1. Introduction. In 1891, A. Hurwitz [8] proved that for any irrational number $\theta$ there are infinitely many rational approximations $p/q$ which satisfy the inequality

$$q^2 \left| \theta - \frac{p}{q} \right| < 5^{-1/2}. \tag{1.1}$$

Although the constant $5^{-1/2}$ cannot be improved, it can be decreased if certain irrational numbers are removed from consideration. Let us say that $\theta$ is equivalent to $\theta'$ in case there are integers $a, b, c, d$ such that

$$\theta' = \frac{(ad + b)}{(c\theta + d)} \quad \text{with} \quad |ad - bc| = 1.$$  

Then (1.1) can be improved thus: if the irrational number $\theta$ is not equivalent to $(5^{1/2} - 1)/2$, then there are infinitely many rational numbers $p/q$ such that

$$q^2 \left| \theta - \frac{p}{q} \right| < 8^{-1/2}. \tag{1.2}$$

Now in case only one rational approximation $p/q$, and not infinitely many, is asked for, the constants in (1.1) and (1.2) can be improved. A. V. Prasad [21] showed in 1948 that to every irrational $\theta$ there is at least one rational approximation $p/q$ satisfying (1.1) with $5^{-1/2}$ replaced by the smaller value $2/(3 + 5^{1/2})$. We prove that (1.2) can be improved by replacing $8^{-1/2}$ with $1/(2^{1/2} + 3/2)$ if only one approximation $p/q$ is required. In fact, in §2 we prove much more. We answer the question: What is the best possible constant in an inequality of type (1.2) if we want at least $m$ rational approximations to an irrational number which has, in its continued fraction expansion, infinitely many partial quotients greater than or equal to $n$.

In §3 we consider other situations where there is a well-established theory of "infinitely many approximations," and we treat the corresponding problem of "at least one approximation." We note that in some of our results the constant is best possible. In §4, we extend a result of J. F. Koksma [10].

We conclude this section by stating some well known facts about continued fractions so that they will be available for easy reference and referral. We denote the continued fraction expansion of the irrational number $\theta$ by
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\[
\theta = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \ddots}} = [a_0, a_1, a_2, \ldots],
\]
where each \(a_j\) is an integer and \(a_j \geq 1\) for \(j \geq 1\). Let \(\alpha_n = [a_{n+1}, a_{n+2}, \ldots], \beta_n = [a_n, a_{n-1}, \ldots, a_1]\) and let \(p_n/q_n\) denote the \(n\)th convergent to \(\theta\). Then
\[
\left| \frac{\theta - p_n}{q_n} \right| = \left| \frac{\theta - \frac{p_n + \sigma p_{n-1}}{q_n + \sigma q_{n-1}}}{q_n + \sigma q_{n-1}} \right| = \frac{1}{\left(1 + \frac{\sigma}{\alpha_n - \sigma} - \frac{\sigma}{\beta_n + \sigma}\right)(q_n + \sigma q_{n-1})^2}
\]
By using the definition of \(p_n/q_n\), we have
\[
\theta = [0, n, n, \ldots] \implies p_j = q_{j-1} \quad \text{for} \quad j \geq 0.
\]
Finally we remark that two irrational numbers are equivalent if and only if their continued fraction expansions are the same from some point on.

2. An extension of a theorem of Prasad. Prasad [21] proved that for any irrational \(\theta\), there are at least \(m\) pairs of relatively prime integers \(p, q > 0\), satisfying
\[
\left| \theta - \frac{p}{q} \right| \leq 1/(c_m q^2)
\]
where \(c_m = (5^{1/2} + 1)/2 + h_m/k_m\), where \(h_j/k_j\) is the \(j\)th convergent to \((5^{1/2} - 1)/2\). Further, if \(\theta = (5^{1/2} - 1)/2\), then there are exactly \(m\) solutions. This section is devoted to a proof of an extension of this theorem of Prasad.

We first state a lemma the proof of which is routine computation.

**Lemma 2.1.** Let \(n\) be a positive integer and let
\[
c = ((n^2 + 4)^{1/2} + n)/2 + 1/n.
\]
Then
\[
c < n + 2/n < n + 1/(n - 1) + 1/(n + 1) \quad \text{if} \quad n \geq 2,
\]
and
Prasad showed that the constant in (2.1) cannot be improved in case \( \theta = (5^{1/2} - 1)/2 \). In fact, it is not hard to see that many irrational numbers, all equivalent to \((5^{1/2} - 1)/2\), also require this constant. What about those irrationals not equivalent to \((5^{1/2} - 1)/2\)? Can the constant be improved for these irrationals? The affirmative answer is a consequence of the following theorem.

**Theorem 2.2.** Let \( \theta_2 = 2^{1/3} - 1 \) and let \( P_j/Q_j \) denote the jth convergent to \( \theta_2 \). Then for any irrational \( \theta \) not equivalent to \((5^{1/2} - 1)/2\) and any positive integer \( m \), there are at least \( m \) solutions in relatively prime integers \( p, q, q>0 \), to the inequality

\[
|\theta - p/q| \leq 1/(K_m q^2)
\]

where \( K_m = 2^{1/2} + 1 + P_{2m-1}/Q_{2m-1} \). Moreover, if \( \theta = \theta_2 \), there are exactly \( m \) solutions.

Both this result and Prasad's theorem are special cases of the next theorem.

**Theorem 2.3.** Let \( n \) be a positive integer and let \( \theta_n = [0, n, n, \ldots] = ((n^2 + 4)^{1/2} - n)/2 \). For any positive integer \( m \), let

\[
c_m = \theta_n + n + P_{2m-1}/Q_{2m-1}
\]

where \( P_j/Q_j \) is the jth convergent to \( \theta_n \). Then if \( \theta = [a_0, a_1, a_2, \ldots] \) is irrational and if \( a_j \geq n \) for infinitely many values of \( j \), there are at least \( m \) solutions in relatively prime integers \( p, q, q>0 \), to the inequality

\[
|\theta - p/q| \leq 1/(c_m q^2).
\]

Moreover, the constant \( c_m \) cannot be improved, since for \( \theta = \theta_n \) there are exactly \( m \) solutions and equality is attained.

**Proof.** If \( n = 1 \), then any irrational \( \theta \) satisfies the hypothesis and the statement is precisely the theorem of Prasad. We assume therefore that \( n \geq 2 \).

We first note that

\[
c_1 = ((n^2 + 4)^{1/2} - n)/2 + n + 1/n
\]

(2.3)

\[
= ((n^2 + 4)^{1/2} + n)/2 + 1/n,
\]

and since the odd convergents decrease to \( \theta_n \),

(2.4)

\[
c_1 > c_2 > \cdots > \theta_n + n + \theta_n = (n^2 + 4)^{1/2}.
\]

Without loss of generality we may assume \( 0 < \theta < 1 \). Let \( \theta = [0, a_1, a_2, \ldots] \) be the simple continued fraction expansion of \( \theta \) and let \( p_j/q_j \) denote the jth convergent to \( \theta \). Let \( \alpha_j = [a_{j+1}, a_{j+2}, \ldots] \) and \( \beta_j = [a_j, a_{j-1}, \ldots, a_1] \) so that
\[ |\theta - p_j/q_j| = 1/(A_j^q), \]

where

\[ A_j = \alpha_j + \frac{q_{j-1}}{q_j} = \alpha_j + \frac{1}{\beta_j}, \]

using (1.3). Thus we need only exhibit \( m \) values of \( j \) for which \( A_j \geq c_m \).

If \( a_{j+1} \geq n + 1 \) for infinitely many values of \( j \), then by (2.6), (2.3), Lemma 2.1(a) and (2.4),

\[ A_j > \alpha_j > a_{j+1} \geq n + 1 \geq n + 2/n > c_1 \geq c_m. \]

Hence in this case there are infinitely many solutions to (2.2).

We may assume then that \( a_j \leq n \) for \( j \geq j' \). We now break the argument into three parts. First we show that for \( n = 2 \), if \( \theta \) is not equivalent to \( \theta_2 \), then there are infinitely many solutions to (2.2). Next we show for \( n \geq 3 \) that \( \theta \) not equivalent to \( \theta_n \) implies there are infinitely many solutions to (2.2). Finally, we show that if \( n \geq 2 \), then \( \theta \) equivalent to \( \theta_n \) implies there are at least \( m \) solutions to (2.2).

In the case \( n = 2 \), if \( \theta \) is not equivalent to \( \theta_2 \) then there must exist infinitely many \( j \geq j' + 2 \) such that \( a_{j+1} = 2 \) and \( a_{j+2} = 1 \). For such a \( j \) we have

\[ A_j = [a_1, \ldots, a_{j+2}, \ldots] + [0, a_j, a_{j-1}, \ldots, a_1] > 2 + \frac{1}{1 + \frac{1}{2 + \frac{1}{2 + \frac{1}{2 + 1}}}} = 2 + \frac{72}{77}. \]

Now \( 2 + \frac{72}{77} > 2^{1/2} + 3/2 = c_1 \geq c_m \) (for \( n = 2 \)). Thus in this case there are infinitely many solutions of (2.2).

To complete this second part where \( n \geq 3 \), we require 4 cases.

Case 1. Suppose \( a_j \leq n - 1 \), \( a_{j+1} = n \), \( a_{j+2} \leq n - 1 \) for infinitely many \( j \geq j' \). Then for such a \( j \),

\[ A_j > a_{j+1} + \frac{1}{a_{j+2} + 1} + \frac{1}{a_j + 1} \geq n + \frac{1}{n-1} + \frac{1}{n+1} > c_1, \]

the last inequality by reason of Lemma 2.1(a). Therefore in this case we have infinitely many solutions to (2.2).

Case 2. Suppose \( a_{j+1} = n \) and \( a_{j+2} \leq n - 2 \) for infinitely many \( j \geq j' \). Then for such a \( j \),

\[ A_j > a_{j+1} + \frac{1}{a_{j+2} + 1} + \frac{1}{a_j + 1} \geq n + \frac{1}{n-2} + \frac{1}{n+1} > c_1, \]
the last inequality again by reason of Lemma 2.1(a). We have infinitely many solutions to (2.2) in this case also.

By considering Cases 1 and 2, we see that we may assume the existence of a $j''$ such that for $j \geq j''$,

$$a_{j+1} = n \text{ and } a_{j+2} \leq n - 1 \text{ imply } a_{j+2} = n - 1 \text{ and } a_j = n.$$ 

Because of this last statement we see that we need only consider the following situations.

**Case 3.** Suppose $a_j \leq n - 1, a_{j+1} = a_{j+2} = n, a_{j+3} = n - 1$ for infinitely many $j \geq j'' + 2$. Then for such a $j$

$$A_j > a_{j+1} + \frac{1}{a_{j+2}} + \frac{1}{a_{j+3}} + \frac{1}{a_j} + \frac{1}{a_{j-1}} + \frac{1}{a_{j-2} + 1}$$

$$\geq n + \frac{1}{n} + \frac{1}{n-1} + \frac{1}{n-1} + \frac{1}{n+1}$$

$$= n + (n-1)/(n^2 - n + 1) + (n+2)/(n^2 + 2n - 1)$$

$$> c_1,$$

using Lemma 2.1 (b). And again we have infinitely many solutions to (2.2).

**Case 4.** Suppose $a_{j-1} = a_j = a_{j+1} = n$ and $a_{j+2} = n - 1$ for infinitely many $j \geq j''$. For such a $j$

$$A_j > [a_{j+1}, a_{j+2}, a_{j+3}, a_{j+4} + 1] + 1/[a_j, a_{j-1}]$$

$$\geq [n, n - 1, 1, n + 1] + 1/[n, n]$$

$$> n + (n + 2)/(n^2 + 2n + 1) + (n - 1)/(n^2 + n + 1)$$

$$> c_1,$$

again by use of Lemma 2.1 (b). Hence in this case also we have infinitely many solutions to (2.2) for any value of $m$.

Thus we see that for our final part, for any $n \geq 2$ we may assume that $a_j = n$ from some point on. Let $J$ be the smallest integer for which

$$a_j = n, \quad \text{if } j > J.$$ 

We now consider three cases.

**Case 1°.** Suppose $a_J \geq n + 1$. We will show that for the $m$ values of $j$, $j = J-1, J+1, \ldots, J+2m-3$,

$$A_j \geq c_m.$$ 

For $j = J-1$,

$$A_j > a_J \geq n + 1 > c_1 \geq c_m$$

by use of Lemma 2.1(a). For any other values of $j$, 


(2.7) \[ \alpha_j = [n, n, n, \cdots] = n + \theta_n. \]

Also

\[
1/\beta_j = \frac{1}{n} + \cdots + \frac{1}{a_j} + \cdots + \frac{1}{a_1}
\]

where there are \( j - J \) occurrences of \( n \) preceding \( a_j \). Since \( j - J \) is odd and \( a_j \geq n + 1 \), we will decrease the above expression if we replace

\[ 1/[a_j, \cdots, a_1] \]

by the larger quantity \( 1/(n + 1/n) \). Hence we obtain

\[ A_j > n + \theta_n + 1/[n, n, \cdots, n] = n + \theta_n + P_{j-J+2}/Q_{j-J+2}. \]

Thus \( A_j \geq c_m \) since \( j - J + 2 \) is odd and \( \leq 2m - 1 \). We have \( m \) solutions to (2.2) which completes the proof of Case 1°.

Case 2°. Suppose \( a_j \leq n - 1 \). We will show that \( A_j \geq c_m \) for at least \( m \) values of \( j \), namely for

\[ j = J, J + 2, \cdots, J + 2m - 2. \]

First, for \( j = J \),

\[
A_j = [a_{j+1}, \cdots] + 1/[a_j, \cdots, a_1] \geq \theta_n + n + 1/(a_j + 1)
\]

\[ \geq \theta_n + n + 1/n = \theta_n \geq c_m, \]

by use of (2.7). For any of the other \( m - 1 \) values of \( j \),

\[
1/\beta_j = \frac{1}{n} + \cdots + \frac{1}{a_j} + \cdots + \frac{1}{a_1}
\]

where \( a_j \) is preceded by \( j - J \) occurrences of \( n \). In this case \( a_j \leq n - 1 \) so

\[ 1/[a_j, \cdots, a_1] \geq 1/n. \]

Hence, since \( j - J \) is even,

\[
1/\beta_j \geq [0, n, \cdots, n] = P_{j-J+1}/Q_{j-J+1}
\]

where, as indicated, the number of \( n \)'s is \( j - J + 1 \). This together with (2.7) gives us

\[ A_j \geq \theta_n + n + P_{j-J+1}/Q_{j-J+1}. \]

Thus, as before, \( A_j \geq c_m \) since \( j - J + 1 \) is odd and \( \leq 2m - 1 \).

Finally we consider

Case 3°. Suppose \( J = 0 \) so that \( \theta = \theta_n \). Then for

\[ j = 1, 3, \cdots, 2m - 1, \]

we have
\[ A_j = \left[ a_{j+1}, \ldots \right] + Q_{j-1}/Q_j \]
\[ = n + \theta_n + P_j/Q_j \text{ (using (2.7) and (1.5))} \]
\[ = c_{(j+1)/2} \geq c_m. \]

The last inequality follows since \( j \leq 2m - 1 \) and odd.

To show that the constant in (2.2) cannot be improved we use a theorem due to Legendre (see [5, Theorem 184]) which implies that, since \( c_m > (n^2 + 4)^{1/2} > 2 \), any solution of (2.2) must be a convergent of \( \theta \). However, for \( \theta = \theta_n \), the only \( P_j/Q_j \) for which \( A_j \geq c_m \) are those stated in Case 3°, since \( P_j/Q_j < P_{2m-1}/Q_{2m-1} \) if \( j \) is even or if \( j \) is odd and greater than \( 2m - 1 \). This completes the proof of the theorem.

There are a number of corollaries to the preceding theorem. The first corresponds to the second result in the Markoff chain (see, for example, Cassels [2, p. 18]) and is a special case of Theorem 2.2.

**Corollary 2.4.** If \( \theta \) is not equivalent to \((5^{1/2} - 1)/2\), then there is at least one pair of relatively prime integers \( p, q, q > 0 \), satisfying
\[ |\theta - p/q| \leq 1/((2^{1/2} + 3/2)q^3). \]
Moreover, for \( \theta = 2^{1/2} - 1 \) there is precisely one pair.

Although the following result is well-known(3), it is interesting to note that it follows immediately from (2.4) and Theorem 2.3.

**Corollary 2.5 (Perron).** For any positive integer \( n \), if \( \theta \) is as in Theorem 2.3, then there are infinitely many pairs of relatively prime integers \( p, q, q > 0 \), satisfying
\[ |\theta - p/q| < 1/((n^2 + 4)^{1/2}q^2). \]
Moreover, for \( \theta = \theta_n \) the constant \((n^2 + 4)^{1/2}\) cannot be increased.

We are able, as a consequence of the proof of Theorem 2.3, to improve the constant in Corollary 2.5 for all but a countable number of relevant \( \theta \).(4)

**Corollary 2.6.** For any positive integer \( n \), if \( \theta \) is as in Theorem 2.3 but \( \theta \) is not equivalent to \( \theta_n \), then there are infinitely many pairs of relatively prime integers \( p, q, q > 0 \), satisfying
\[ |\theta - p/q| < \frac{1}{\left( \frac{(n^2 + 4)^{1/2} + n}{2} + \frac{1}{n} \right) q^2}. \]

---


(4) It should be remarked that K. Shibata, in *On the order of the approximation of irrational numbers by rational numbers*, Tôhoku Math. J. vol. 30 (1929) pp. 22-50, has shown that the best coefficient of \( q^4 \) in this case is \( O(1/n^4) \) greater than \( n + 2/n \).
3. One approximation in some other settings. As we noted in the preceding section, Prasad considered the question of one approximation corresponding to the Hurwitz theorem. There are other theorems stating the existence of infinitely many approximations about which the question of one approximation may be asked. In this section we consider three such theorems.

Let us denote by \((k)\) the inequality
\[
|\theta - p/q| < k/q^2.
\]

Scott [24] showed that if we restrict the fractions \(p/q\) to be from any one of the three classes (i) \(p, q\) both odd, (ii) \(p\) odd, \(q\) even, or (iii) \(p\) even, \(q\) odd, then there are infinitely many such \(p/q\) satisfying (1). Other proofs of this result have been given by Robinson [22], Oppenheim [20] and Kuipers and Meulenbeld [11]. Robinson also showed that if any pair of these classes were used, there would be infinitely many satisfying \((1/2)\). Here, then, are two results about which we can ask if we can improve the constants 1 and 1/2 if we wish only one solution to the inequality. The answer is contained in the following theorem.

**Theorem 3.1.** Let \(\theta\) be an irrational number and consider the three types of fractions odd/odd, odd/even, and even/odd.

(a) If any one of the three types is chosen, then there is at least one fraction \(p/q\) of the chosen type satisfying
\[
|\theta - p/q| < 1/q^2.
\]
Moreover, the constant 1 cannot be diminished.

(b) If any two of the three types are chosen, then there is at least one fraction \(p/q\) of one of the chosen types satisfying
\[
|\theta - p/q| < \sqrt{2}/q^2.
\]
Moreover, the constant \(2\) cannot be increased.

The first statement in each of (a) and (b) follows trivially from the theorems of Scott and Robinson. The last statements follow from the following two theorems. An easy modification of an example given by Oppenheim [20] yields the examples in the proof of Theorem 3.2, whereas the examples in Theorem 3.3 are due to Robinson [22].

**Theorem 3.2.** For any \(\sigma > 0\) and for any choice of one of the three types odd/odd, odd/even, or even/odd, there is an irrational number \(\theta\) so that no fraction of the chosen type satisfies
\[
|\theta - p/q| \leq (1 - \sigma)/q^4.
\]

**Proof.** Let \(\sigma > 0\) be given and choose an integer \(m\) so that \(m > 1/\sigma\). Let \(\theta = [a_0, a_1, a_2, \cdots]\) where each \(a_n \geq 2m + 1(n \geq 0)\). If odd/odd is the chosen type, further require each \(a_n\) to be even. If even/odd was chosen, let \(a_0\) be
odd and $a_n$ even for $n \geq 1$. Finally, if odd/even was chosen, let $a_0$ and $a_1$ be odd and $a_n$ even for $n \geq 2$. It is routine to check that for these choices of $\theta$, no convergent is of the chosen type.

Now let

$$x = q^2 | \theta - p/q|.$$ 

If $x \geq 1$, there is nothing to prove. If $x < 1$, then $p/q$ must be a convergent or a secondary convergent (cf. Oppenheim [20] or Robinson [22]). Now by the choice of $\theta$, no convergent is of the chosen type. Hence we must have that $p/q$ is a secondary convergent, i.e.,

$$p/q = (p_n + \mu p_{n-1})/(q_n + \mu q_{n-1}) \quad (\mu = \pm 1),$$

for some integer $n$, where $p_n/q_n$ is a convergent to $\theta$. Now if $n \geq 1$, let $\alpha = [a_{n+1}, a_{n+2}, \ldots]$ and $\beta = [a_n, \ldots, a_1]$. Then by (1.4) we have

$$x = (q_n + \mu q_{n-1})^2 | \theta - (p_n + \mu p_{n-1})/(q_n + \mu q_{n-1})|$$

$$= (1 + \mu/\alpha - \mu/\beta + \mu)^{-1}$$

$$= (\alpha - \mu)/(\alpha + \beta + 1)$$

$$= 1 - (2 - \mu(\alpha - \beta))/((\alpha + \beta + 1) > 1 - (2 + \alpha + \beta)/(a\beta + 1).$$

Now

$$(\alpha + 1) - m(2 + \alpha + \beta) = (\alpha - m)(\beta - m) - m^2 - 2m + 1$$

$$> (m + 1)^2 - m^2 - 2m + 1 > 0,$$

using the fact that $\alpha, \beta > 2m + 1$. Hence

$$x > 1 - (2 + \alpha + \beta)/m(2 + \alpha + \beta) = 1 - 1/m > 1 - \sigma.$$ 

If $n = 0$, then $x > 1$ for $\mu = -1$. Thus

$$p = p_0 + p_{-1} = a_0 + 1 \quad \text{and} \quad q = q_0 = 1$$

so

$$x = | \theta - (a_0 + 1)| = 1 - [0, a_1, a_2, \ldots]$$

$$> 1 - 1/m > 1 - \sigma.$$ 

This completes the proof of Theorem 3.2 and consequently of Theorem 3.1(a).

Theorem 3.3. For any $\sigma > 0$ and for any choice of two of the three types odd/odd, odd/even, or even/odd, there is an irrational number $\theta$ so that no fraction of the chosen types satisfies

$$| \theta - p/q| \leq 1/((2 + \sigma)q^2).$$

Proof. Let $\sigma > 0$ be given and choose $m > 2/\sigma$. Again by Legendre's theorem we need only consider convergents $p_n/q_n$ to $\theta = [a_0, a_1, \ldots]$. If odd/odd
is not chosen, let \( a_0 \) be odd and greater than \( m \), let \( a_{2n} = 2 \) for \( n \geq 1 \), and let \( a_{2n-1} \) be even and greater than \( m \) for \( n \geq 1 \). Then \( p_{2n+1}/q_{2n+1} \) is odd/even and \( p_{2n}/q_{2n} \) is odd/odd so we need only consider odd convergents. But for \( n \geq 1 \),

\[
q_{2n-1} \mid q_{2n-1} \theta - p_{2n-1} = ([a_{2n}, a_{2n+1}, \ldots] + [0, a_{2n-1}, \ldots])^{-1}
\]

\[
> (a_{2n} + 1/a_{2n+1} + 1/a_{2n-1})^{-1}
\]

\[
> (2 + 1/m + 1/m)^{-1}
\]

\[
> (2 + \sigma)^{-1}.
\]

Thus the result is established if odd/odd is not chosen.

If even/odd is not chosen, let \( a_{2n} = 2 \) and \( a_{2n+1} \) be even and greater than \( m \) for \( n \geq 0 \). Then \( p_{2n}/q_{2n} \) is even/odd and \( p_{2n+1}/q_{2n+1} \) is odd/even so by (3.1) the result also follows in this case.

Finally, if odd/even is not chosen, let \( a_{2n+1} = 2 \) and \( a_{2n} \) be even and greater than \( m \) for \( n \geq 0 \). Then, as above, \( p_{2n}/q_{2n} \) is even/odd and \( p_{2n+1}/q_{2n+1} \) is odd/even. By an argument similar to that in (3.1) we obtain the result in this case. The proof of the theorem is thus complete.

In 1945, Segre [25] proved the following theorem:

**Every irrational \( \theta \) has infinitely many rational approximations \( u/v \) such that**

\[
\left( \frac{1}{1 + 4\gamma} \right)^{1/2} \frac{1}{v^2} < \theta - \frac{u}{v} < \left( \frac{1}{1 + 4\gamma} \right)^{1/2} \frac{1}{v^2}
\]

**where \( \gamma \geq 0 \) is arbitrary.**

(Note that any even convergent satisfies the result for \( \gamma = 0 \) while for \( \gamma = 1 \) the result is the classical theorem of Hurwitz.) Since that time a number of people, including Olds [19], Negoescu [16; 17], Robinson [23], LeVeque [12] and Tornheim [27], have considered this problem of asymmetric approximation. Robinson showed further that for any \( \sigma > 0 \) and any irrational \( \theta \), the inequality

\[
\frac{-1}{(5^{1/2} - \sigma)q^2} < \frac{p}{q} - \theta < \frac{1}{(5^{1/2} + 1)q^2}
\]

has infinitely many solutions. Thus one side of Hurwitz's theorem can be strengthened without essentially weakening the other.

Are there inequalities of the above form when only one solution is desired? In particular, is it possible to strengthen one side of Prasad's theorem without essentially weakening the other? The answer to these questions in the negative is contained in the following theorem.

**Theorem 3.4.** Any statement of the form: "For any irrational \( \theta \), there is at least one pair of integers \( p, q \) so that

\[
-c/q^2 \leq p/q - \theta \leq d/q^2
\]

for some \( d, 0 \leq d < (3 - 5^{1/2})/2 \)," is false unless \( c > 1/5^{1/2} \).
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Note 1. If \( \theta \) does not satisfy the above statement, then \(-\theta \) does not satisfy the corresponding statement with \( c \) and \( d \) interchanged.

Note 2. There is a true statement of the form given in the theorem for \( c > 1/5^{1/2} \), namely the result of Robinson quoted above.

Proof. Again we need only consider convergents to \( \theta \). If \( \theta = (5^{1/2} - 1)/2 \), then all the odd convergents satisfy

\[
\frac{p}{q} - \theta \geq \frac{3 - 5^{1/2}}{2q^2},
\]

and all the even convergents satisfy

\[
\theta - \frac{p}{q} > \frac{1}{(5^{1/2}q^2)}.
\]

The first inequality follows from the last two paragraphs of the proof of Theorem 2.3 (take \( m = n = 1 \)) and the second follows from

\[
\theta - \frac{p_{2n}}{q_{2n}} = \frac{1}{(1 + (5^{1/2} - 1)/2 + p_{2n}/q_{2n})q_{2n}^2} > \frac{1}{((5^{1/2} + 1)/2 + (5^{1/2} - 1)/2)q_{2n}^2} = \frac{1}{5^{1/2}q_{2n}^2},
\]

where we use (2.8) to obtain the first exhibited equality.

Let us now turn our attention to nonhomogeneous approximations; that is, to quantities of the form

\[
|v(v_0 - u - \alpha)|
\]

where \( \theta \) is irrational, \( \alpha \) is real and \( u \) and \( v \) are integers. Note that we have been considering quantities of this form for \( \alpha = 0 \), the homogeneous case.

Before continuing, we require a notion of equivalence, first defined by Descombes [4], of ordered pairs of real numbers.

Definition 3.5. The pairs \((\theta, \alpha)\) and \((\theta', \alpha')\) are called equivalent, denoted \((\theta, \alpha) \sim (\theta', \alpha')\), if there exists six integers \(A, B, C, D, E, F\), with \(AD - BC = \pm 1\), so that

\[
\theta' = \frac{A\theta + B}{C\theta + D}, \quad \alpha' = \frac{(AD - BC)\alpha}{C\theta + D} + \frac{E\theta + F}{C\theta + D}, \quad C\theta + D > 0.
\]

It is easy to verify that this relation is an equivalence relation. Note also that \((\theta, \alpha) \sim (\theta', \alpha')\) implies that \(\theta\) is equivalent to \(\theta'\) under the definition given in \(\S 1\).

The paper of Descombes [4] is concerned with the proof of a theorem of which the following is a part.
Theorem 3.6. If \( \theta \) is any irrational number, \( \alpha \) any real number and \( \sigma \) is greater than 0:

(a) there exists an infinity of pairs of integers \((u, v)\), with \( v > 0 \), such that
\[
v | v \theta - u - \alpha | < \frac{1}{5^{1/2}} + \sigma,
\]
the constant \(1/5^{1/2}\) cannot be diminished for the pairs \((\theta, \alpha)\) equivalent to
\[
\left( \frac{1 + 5^{1/2}}{2}, 0 \right);
\]

(b) if the pair \((\theta, \alpha)\) is different from these latter special pairs, there is an infinity of pairs of integers \((u, v)\), with \( v > 0 \), such that
\[
v | v \theta - u - \alpha | < \frac{27}{28(7^{1/2})} + \sigma,
\]
the constant \(27/(28(7^{1/2}))\) cannot be diminished for the pairs \((\theta, \alpha)\) equivalent to
\[
\left( \frac{7 - 7^{1/2}}{14}, \frac{1}{14} \right);
\]

(c) if the pair \((\theta, \alpha)\) is different at the same time from the special pairs of (a) and from the special pairs of (b), there exists an infinity of pairs of integers \((u, v)\), with \( v > 0 \), such that
\[
v | v \theta - u - \alpha | < \frac{1}{8^{1/2}} + \sigma,
\]
the constant \(1/8^{1/2}\) cannot be diminished for the pairs \((\theta, \alpha)\) equivalent to
\[
(2^{1/2}, 0).
\]

Part (a) of Theorem 3.6 is due to Khintchine [9] and part (b) to Cassels [1].

Suppose we ask the question which Prasad asked in the homogeneous case. Can the constant \(1/5^{1/2}\) in part (a) of the theorem be decreased if we wish only one solution? We do not know the solution to this question(6). However, the following is a partial result.

Theorem 3.7. For any irrational \( \theta \), any real \( \alpha \) and any \( \sigma > 0 \), there is at least one pair of integers \((u, v)\), with \( v > 0 \), so that
\[
0 < v | v \theta - u - \alpha | < \frac{1}{5^{1/2}} + \sigma.
\]
Moreover, the constant \(1/5^{1/2}\) cannot be replaced by any smaller number.

Proof. The first statement is an obvious corollary of Theorem 3.6(a).

(6) Note that the above together with Prasad's theorem (Theorem 2.3 with \( n = 1 \)) implies that the best constant \( c \) for which there is at least one solution to \( v | v \theta - u - \alpha | < c + \sigma \) is such that \( 2/(5^{1/2} + 3) \leq c \leq 1/5^{1/2} \). The corresponding question when \( v \) may be negative was handled by P. Kanagasabapathy, Proc. Cambridge Philos. Soc. vol. 48 (1952) pp. 365-366.
Descombes [4, especially p. 262] shows that if \( \theta = \alpha \), we need only consider pairs \((u, v)\) equal to \((p_n, q_n + 1)\), where \(p_n/q_n\) is the \(n\)th convergent to \(\theta\). (See also Sós [26] for a different derivation.) Thus let

\[
\alpha = \theta = (5^{1/2} - 1)/2 = [0, 1, 1, 1, \ldots].
\]

Then for \(v = q_n + 1, u = p_n\), by the special character of \(\theta\) (in particular, using (1.3), (2.8) and (1.5)),

\[
v \mid v\theta - u - \alpha = (q_n + 1) \mid q_n\theta - p_n
\]

(3.3)

Now by (3.2), for \(n\) even

\[
q_n \mid q_n\theta - p_n > 1/5^{1/2}
\]

so certainly the quantity in (3.3) is greater than \(1/5^{1/2}\). Thus it suffices to prove that for \(n\) odd

\[
\frac{q_n + 1}{q_n(\theta + 1) + q_{n-1}} > \frac{1}{5^{1/2}}.
\]

We do this by noting that the following statements are equivalent:

\[
(q_n + 1)/(q_n(\theta + 1) + q_{n-1}) > 1/5^{1/2},
\]

\[
5^{1/2}q_n + 5^{1/2} > q_n(\theta + 1) + q_{n-1},
\]

\[
(5^{1/2} - 1 - \theta)q_n + 5^{1/2} > q_{n-1},
\]

\[
\theta q_n + 5^{1/2} > q_{n-1} \quad \text{(since } \theta = (5^{1/2} - 1)/2),
\]

\[
\theta + \frac{5^{1/2}}{q_n} > \frac{q_{n-1}}{q_n} = \frac{p_n}{q_n} \quad \text{(by (1.5))},
\]

\[
\frac{5^{1/2}}{q_n} > \frac{p_n}{q_n} - \theta = \frac{1}{(\theta + 1 + q_{n-1}/q_n)q_n} \quad \text{(since } n \text{ is odd and by (3.3))},
\]

(3.4)

\[
5^{1/2} > 1/q_n((\theta + 1) + q_{n-1}/q_n).
\]

But \(q_n \geq 1\) and \(\theta + 1 + q_{n-1}/q_n > 1\) so (3.4) holds.

This completes the proof of the theorem.

It should be remarked that the restriction

\[
v \mid v\theta - u - \alpha > 0
\]

is essential for our proof as this quantity is 0 for our choice of \(\theta\) and \(\alpha\) when \(v = 1\) and \(u = 0\).

4. An extension of a theorem of Koksma. Koksma [10], improving on a result of Hartman [6], showed by using part (a) of Theorem 3.6 that:
If \( \theta \) is irrational and \( \sigma > 0 \), then for any integers \( s \geq 1 \), \( a \), \( b \), there are infinitely many pairs of integers \( p, q, (q > 0) \), satisfying the conditions

\[
| \theta - p/q | < s^2(1 + \sigma)/(5^{1/2}q^2)
\]

and

\[
p \equiv a \pmod{s}, \quad q \equiv b \pmod{s}.
\]

We use parts (b) and (c) of Theorem 3.6 to show what happens if we disregard those numbers which require \( 5^{1/2} \) in the above result.

Theorem 4.1. Let \( \theta \) be any irrational number not equivalent to \( (5^{1/2} - 1)/2 \) and let \( \sigma > 0 \). Then for any integers \( s \geq 1 \), \( a \), \( b \), there are infinitely many pairs of integers \( p, q, (q > 0) \), so that

\[
| \theta - p/q | < s^2(27 + \sigma)/(28(7^{1/2})q^2)
\]

and

\[
p \equiv a \pmod{s}, \quad q \equiv b \pmod{s}.
\]

Moreover, if \( \theta \) is also not equivalent to \( (7 - 7^{1/2})/14 \) or if \( s \not\equiv 0 \pmod{14} \), then there are infinitely many pairs of integers \( p, q, (q > 0) \), satisfying (4.2) and

\[
| \theta - p/q | < s^2(1 + \sigma)/(8^{1/2}q^3).
\]

Proof. Let \( \theta \) be irrational and not equivalent to \( (5^{1/2} - 1)/2 \), let \( \sigma > 0 \) be given, and suppose \( s \geq 1, a, b \) are integers. By Theorem 3.6(b), there exist infinitely many pairs of integers \( u, v \), with \( v > 0 \), satisfying

\[
v|v\theta - u - \alpha| < (27 + \sigma_1)/(28(7^{1/2}))
\]

where \( \alpha = (a - b\theta)/s \) and

\[
0 < \sigma_1 < \sigma - b\sigma(\sigma + 27)/((\sigma + 27)b + \sigma).
\]

Let

\[
p = a + us, \quad q = b + vs
\]

so

\[
\theta q - p = \theta(b + vs) - (a + us)
\]

\[
= s(v\theta - u - (a - b\theta)/s)
\]

\[
= s(v\theta - u - \alpha).
\]

Hence \( |\theta q - p| = s|v\theta - u - \alpha| < s(27 + \sigma_1)/(28(7^{1/2})v) \) for infinitely many values of \( v \). We therefore have infinitely many pairs of integers \( p, q, (q > 0) \), which satisfy (4.1) and (4.2), since for all \( v \) so large that \( q > (27 + \sigma)b + \sigma)/\sigma \) we have
Now if
\[(4.4) \quad \phi, (a - b\theta)/s \sim ((7 - 7^{1/2})/14, 1/14),\]
then by part (c) of Theorem 3.6, the constant $27/(28(7^{1/2}))$ can be improved.
The first condition in Definition 3.5 of the equivalence of pairs shows that if
$(4.4)$ does not hold, then $\phi$ is equivalent to $(7 - 7^{1/2})/14$. However, even if
$\phi$ and $(7 - 7^{1/2})/14$ are equivalent, the second condition requires $s/14$ to be
an integer. Hence, if either of these two conditions is not satisfied, then there
are infinitely many pairs of integers $u, v, (v > 0)$ such that
\[v \mid \theta v - u - (a - b\theta)/s < (1 + \sigma)/s^{1/2}\]
where $0 < \sigma_1 < \sigma - (\sigma + 1)b\sigma/((\sigma + 1)b + \sigma)$. Thus for
\[p = a + us, \quad q = b + vs\]
and $v$ such that $q > 1 + (\sigma + 1)b/\sigma$, we obtain infinitely many solutions to $(4.3)$
and $(4.2)$.
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