1. Introduction. In [19], Murray and von Neumann made use of their trace function on a factor of type II_1 to induce an inner product on the factor and, by left multiplication, a representation of the factor (with simple multiplicity). Gelfand and Neumark [5] employed a similar process in more general circumstances to construct representations of certain Banach algebras and prove their well-known characterization of C*-algebras. Segal [24] recognized the importance of this construction of representations for the study of infinite-dimensional representations of locally compact groups and for the study of C*-algebras themselves. Emphasizing the order structure, he constructed representations corresponding to positive linear functionals on a C*-algebra. By means of such representations, spectral values could be made to correspond to eigenvectors. The key to many of the results of [24] was Segal’s extremal characterization of those functionals which give rise to irreducible representations.

The program of this paper is to describe, in terms of the C*-algebra and its space of positive linear functionals (states) the type invariants of the representing operator algebra arising from the given C*-algebra and the representation induced by a given state of it. In particular, we characterize those states which give rise to a representing algebra whose weak closure is a factor, is of type I, of type II, and of type III (Theorem A). We shall sketch a technique for doing the dimension theories of the weak closure of the representing operator algebra due to a state and of its commutant in terms of the state space. (The “coupling” can be described in these terms, from this.)

For the sake of clarity, we have carried this program out for factor representations (the factor, or local, case). In the last section, we supply the definitions (Definitions 4.2 and 4.3) necessary to make the extension of these local results to the global case (arbitrary states) a routine matter. (The key to these results, Theorem C, applies to the global case.) This same section contains a characterization (Theorem H) of those (norm) separable C*-algebras which admit maximal cyclic representations (equivalent to no proper subrepresentations of cyclic representations). These are the separable type I (equivalently, GCR [6; 14]) algebras with countable structure space.

A standard translation makes these results applicable to unitary representations of locally compact groups.

2. Notation and preliminaries. Our C*-algebras are complex Banach alge-
bras with an operation $A \to A^*$ satisfying $(aA + B)^* = aA^* + B^*$, $(AB)^* = B^*A^*$, $(A^*)^* = A$, and $||AA^*|| = ||A|| \cdot ||A^*||$, and containing a unit element $I$. (This last is not an essential requirement.) A representation (sometimes called, * representation) of such an algebra is a homomorphism $\phi$ whose image lies in the algebra of bounded operators on some Hilbert space, satisfying $\phi(A^*) = \phi(A)^*$.

A positive element $A$ in a C*-algebra is one which is self-adjoint ($A = A^*$) and whose spectrum consists of non-negative real numbers. A state $\rho$ of a C*-algebra $\mathfrak{A}$ is a linear functional on $\mathfrak{A}$ such that $\rho(A) \geq 0$ if $A \geq 0$. (The requirement $\rho(I) = 1$ is often added; but we shall not do so.) Each state $\rho$ of a C*-algebra $\mathfrak{A}$ "induces" a representation of $\mathfrak{A}$ as follows [5; 24]. The mapping $A, B \to \rho(B^*A)$ is a positive semidefinite inner product on $\mathfrak{A}$. From the Cauchy-Schwarz inequality, the set of null vectors $\mathcal{N}_\rho$ is a left ideal in $\mathfrak{A}$. The vector space quotient of $\mathfrak{A}$ by $\mathcal{N}_\rho$ is then a pre-Hilbert space in the induced inner product. The operators $\phi_\rho(A)'$ defined on the quotient by $\phi_\rho(A)'(B + \mathcal{N}_\rho) = AB + \mathcal{N}_\rho$ are bounded and have unique bounded extensions $\phi_\rho(A)$ to the completion $\mathcal{K}_\rho$. The mapping $\phi_\rho$ is the desired representation of $\mathfrak{A}$. The vector $\chi_\rho = I + \mathcal{N}_\rho$ is cyclic under $\phi_\rho(\mathfrak{A})$, i.e., its images under $\phi_\rho(\mathfrak{A})$ form a dense subset of $\mathcal{K}_\rho$.

If the C*-algebra $\mathfrak{A}$ acts on the Hilbert space $\mathcal{H}$ (i.e., the abstract C*-algebra has a faithful representation on $\mathcal{H}$), each vector $x$ in $\mathcal{H}$ defines a state of $\mathfrak{A}$ by $\rho(A) = \langle \phi_\rho(A)x, x \rangle$, for each $A$ in $\mathfrak{A}$.

We speak of a representation such that there is a cyclic vector for the image as a cyclic representation. If $\phi$ and $\psi$ are cyclic representations of the C*-algebra $\mathfrak{A}$ with cyclic vectors $x$ and $y$, respectively, such that $\omega_x \circ \phi = \omega_y \circ \psi$, then the mapping $U'$ defined by $U'(\phi(A)x) = \phi_\psi(A)y$ extends to a unitary transformation $U$ of the Hilbert space upon which $\phi(\mathfrak{A})$ acts onto the Hilbert space upon which $\psi(\mathfrak{A})$ acts; and $U\phi(A)U^{-1} = \psi(A)$, for each $A$ in $\mathfrak{A}$. In general, when such a $U$ exists, we say that $\phi$ and $\psi$ are unitarily equivalent representations and that $U$ effects or implements the equivalence.

If $\mathcal{F}$ is a family of operators on and $\mathcal{V}$ a set of vectors in the Hilbert space $\mathcal{H}$, we denote by $[\mathcal{F}\mathcal{V}]$ the closure of the set of vectors $\{Tx: T \in \mathcal{F}, x \in \mathcal{V}\}$. We denote by this same symbol the orthogonal projection operator on that subspace. In fact, we adopt our usual convention of identifying a subspace and the orthogonal projection on it with regard to terminology and notation. If $\phi$ is a representation of the C*-algebra $\mathfrak{A}$ as operators on $\mathcal{H}$ and $x$ is in $\mathcal{H}$, then $[\phi(\mathfrak{A})x]$ is a projection commuting with $\phi(\mathfrak{A})$. We call the set of operators commuting with a family $\mathcal{F}$, the commutant of $\mathcal{F}$ and denote it by $\mathcal{F}'$. With $E'$ a projection in $\phi(\mathfrak{A})'$, the mapping $A \to \phi(A)E'$ is a representation of $\mathfrak{A}$. Such a representation is called a subrepresentation of $\phi$. If, in particular, $E' = [\phi(\mathfrak{A})x]$, then this subrepresentation is unitarily equivalent to that in-
duced by the state $\omega \circ \phi$ of $\mathfrak{A}$ (from the preceding paragraph). We denote by $\mathfrak{S}^-$ the strong operator closure of the family of operators $\mathfrak{S}$. With $\mathfrak{S}$ a $\ast$-algebra, $\mathfrak{S}^-$ coincides with the weak operator closure of $\mathfrak{S}$ [1, p. 43, Theorem 2]. We note that $[\mathfrak{S}^u] = [\mathfrak{S}^u \cap \mathfrak{U}]$, for general $\mathfrak{S}$.

If $\rho$ is a state of the $C^*$-algebra $\mathfrak{A}$ such that $\tau \preceq \rho$, for another state $\tau$ of $\mathfrak{A}$ (i.e., $\rho - \tau$ is a state of $\mathfrak{A}$) implies that $\tau = a\rho$, for some scalar $a$; we say that $\rho$ is a pure state of $\mathfrak{A}$. In another form, with $\rho \neq 0$, $\rho$ is pure if and only if $\rho/\rho(I)$ is an extreme point of the (convex) set of states which take the value 1 at $I$. In [24, pp. 79–80], the pure states are identified as those which induce irreducible representations (i.e., representations $\phi$ such that $\phi(\mathfrak{A})'$ consists of scalar multiples of $I$, or, equivalently [20], $\phi(\mathfrak{A})^-$ is all bounded operators). If $\rho$ is a state of the $C^*$-algebra $\mathfrak{A}$ and $A$ an operator in $\mathfrak{A}$, we denote by $\rho_A$ the state of $\mathfrak{A}$ defined by $\rho_A(B) = \rho(A^*BA)$.

**Definition 2.1.** If $\rho$ is a state of the $C^*$-algebra $\mathfrak{A}$, we denote by $\bar{\rho}$ the norm closure of the set $\{ \rho_A : A \in \mathfrak{A} \}$ in the dual space of $\mathfrak{A}$; and by $\bar{\rho}$ the norm closure of the set $\{ \tau : \tau \preceq \rho, \tau$ a state of $\mathfrak{A} \}$. We write $\tau \preceq \rho$ when $\tau \subseteq \rho$, and $\tau \sim \rho$ when $\tau \cap \rho = \{ 0 \}$, we say that $\tau$ and $\rho$ are disjoint.

**Remarks (2a).** The relation $\preceq$ is an equivalence relation on the states of $\mathfrak{A}$.

(2b). The relation $\preceq$ is (more precisely, induces) a partial ordering of the set (of equivalence classes) of states of $\mathfrak{A}$.

(2c). We have $\tau \preceq \rho$ if and only if $\tau \subseteq \rho$. In fact, if $\tau \preceq \rho$, then $\tau \subseteq \rho$ since $\tau \subseteq \bar{\tau}$. If $\tau \subseteq \rho$, then, for some sequence of operators $(A_n)$ in $\mathfrak{A}$, $\| \rho_{A_n} - \tau \| \to 0$. But $\| \rho_{A_n} - A \| \leq \| \rho_{A_n} - \tau \| \cdot \| A \|^2$; so that $\tau \subseteq \rho$, for each $A$ in $\mathfrak{A}$. Thus $\tau \subseteq \rho$.

(2d). We noted that $\rho_\phi$ is irreducible if and only if $\rho$ is pure. Now $\mathfrak{A}_\rho$ is one (or zero)-dimensional if and only if $\rho/\rho(I)$ is a homomorphism. Thus each homomorphism of $\mathfrak{A}$ is a pure state.

We shall make use of some of Mackey's terminology [16], applied, however, to representations of $C^*$-algebras rather than groups.

**Definition 2.2.** If $\phi$ is a representation of the $C^*$-algebra $\mathfrak{A}$ as bounded operators on the Hilbert space $\mathfrak{H}$, we say that $\phi$ is a factor representation when $\phi(\mathfrak{A})^-$ has center consisting of scalar multiples of its unit element (i.e., is a factor in the sense of [18]). Two representations of $\mathfrak{A}$ are said to be disjoint when no subrepresentation of one is unitarily equivalent to a nonzero subrepresentation of the other.

We classify states according to the type invariants of the representing algebras corresponding to them.

**Definition 2.3.** If $\rho$ is a state of the $C^*$-algebra $\mathfrak{A}$, we say that $\rho$ is primary if $\rho_\phi$ is a factor representation. If $\phi(\mathfrak{A})^-$ is of type $I$, II, or III, we say that $\rho$ is of type $I$, II, or III, respectively, and that $\rho$ is finite or infinite as $\phi(\mathfrak{A})^-$ is.

3. **Principal results.** Theorem A. If $\rho$ is a state of the $C^*$-algebra $\mathfrak{A}$ then $\rho$ is primary if and only if $\preceq$ totally orders $\bar{\rho}$. If $\rho/\rho(I)$ is not a homomorphism; $\rho$ is pure if and only if $\rho$ is minimal but not maximal in the set of primary states with
If \( \rho/\rho(I) \) is primary, it is of type I if and only if \( \rho \leq \tau \) for some pure state \( \tau \) of \( \mathcal{A} \); it is of type III if and only if it is minimal and maximal in the set of primary states and not a homomorphism; it is of type II otherwise (equivalently, if \( \tau \leq \rho \) implies \( \tau \) is not minimal).

**Theorem B.** A primary state \( \rho \) of the C*-algebra \( \mathcal{A} \) is infinite if and only if \( \rho \) contains an infinite family of states \( \{ \tau_n \} \) such that \( \tau_n(I) = 1 \), \( ||\tau_n - \tau_m|| = 2 \) if \( n \neq m \), and \( \tau_n \sim \tau_m \) for all \( n \) and \( m \).

The proofs of these theorems require the following results.

**Theorem C.** If \( \rho \) is a state of the C*-algebra \( \mathcal{A} \) then \( \tau \in \rho \) if and only if \( \phi, \tau \) is unitarily equivalent to a subrepresentation of \( \phi, \rho \). Equivalently, \( \tau \in \rho \) if and only if there exists a vector \( x \) in \( \mathcal{A} \) such that \( \tau = \omega_x \circ \phi, \rho \).

The nonalgebraic aspect of Theorem C depends on the following result.

**Theorem D.** If \( \omega \) is a state of the C*-algebra \( \mathcal{A} \) acting on the Hilbert space \( \mathcal{H} \) and \( (x_n) \) is a sequence of vectors in \( \mathcal{H} \) such that \( ||\omega - \omega_{x_n}|| \mathcal{H} \to 0 \), then \( \omega \) is a vector state of \( \mathcal{A} \).

For the proof of this, we shall need:

**Lemma E.** If \( \mathcal{A} \) is a von Neumann algebra and \( (E_n) \) is a sequence of cyclic projections in \( \mathcal{A} \) which tend strongly to \( E \), then \( E \) is a cyclic projection.

**Proof.** Let \( F_n \) be the range projection of \( EE_n \). Then \( F_n \leq E, F_n \) is cyclic in \( \mathcal{A} \), and \( F_n \) tends strongly to \( E \). In fact, with \( x_n \) a unit vector generating \( E_n, Ex_n \) generates \( F_n \); for \( [\mathcal{A}'(Ex_n)] = [E \mathcal{A}'x_n] = [E(E_n(\mathcal{H}))] \), where \( \mathcal{H} \) is the underlying Hilbert space. With \( x \) a unit vector in \( E, (F_nx, x) \to (EE_nEx, x) = (EE_nx, x) \to 1 \), since \( EE_nE \leq I \) and the range of \( EE_nE \) is contained in \( F_n \). Thus \( F_nx \to x \).

Working with \( E \mathcal{A} E \) and \( \mathcal{A}' E \) acting on \( E(\mathcal{H}) \); we may assume that \( E = I \). Note next that \( I \) is countably decomposable. Indeed, if \( \{ G_n \} \) is an orthogonal family of nonzero projections in \( \mathcal{A} \), let \( G_{a(n)}, G_{a(n)}', \ldots \) be that countable subfamily of \( \{ G_n \} \) consisting of those projections \( G_n \) such that \( G_nx_n \neq 0 \). Then \( \{ G_{a(n)} \} \) is a countable subfamily of \( \{ G_n \} \); and if \( G_n \) is not in it, \( G_nx_n = 0 \), for all \( n \). Thus \( G_n \mathcal{A}'x_n = 0 \), and \( G_nE_n = 0 \), for all \( n \). Since \( E_n \) tends strongly to \( I, G_n = 0 \); and \( \{ G_n \} = \{ G_{a(n)} \} \). From [10, Lemma 3.3.7], we can choose a maximal cyclic projection \( F \) in \( \mathcal{A} \) (one such that every other is \( \leq \) it). If \( F \) is a central projection such that \( PF \) is purely infinite (in the sense of [10], i.e., \( QF \) is infinite for each nonzero central projection \( Q \leq F \)); then \( PF \sim P \), according to [10, Lemma 3.3.3]; so that \( P \) is cyclic. Thus the purely infinite central portion of \( F \) has cyclic central carrier; and it remains to prove that the central carrier, \( Q \) of the finite portion of \( F \) is cyclic. Restricting attention to \( \mathcal{A}Q \) and \( \mathcal{A}' Q \) acting on \( Q(\mathcal{H}) \), we may assume that \( F \) is finite. Since \( F \) is maximal cyclic, its central carrier is \( I \) [10, Lemma 3.3.6]. Thus, since \( F \) is finite,
\( \mathfrak{A} \) has no portion of type III. It follows that \( F \) is contained in a properly larger finite projection unless \( F = I \) (in which case, \( I \) is cyclic and the proof is complete). Let \( G \) be a finite projection containing \( F \). As before, the range projections of \( GE_n \) are cyclic, contained in \( G \), and approach \( G \) strongly. Restricting attention to \( G \mathfrak{A} G \) and \( \mathfrak{A}' G \) acting on \( G(\mathfrak{H}) \), we may assume that \( I (= G) \) is finite.

Let \( x \) be a unit vector in \( \mathfrak{H} \). The state \( A \rightarrow (\text{Tr}(A)x, x) \) of \( \mathfrak{A} \) is completely additive, where \( \text{Tr} \) is the center-valued trace on \( \mathfrak{A} \) \([1, \text{Chapter III, §4}; 2]\), in view of \([10, \text{Theorem 3.2.8(d)}]\), since \( \text{Tr} \) is the dimension function on projections of \( \mathfrak{A} \), and \( \mathfrak{A} \) is countably decomposable. This state is, accordingly, normal (i.e., weakly continuous on the unit sphere of \( \mathfrak{A} \)) \([1, \text{Theorem 1}, \text{p. 54 and Example 9, p. 65}]\).

Thus \( (x, x) \rightarrow \text{Tr}(F)x, x \rightarrow (x, x) = 1 \), since \( E_n \lesssim F \leq I \). It follows that \( \text{Tr}(F) = I = F \), \( I \) is cyclic (after the various reductions—or of the original notation is cyclic); and the proof is complete.

**Proof of Theorem D.** Note that with \( \eta \) and \( \tau \) normal states of \( \mathfrak{A}^\ast \), \( ||\eta - \tau|| = ||\eta - \tau| \mathfrak{A}^\ast|| \), for the unit ball of \( \mathfrak{A}^\ast \) is strongly hence weakly dense in the unit ball of \( \mathfrak{A}^\ast \) \([13]\) and \( \eta - \tau \) is weakly continuous on the unit ball of \( \mathfrak{A}^\ast \). Thus \( (\omega_{E_n} - \omega) \) is a Cauchy convergent sequence. Its limit in the dual of \( \mathfrak{A}^\ast \) is clearly a state of \( \mathfrak{A}^\ast \) and an extension of \( \omega \) (which we denote again by \( \omega \)).

If \( \varepsilon > 0 \) is given, choose \( n \) such that \( ||\omega - \omega_{E_n}|| < \varepsilon/2 \). Then, if \( A \) in the unit ball of \( \mathfrak{A}^\ast \) is such that \( |\omega_{E_n}(A)| = |(A x_n, x_n)| < \varepsilon/2, |\omega(A)| < |\omega_{E_n}(A)| + \varepsilon/2 \leq \varepsilon \).

Thus \( \omega \) is weakly continuous at 0 on the unit ball of \( \mathfrak{A}^\ast \), and, by linearity, is weakly continuous on the entire unit ball, i.e., \( \omega \) is normal on \( \mathfrak{A}^\ast \).

Let \( E_n \) be the support of \( \omega_{E_n} \) in \( \mathfrak{A}^\ast \) and \( E \) the support of \( \omega \). We have \( E_n = [\mathfrak{A} x_n] \). Thus \( F_n \), the closure of the range of \( EE_n \), is a cyclic projection in \( \mathfrak{A}^\ast \) contained in \( E \). In fact, \([\mathfrak{U} E x_n] = [E \mathfrak{U} x_n] = F_n \). With \( a_n = ||\omega - \omega_{E_n}|| \),

\[
\omega(E - F_n) \leq a_n + \omega_{E_n}(E - F_n) = a_n + ( (E - F_n) x_n, x_n) \leq a_n + ||(E - F_n) x_n||^2
\]

\[= a_n + ||EE_n x_n - F_n x_n||^2 = a_n + ||F_n(EE_n x_n - x_n)||^2 \]

\[\leq a_n + ||EE_n x_n - x_n||^2 = a_n + ||(I - E) x_n, x_n|| = a_n + \omega_{E_n}(I - E) \]

\[\leq a_n + a_n + a_n + \omega(I - E) = 2a_n.\]

Thus \( \omega(E - F_n) \rightarrow 0 \). Now, from \([1, \text{Prop. 4}, \text{p. 62}; 3, \text{Lemma 2.3}]\), \( F_n \) tends strongly to \( E \). Whence, from Lemma \( E \), \( E \) is a cyclic projection in \( \mathfrak{A}^\ast \). If \( y \) is a generating vector for \( E \), \( \omega_y \) and \( \omega \) have \( E \) as support. Thus \( \omega \) is a vector state of \( \mathfrak{A}^\ast \) \([1, \text{Chapter I, §4}]\).

**Proof of Theorem C.** Suppose, first, that \( \tau = \omega_y \circ \phi_x \) for some vector \( x \) in \( \mathfrak{H}_p \). Since \( \mathfrak{K}_p = [\phi_p(\mathfrak{K}) x_p] \), there is a sequence of operators \( (A_n) \) in \( \mathfrak{K} \) such that \( ||\phi_p(A_n) x - x|| \rightarrow 0 \). Now, if \( B \) is in the unit ball of \( \mathfrak{K} \), and \( y, z \) are vectors in \( \mathfrak{K}_p \), \( ||\phi_p(B)|| \leq 1 \), so that:

\[
| (\phi_p(B)y, y) - (\phi_p(B)z, z) | \leq | (\phi_p(B)y, y - z) | + | (\phi_p(B)(y - z), z) |
\]

\[\leq (||y|| + ||z||)||y - z||.\]
Thus
\[ ||\omega_y \circ \phi_p - \omega_x \circ \phi_p|| \leq (||y|| + ||z||)||y - z||. \]
In particular,
\[ ||P_{A_n} - \tau|| = ||\omega_{P(A_n)x_p} \circ \phi_p - \omega_x \circ \phi_p|| \]
\[ \leq (||\phi(A_n)x_p|| + ||x||)(||\phi(A_n)x_p - x||) \]
\[ \leq (2||x|| + 1)(||\phi(A_n)x_p - x||), \]
for large \( n \). Hence \( \tau \in \hat{\rho} \).

Suppose now that \( \tau \in \hat{\rho} \), so that there is a sequence of operators \((A_n)\) in \( \mathfrak{A} \) such that \( ||P_{A_n} - \tau|| \rightarrow 0 \). Then \( \tau \) annihilates the kernel of \( \phi_p \), since each \( P_{A_n} \) does, and induces a linear functional \( \tau' \) of \( \phi_p(\mathfrak{A}) \). If \( \phi_p(A) \geq 0 \) then \( \phi_p([A + A^*]/2) = \phi_p(A) \) so that \( \tau'([A + A^*]/2) \geq 0 \), and \( \tau' \) is a state of \( \phi_p(\mathfrak{A}) \). Since \( \phi_p \) is a continuous linear mapping of the Banach space \( \mathfrak{A} \) onto the Banach space \( \phi_p(\mathfrak{A}) \) \([25, Corollary 3.1]\), it is an open mapping. By linearity then, for some \( k > 0 \), the ball of radius \( k \) about \( 0 \) in \( \mathfrak{A} \) is mapped onto a set containing the unit ball in \( \phi_p(\mathfrak{A}) \) by \( \phi_p \). With \( T \) in \( \phi_p(\mathfrak{A}) \) and \( ||T|| \leq 1 \), we may choose \( A \) in \( \mathfrak{A} \) with \( ||A|| \leq k \) such that \( \phi_p(A) = T \). Thus
\[ ||\tau'(T) - \omega_{P(A_n)x_p}(T)|| = ||\tau'(\phi(A)) - (\phi(A)\phi(A_n)x_p, \phi(A_n)x_p)|| \]
\[ = ||\tau(A) - P_{A_n}(A)|| \leq k||\tau - P_{A_n}||; \]
and \( ||\tau' - \omega_{P(A_n)x_p}|| \rightarrow 0 \). From Theorem D, there is a vector \( x \) in \( \mathfrak{K}_p \) such that \( \tau' = \omega_x \phi_p(\mathfrak{A}) \); so that \( \tau = \omega_x \circ \phi_p \). With \( E' = [\phi_p(\mathfrak{A})x] \), the subrepresentation \( A \rightarrow \phi_p(A)E' \) of \( \phi_p \) is unitarily equivalent to \( \phi_p \) (since each of these representations is cyclic with generating vectors for the images which induce the same state \( \tau \) of \( \mathfrak{A} \)).

If \( \phi_p \) is unitarily equivalent to a subrepresentation of \( \phi_p \) there is a vector \( x \) in \( \mathfrak{K}_p \) such that \( \tau = \omega_x \circ \phi_p \); whence \( \tau \in \hat{\rho} \), from the first paragraph of this proof.

Remark (3a). If \( \rho \) is a pure state then, from \([11]\), \( \phi_p(\mathfrak{A}) \) is \( n \)-fold transitive on \( \mathfrak{K}_p \) so that \( \tilde{\rho} = \{ \rho_A: A \in \mathfrak{A} \} \), i.e., this last set is norm closed in the dual of \( \mathfrak{A} \). Moreover, from \([7, Corollary 8]\), \( \tilde{\rho} = \{ \rho_U: U \) a unitary operator in \( \mathfrak{A} \}\).

Proof of Theorem A. Suppose that \( \rho \) is a primary state of \( \mathfrak{A} \) and \( \tau, \eta \in \hat{\rho} \). From Theorem C, there are vectors \( x \) and \( y \) in \( \mathfrak{K}_p \) such that \( \tau = \omega_x \circ \phi_p \) and \( \eta = \omega_y \circ \phi_p \). The projections \( E' = [\phi_p(\mathfrak{A})x] \) and \( F' = [\phi_p(\mathfrak{A})y] \) lie in the factor \( \phi_p(\mathfrak{A})' \) (\( \rho \) is primary). From \([18, Lemma 6.2.3]\), \( E' \preceq F' \) or \( F' \preceq E' \). Say \( E' \preceq F' \). A partial isometry in \( \phi_p(\mathfrak{A})' \) implementing this ordering effects a unitary equivalence between the representation \( A \rightarrow \phi_p(A)E' \) and a subrepresentation of \( A \rightarrow \phi_p(A)F' \). But these last representations are unitarily equivalent to \( \phi \), and \( \phi_n \), respectively (as noted at the end of the proof of Theorem C). Thus \( \tau \in \eta \), in this case; that is, \( \tau \preceq \eta \). It follows that \( \preceq \) totally orders (the equivalence classes of) \( \hat{\rho} \).
Suppose now that \( \preceq \) totally orders \( \hat{\rho} \); and let \( P \) be a central projection in \( \phi_\rho(\mathcal{A})' \). Let \( x = Px_\rho, y = (I-P)x_\rho, \tau = \omega_\rho \circ \phi_\rho, \) and \( \eta = \omega_\rho \circ \phi_\rho \). Suppose \( \tau \preceq \eta \).

From Theorem C, \( \phi_\rho \) is unitarily equivalent to a subrepresentation of \( \phi_\rho \); so that the representation \( A \rightarrow \phi_\rho(A)P \) is unitarily equivalent to a subrepresentation of the representation \( A \rightarrow \phi_\rho(A)(I-P) \) (since \( P = [\phi_\rho(\mathcal{A})x] \) and \( I-P = [\phi_\rho(\mathcal{A})y] \)). Let \( U' \) be a unitary operator which implements this equivalence, and define \( V' \) to be \( U' \) on \( P \) and 0 on \( I-P \). Then \( V' \) is a partial isometry in \( \phi_\rho(\mathcal{A})' \) with initial space \( P \) and final space in \( I-P \). Thus \( V' = (I-P)V'P = 0 \) and \( P = 0 \). Symmetrically, the assumption \( \eta \preceq \tau \) leads to the conclusion \( I-P = 0 \). Thus \( \phi_\rho(\mathcal{A})' \) is a factor as is \( \phi_\rho(\mathcal{A})^{-} \); and \( \rho \) is primary.

Note that \( \rho \) is a minimal element relative to the partial ordering \( \preceq \) if and only if each subrepresentation of \( \phi_\rho \) is unitarily equivalent to \( \phi_\rho \) (from Theorem C); and this is the case if and only if each projection in \( \phi_\rho(\mathcal{A})' \) is equivalent to \( I \). Now, this situation obtains for projections in a von Neumann algebra if and only if it is a factor (since all projections are comparable) and it is countably-decomposable of type III (since all projections are cyclic and infinite) or it consists of scalar multiples of the identity operator (in this case, \( \phi_\rho(\mathcal{A}) \) acts irreducibly and \( \rho \) is pure). If we assume that \( \mathcal{C}_\rho \) is not one-dimensional, equivalently that \( \rho/\rho(\mathcal{I}) \) is not a homomorphism, and \( \phi_\rho(\mathcal{A})' = \{aI\} \); then with \( x \) and \( y \) two linearly independent vectors in \( \mathcal{C}_\rho \), \( (x,y) \) is a generating vector for \( \phi_\rho(\mathcal{A}) \). Let \( \tau = \omega(x,y) \circ (\phi_\rho \circ \phi_\rho) \). Now \( (\phi_\rho \circ \phi_\rho)(\mathcal{A})' \) is a factor of type I_2; so that \( E' = [(\phi_\rho \circ \phi_\rho)(\mathcal{A})'x] \) is not equivalent to \( I \). But \( \phi_\rho \) is unitarily equivalent to \( A \rightarrow (\phi_\rho \circ \phi_\rho)(A)E' \). Thus \( \rho \preceq \tau \) and \( \rho \) is not maximal in the set of primary states.

We show, next, that \( \rho \) is maximal in the set of primary states if and only if \( \phi_\rho(\mathcal{A})' \) is infinite or \( \phi_\rho(\mathcal{A})' \) has a cyclic vector (so that \( \phi_\rho(\mathcal{A})^{-} \) and \( \phi_\rho(\mathcal{A})' \) have coupling 1). In fact, if \( \phi_\rho(\mathcal{A})' \) is infinite, and \( \rho \preceq \tau \), then \( [\phi_\rho(\mathcal{A})x] \sim [\phi_\rho(\mathcal{A})x_r] = \mathcal{C}_\rho \), where \( x \) in \( \mathcal{C}_\rho \) satisfies \( \omega_x \circ \phi_\rho = \rho \) (cf. Theorem C for the existence of such an \( x \), since \( [\phi_\rho(\mathcal{A})x] \) and \( \mathcal{C}_\rho \) are infinite cyclic projections in the factor \( \phi_\rho(\mathcal{A})' \) [10, Lemma 3.3.3]. Thus \( \rho \) is a maximal state in the set of primary states.

Suppose \( \phi_\rho(\mathcal{A})' \) is not infinite but has a cyclic vector, and let \( \tau \) be a primary state of \( \mathcal{A} \) such that \( \tau \preceq \rho \). Choose \( x \) in \( \mathcal{C}_\tau \) such that \( \omega_x \circ \phi_\rho = \rho \). Since \( \phi_\rho \) is unitarily equivalent to \( A \rightarrow \phi_\rho(A)E' \), where \( E' = [\phi_\rho(\mathcal{A})x] \); \( E' \phi_\rho(\mathcal{A})E' \) is finite, \( \phi_\rho(\mathcal{A})^{-}E' \) is finite since \( \phi_\rho(\mathcal{A})^{-} \) is [18, Theorem X], and \( [E' \phi_\rho(\mathcal{A})E'x] \) = \( E'[\phi_\rho(\mathcal{A})x] \) = \( E' \) (since \( \phi_\rho(\mathcal{A})^{-} \) is finite with cyclic vector \( x \) for \( E' \), and \( E' \phi_\rho(\mathcal{A})E' \) has some cyclic vector). Now \( [\phi_\rho(\mathcal{A})x] \) lies in \( \phi_\rho(\mathcal{A})^{-} \), a factor; whence, from \( E'[\phi_\rho(\mathcal{A})x] = E' \) and [18, Theorem III], \( [\phi_\rho(\mathcal{A})x] = I \). Thus \( [\phi_\rho(\mathcal{A})x] = E' \) is maximal cyclic in \( \phi_\rho(\mathcal{A})' \) [10, p. 340]; and, since \( \mathcal{C}_\tau \) is cyclic under \( \phi_\rho(\mathcal{A})^{-}, E' \) is equivalent to \( I \) in \( \phi_\rho(\mathcal{A})' \). Thus \( \rho \sim \tau \), and \( \rho \) is maximal in the set of primary states.

If \( \phi_\rho(\mathcal{A})' \) is finite and is not cyclic, then \( (\phi_\rho \circ \phi_\rho)(\mathcal{A})' \) is the tensor product
of $\phi(\mathfrak{H})'$ with a factor of type I$_2$ and is, therefore, finite. With $E' = [(\phi_p \oplus \phi_p)(\mathfrak{H})(x_p, 0)], A \rightarrow (\phi_p \oplus \phi_p)(A)E'$ is unitarily equivalent to $\phi_p$. Let $F'$ be a maximal cyclic projection in $(\phi_p \oplus \phi_p)(\mathfrak{H})'$ containing $E'$ [10, Lemma 3.3.7]. If $E' < F'$ then, by finiteness, $E'$ is not equivalent to $F'$; and the cyclic representation, $A \rightarrow (\phi_p \oplus \phi_p)(A)F'$ is not unitarily equivalent to $\phi_p$. Thus $\rho$ is not maximal in the set of primary states. We may assume, therefore, that $E'$ is maximal cyclic in $(\phi_p \oplus \phi_p)(\mathfrak{H})'$. From its definition, $E'$ is not cyclic under $\mathfrak{K}_p \oplus \mathfrak{K}_p$; whence, by finiteness and maximal cyclicity of $E'$, $\mathfrak{K}_p \oplus \mathfrak{K}_p$ is not cyclic under $(\phi_p \oplus \phi_p)(\mathfrak{H})$. Thus, from [8, Lemma 1.2.8; 10, Lemma 3.3.6], $\mathfrak{K}_p \oplus \mathfrak{K}_p$ is cyclic under $(\phi_p \oplus \phi_p)(\mathfrak{H})'$. Since $E'$ is maximal cyclic in $(\phi_p \oplus \phi_p)(\mathfrak{H})'$, some generator $x$ for $E'$ generates $\mathfrak{K}_p \oplus \mathfrak{K}_p$ under $(\phi_p \oplus \phi_p)(\mathfrak{H})'$; so that $(\phi_p \oplus \phi_p)(\mathfrak{H})'-E'$ and $E'(\phi_p \oplus \phi_p)(\mathfrak{H})'E'$ acting on $E'(\mathfrak{K}_p \oplus \mathfrak{K}_p)$ have a joint generating vector. However, these von Neumann algebras acting on $E'(\mathfrak{K}_p \oplus \mathfrak{K}_p)$ are unitarily equivalent to $\phi_p(\mathfrak{H})-E$, $\phi_p(\mathfrak{H})$ acting on $\mathfrak{K}_p$; so that they too have a joint generating vector, contrary to assumption. Thus $E'$ is not maximal cyclic and $\rho$ is not maximal in the set of primary states.

These characterizations of minimal states and maximal primary states leave only the type I description to be established. Now, $\rho$ is primary and of type I if and only if $\phi_p(\mathfrak{H})'$ is a type I factor [18, Lemma 5.3.1]. The factor $\phi(\mathfrak{H})'$ is of type I if and only if it contains a minimal projection $E'$. With $x$ a generator for $E'$, the state $\tau = \omega_x \circ \phi_p$ in $\rho$ is pure if and only if the representation $A \rightarrow \phi_p(A)E'$ is irreducible, which is the case if and only if $E'$ is minimal in $\phi_p(\mathfrak{H})'$.

Remarks (3b). Two states $\tau$ and $\rho$ of $\mathfrak{H}$ are disjoint if and only if their representations are disjoint. In fact $\tau$ and $\rho$ contain $\eta$ if and only if there are vectors $x$ and $y$ in $\mathfrak{K}_p$ and $\mathfrak{K}_p$, respectively, such that $\eta = \omega_x \circ \phi_p = \omega_y \circ \phi_p$, from Theorem C. For such vectors, the subrepresentations, $A \rightarrow \phi_p(A)E'$ and $A \rightarrow \phi_p(A)F'$, where $E' = [\phi_p(\mathfrak{H})x]$ and $F' = [\phi_p(\mathfrak{H})y]$, of $\phi_p$ and $\phi_p$, respectively, are unitarily equivalent. Conversely, if there are unitarily equivalent subrepresentations of $\phi_p$ and $\phi_p$, with $x$ and $y$ unit vectors carried onto one another by a unitary transformation implementing this equivalence, then $\omega_x \circ \phi_p = \omega_y \circ \phi_p$ is contained in $\tau$ and $\rho$, from Theorem C.

(3c). Combining (3b) with the criterion of Theorem A for $\rho$ to be primary, it follows that $\rho$ is primary if and only if $\rho$ does not contain nonzero disjoint states. In fact if $\prec$ totally orders $\rho$, this is clearly the case. On the other hand, if $\rho$ is not primary and $P$ is a central projection in $\phi_p(\mathfrak{H})'$ such that $0 \neq P \neq I$; then, as in the second paragraph of the proof of Theorem A, $A \rightarrow \phi_p(A)P$ and $A \rightarrow \phi_p(A)(I-P)$ are disjoint representations. With $x$ and $y$ unit vectors in $P$ and $I-P$, respectively, the states $\omega_x \circ \phi_p$ and $\omega_y \circ \phi_p$, in $\rho$, from Theorem C, are disjoint, by (3b) above.

(3d). In the statement and throughout the proof of Theorem A, we have left the meaning of minimality of $\rho$ somewhat ambiguous. This causes no difficulty since the two reasonable possibilities, “minimal in the set of states”
and "minimal in the set of primary states" coincide. In fact, if \( \rho \) is minimal in the set of all states, we have the situation dealt with in the proof of Theorem A; \( \rho \) is primary and, of course, minimal in the set of primary states. If \( \rho \) is minimal in the set of primary states and \( \tau \prec \rho \), then \( \tau \) is primary, from Theorem A, so that \( \tau \sim \rho \) and \( \rho \) is minimal in the set of all states.

The situation is quite different with regard to maximality. We shall discuss this in detail in the next section (cf. Theorem H).

For the proof of Theorem B, we shall need:

**Lemma F.** If \( \rho \) is a state of the C*-algebra \( \mathfrak{A} \), \( \tau \) and \( \eta \) lie in \( \mathfrak{B} \), and \( \tau', \eta' \) are normal states of \( \phi_\rho(\mathfrak{A}) \) such that \( \tau = \tau' \circ \phi_\rho, \eta = \eta' \circ \phi_\rho \); then the carriers of \( \tau' \) and \( \eta' \) are orthogonal if and only if \( \| \tau - \eta \| = \| \tau \| + \| \eta \| \).

**Proof.** We may suppose that \( \mathfrak{A} \) acting on \( \mathfrak{C} \) is the universal representation of \( \mathfrak{A} \) (the direct sum of cyclic representations of \( \mathfrak{A} \) corresponding to the distinct states of \( \mathfrak{A} \)). Assuming this, there is a vector \( x \) in \( \mathfrak{C} \) such that \( \omega_x | \mathfrak{A} = \rho \) and vectors \( y \) and \( z \) in \( E' \) such that \( \omega_y | \mathfrak{A} = \tau \) and \( \omega_z | \mathfrak{A} = \eta \), where \( E' = [\mathfrak{A}x] \).

From [13], \( \| \tau - \eta \| = \| (\omega_y - \omega_z) | \mathfrak{A} \| = \| \tau \| + \| \eta \| = \| y \|^2 + \| z \|^2 \).

The carrier of \( \omega_y | \mathfrak{A} \) is \([\mathfrak{A}y]\) and that of \( \omega_z | \mathfrak{A} \) is \([\mathfrak{A}z]\). Identifying \( \phi_\rho \) with \( A \rightarrow AE' \) (they are unitarily equivalent representations of \( \mathfrak{A} \)), the carrier of \( \tau' \) is \([E'\mathfrak{A'}E'y]\) \( \subseteq [\mathfrak{A}y]\) and that of \( \eta' \) is \([E'\mathfrak{A'}E'z]\) \( \subseteq [\mathfrak{A}z]\). It will suffice, therefore, to establish the special case: \( \| (\omega_y - \omega_z) | \mathfrak{A} \| = \| y \|^2 + \| z \|^2 \), for a von Neumann algebra \( \mathfrak{B} \), implies that \([\mathfrak{B}y]\) and \([\mathfrak{B}z]\) are orthogonal.

Let \( G \) be the space generated by \( y \) and \( z \). Since \( \omega_y - \omega_z | \mathfrak{A} = (\omega_y - \omega_z) (GAG) \) and \( \| GAG \| \leq \| A \| \), as a functional on \( G \mathfrak{A} G \), \( \omega_y - \omega_z \) has norm \( \| y \|^2 + \| z \|^2 \). Let \( A \) be an operator of norm 1 in \( G \mathfrak{A} G \) such that \( \omega_y - \omega_z = (A y, y) - (A z, z) = \| y \|^2 + \| z \|^2 \). From the Schwarz inequality, \( (A y, y) = \| y \|^2 \) and \( (A z, z) = - \| z \|^2 \). From the Schwarz equality, \( A y = y \) and \( A z = -z \). With \( A + A^* / 2 \) in place of \( A \), we conclude that \( y \) and \( z \) are eigenvectors of a self-adjoint operator corresponding to different eigenvalues; whence \( y \) and \( z \) are orthogonal.

With \( U' \) a unitary operator in \( \mathfrak{B} \), \( \omega_y | \mathfrak{B} = \omega_{U'y} | \mathfrak{B} \), and \( \omega_z | \mathfrak{B} = \omega_{U'z} | \mathfrak{B} \). From the above, \( U'y \) and \( V'z \) are orthogonal for each pair of unitary operators \( U', V' \) in \( \mathfrak{B} \). Now the unitary operators generate \( \mathfrak{B} \) linearly [1, p. 4]; so that \([\mathfrak{B}y]\) and \([\mathfrak{B}z]\) are orthogonal, and the proof of the sufficiency is complete.

To prove the necessity, we note that if the carriers \( G \) and \( F \) of \( \eta' \) and \( \tau' \), respectively, are orthogonal, then \( (\tau' - \eta') (F - G) = \| \tau' \| + \| \eta' \| - \| \eta \| + \| \eta \| = \| \tau \| + \| \eta \| \). With \( A \) in \( \mathfrak{A} \) such that \( A E' = F - G, \| A E' \| = \| F - G \| = 1, \tau'(A E') = (A y, y), \) and \( \eta'(A E') = (A z, z) \). The mapping \( A E' \rightarrow AP \), where \( P \) is the central carrier of \( E' \), is a \( * \)-isomorphism of \( \mathfrak{A} - E' \) onto \( \mathfrak{A} - P \) [10, Corollary 3.1.2]. Thus \( \| A E' \| = \| A P \| = 1 \) [5], and, since \( y \) and \( z \) are in \( E' \) \( \leq P \), \( (\omega_y - \omega_z)(A P) = (A P y, y) - (A P z, z) = (A y, y) - (A z, z) = \| \tau \| + \| \eta \| \leq \| (\omega_y - \omega_z) | \mathfrak{A} \| = \| \tau - \eta \| \). Of course, \( \| \tau - \eta \| \leq \| \tau \| + \| \eta \| \); so that \( \| \tau - \eta \| = \| \tau \| + \| \eta \| \), and the proof is complete.
Proof of Theorem B. The algebra $\phi_p(\mathcal{A})^-$ is infinite if and only if it contains an infinite number of equivalent orthogonal nonzero cyclic projections $\{E_n\}$. With $x_n$ a unit generating vector for $E_n$, let $\tau_n = \omega_{x_n} \circ \phi_p$. Then $\tau_n(I) = 1$, $\|\tau_n - \tau_m\| = 2$, when $n \neq m$ (from Lemma F), $\tau_n \in \bar{\beta}$, $\tau_n \sim \tau_m$, since $E_n$ and $E_m$ are equivalent in $\phi_p(\mathcal{A})^-$, so that $[\phi_p(\mathcal{A})x_n]$ and $[\phi_p(\mathcal{A})x_m]$ are equivalent in $\phi_p(\mathcal{A})^-'$ [18, Lemma 9.3.3].

If there is an infinite set $\{\tau_n\}$ of nonzero states in $\bar{\beta}$ with $\|\tau_n - \tau_m\| = \|\tau_n\| + \|\tau_m\|$, for $n \neq m$, and such that $\tau_n \sim \tau_m$; then $\phi_p(\mathcal{A})^-$ is infinite. In fact, with $x_m$ a vector in $\mathcal{A}P$ such that $\tau_n = \omega_{x_n} \circ \phi_p$, the carriers of $\{\omega_{x_n} \phi_p(\mathcal{A})^-\}$ form an orthogonal family of projections in $\phi_p(\mathcal{A})^-$, from Lemma F. These carriers $\{[\phi_p(\mathcal{A})x_n]\}$ are equivalent, from [18, Lemma 9.3.3], for $\{[\phi_p(\mathcal{A})x_n]\}$ are equivalent (since $\{\tau_n\}$ are equivalent).

4. Further developments. The order $\leq$ on $\bar{\beta}$ relates to the Murray-von Neumann ordering of the projections in $\phi_p(\mathcal{A})^-$.$ The ordering imposed by $\bar{\tau} \leq \bar{\eta}$ (cf. Definition 2.1) on the states of $\bar{\beta}$ is associated with the standard operator ordering of the cyclic projections in $\phi_p(\mathcal{A})^-$. We have:

THEOREM G. If $\rho$ is a state of the C*-algebra $\mathcal{A}$ then $\bar{\beta} = \{\omega_x \circ \phi_p: x$ a vector in the carrier of $\omega_x|\phi_p(\mathcal{A})^-\}$.

Proof. Note first that the carrier of $\omega_x|\phi_p(\mathcal{A})^-\}$ is $[\phi_p(\mathcal{A})^-'x_n] = E$; and that, with $y = A'x_n$, $A'$ in $\phi_p(\mathcal{A})^-'$, $\omega_y \circ \phi_p \leq \|A'\|^2 \rho$ (since $A'^*A' \leq \|A'\|^2 I$). Moreover, from the estimate of the first paragraph in the proof of Theorem C; with $y$ in $[\phi_p(\mathcal{A})^-'x_n]$, $\omega_y \circ \phi_p$ is a norm limit of states of $\mathcal{A}$ majorized by some multiple of $\rho$ (i.e., in $\bar{\beta}$).

If $\tau$ is in $\bar{\beta}$ and $A$ is in the kernel of $\phi_p$, then $\phi_p(A^*A) = 0$; so that $0 = \rho(A^*A) = \eta(A^*A)$, for each state $\eta$ of $\mathcal{A}$ majorized by a multiple of $\rho$. Thus $\tau(A^*A) = 0$ for norm limits $\tau$ of states such as $\eta$; and, from the Schwarz inequality, $\tau(A) = 0$. It follows, as in the proof of Theorem C, that there is a state $\tau'$ of $\phi_p(\mathcal{A})^-$ such that $\tau' \circ \phi_p = \tau$. With $\eta$ a state of $\mathcal{A}$ such that $0 \leq \eta \leq \rho_p$ and $\phi_p(A) \geq 0$ (we may assume that $A \geq 0$, as in the proof of Theorem C), $0 \leq \eta(A) = (\eta' \circ \phi_p)(A) \leq \rho(A) = a(\omega_x \circ \phi_p)(A)$; whence $0 \leq \eta' \leq \omega_x \phi_p(\mathcal{A})$. From [3, Lemma 2.2], $\eta' = \omega_{A'x_n}$ with $A'$ in $\phi_p(\mathcal{A})^-'$. As in the proof of Theorem C, $\tau'$ is a norm limit of states $\eta'$ of $\phi_p(\mathcal{A})$. From Theorem D, $\tau' = \omega_x \phi_p(\mathcal{A})$; so that $\tau = \omega_x \circ \phi_p$. Now, with $\eta' = \omega_{A'x_n}$ in $\phi_p(\mathcal{A})$, $\|\eta' - \tau\| = \|\omega_{A'x_n} \phi_p(\mathcal{A})^-' - \omega_x \phi_p(\mathcal{A})^-'\|$, and $\|E A'x_n, A'x_n\| = \|A'x_n\|^2$. Thus $(Ez, z) = \|z\|^2$ (using $\eta'(I) - \tau'(I)$); and $z$ lies in $E$. This completes the proof.

Remark (4a). The proof above establishes, as well, that with $\tau (= \omega_x \circ \phi_p)$ in $\bar{\beta}$, $\bar{\tau} = \{\omega_x \circ \phi_p: x$ a vector in the carrier of $\omega_x|\phi_p(\mathcal{A})^-\}$). If $E$ is the carrier of $\omega_x|\phi_p(\mathcal{A})^-'$, it is equally true that $\bar{\tau}$ consists of the states induced by the vectors of $EE'$, where $E' = [\phi_p(\mathcal{A})y]$. The last line of the proof of Theorem G, also proves that $\eta_x \circ \phi_p$ is in $\bar{\tau}$, then $z$ is in $E$.

The identifications made by Theorems C and G of $\bar{\beta}$, and $\bar{\tau}$, respectively, yield $\bar{\beta} \subseteq \bar{\beta}$. 
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Definition 4.1. We call a state $\rho$ of $\mathcal{A}$ separating when $\beta = \bar{\beta}$.

As an easy consequence of Theorems C and G, we have:

Corollary. A state $\rho$ of a $C^*$-algebra $\mathcal{A}$ is separating if and only if $x_\rho$ is a separating vector for $\phi_\rho(\mathcal{A})^-$. 

Proof. The vector $x_\rho$ is separating for $\phi_\rho(\mathcal{A})^-$ if and only if it is cyclic for $\phi_\rho(\mathcal{A})'$. This is the case if and only if $[\phi_\rho(\mathcal{A})'x_\rho] = \mathcal{C}_\rho = [\phi_\rho(\mathcal{A})x_\rho]$. From Theorems C, G, and the remark following, this last is equivalent to $\beta = \bar{\beta}$.

Each state $\tau$ of $\mathcal{A}$ in $\bar{\beta}$ corresponds to an equivalence class of projections in $\phi_\rho(\mathcal{A})'$, the cyclic projections generated by vectors $y$ in $\mathcal{C}_\rho$ such that $\tau = \omega_\rho \circ \phi_\rho$ (i.e., the projections in $\phi_\rho(\mathcal{A})'$ restrictions to which give representations unitarily equivalent to $\phi_\rho$). On the other hand, the same vectors $y$ all generate a single projection in $\phi_\rho(\mathcal{A})^-$, the carrier of the normal extension of $\tau'$ from $\phi_\rho(\mathcal{A})$ to $\phi_\rho(\mathcal{A})^-$ (using the notation of the proof of Theorem G). For the remainder, we adopt the notation $\tau'$ for the normal state of $\phi_\rho(\mathcal{A})^-$ such that $\tau = \tau' \circ \phi_\rho$.

Referring to the foregoing association of states in $\bar{\beta}$ with projections in $\phi_\rho(\mathcal{A})^-$ and $\phi_\rho(\mathcal{A})'$, we can develop a dimension theory on $\bar{\beta}$, in terms of the states of $\mathcal{A}$, which will reflect the dimension theories of $\phi_\rho(\mathcal{A})^-$ and $\phi_\rho(\mathcal{A})'$. The details are routine from the comments which follow. With $\tau$ and $\eta$ in $\bar{\beta}$, orthogonality of the carriers of $\tau'$ and $\eta'$ is equivalent to $|\tau - \eta| = |\tau| + |\eta|$, from Lemma F. Using [18, Lemma 9.3.3], equivalence of the carriers of $\tau'$ and $\eta'$ is the same as $\tau \sim \eta$. Having equivalence and orthogonality, the dimension theory on $\bar{\beta}$ can now be constructed in any of the usual ways (e.g. [10, §2; 18, Chapter VIII]). This will correspond to the dimension theory of the cyclic projections in $\phi_\rho(\mathcal{A})^-$. In view of the coupling theory [8; 9; 18] and the fact that all projections in $\phi_\rho(\mathcal{A})'$ are cyclic, this theory will correspond to the full dimension theory on these projections, once we have described the coupling in terms of $\bar{\beta}$. For this, we use Zorn's Lemma to locate a maximal set of states $\{\tau_\gamma\}$ in $\bar{\beta}$ each equivalent to $\rho$ and orthogonal in the above sense. The number of these states together with the dimension of a state $\tau$ in $\bar{\beta}$ of maximal dimension orthogonal to each $\tau_\gamma$ (normalizing so that $\rho$ has dimension 1 in case it is finite) describes the coupling.

We take up again the question of maximal elements in the state space of $\mathcal{A}$ (as opposed to maximal elements in the set of primary states; cf. the proof of Theorem A and Remark (3d)). While there will exist states which are maximal in the set of primary states, in general there are no states which are maximal in the set of all states (equivalently, no maximal cyclic representations). In fact, we prove:

Theorem H. If $\mathcal{A}$ is a countably generated $C^*$-algebra, then the following conditions are equivalent:

(a) $\mathcal{A}$ has a maximal state.
(b) $A$ has at most a countable number of unitarily inequivalent irreducible representations.

(c) $A$ is a type I C*-algebra with countable structure space (i.e., a countable number of primitive ideals).

(d) $A$ is a GCR algebra with countable structure space.

**Proof.** (a)$\rightarrow$(b): Suppose $\rho$ is a maximal element and $\tau$ any element of the state space of $A$. With $\phi = \phi_\rho \oplus \phi_\tau$, $\mathcal{H} = \mathcal{H}_\rho \oplus \mathcal{H}_\tau$, and $E_\rho$ and $E_\tau$ the orthogonal projections of $\mathcal{H}$ onto $\mathcal{H}_\rho$ and $\mathcal{H}_\tau$, respectively, then $E_\rho$ and $E_\tau$ are in $\phi(A)'$. Let $P$ and $Q$ be the central carriers of $E_\rho$ and $E_\tau$, respectively. Since $\rho$ is maximal, $E_\rho$ is a maximal cyclic projection in $\phi(A)'$ (in the sense of [10, p. 340]). From the remarks preceding [10, Lemma 3.3.6], all maximal cyclic projections in $\phi(A)'$ are equivalent. From [10, Lemma 3.3.7], $E_\tau$ is contained in some maximal cyclic projection; so that $E_\tau \sim E_\rho$, and $\tau \sim \rho$. It follows that each state of $A$ lies in $\rho$, and $\rho$ (really, $\rho$) is the maximal element.

From Theorem C, each state of $A$ has the form $\omega_x \circ \phi_{\rho}$, with $x$ a vector in $\mathcal{H}_\rho$. Since the states of $A$ form a separating family, $\phi_\rho$ is an isomorphism. The vector $x_\rho$ is separating for $\phi_\rho(A)'$, so that $\phi_\rho(A)'$ and its center are countably decomposable. Since each state of $A$ arises from a vector in $\mathcal{H}_\rho$, each cyclic representation of $A$ is unitarily equivalent to the restriction of $\phi_\rho$ to a cyclic projection in $\phi_\rho(A)'$. Disjoint representations correspond to projections in $\phi_\rho(A)'$ with mutually orthogonal central carriers. Now, unitarily inequivalent irreducible representations are disjoint. Each such representation of $A$ is a subrepresentation of $\phi_\rho$, and $\phi_\rho(A)'$ has a countably decomposable center. Thus $A$ has at most a countable number of unitarily inequivalent irreducible representations. This implication is valid for arbitrary C*-algebras.

(b)$\rightarrow$(c): Suppose now that $A$ is countably generated as a C*-algebra (i.e., $A$ is the smallest C*-subalgebra containing some countable subset). Equivalently, we may assume that some countable subset (the polynomials with rational coefficients in the generators) is norm dense in $A$. Thus each cyclic representation of $A$ occurs on a separable space. In essence, the results of [17, Theorem 3.1; 22], making use of the deeper portions of reduction theory [21] complete the proof of this part. In fact, using [1, Theorem 2, p. 220, Corollary, p. 169, Corollary 1(i), p. 179, Proposition 6, p. 163, Theorem 3(a), p. 174], we conclude, by reducing a cyclic representation of $A$ relative to a maximal abelian subalgebra of its commutant, that the commutant of each such representation contains a minimal projection. Of course, the central carrier of a minimal projection is a minimal central projection; and restriction to it is a factor representation of type I. By the same token, the orthogonal complement of this minimal central projection contains a minimal projection. Thus, the commutant of the image is a direct sum of factors of type I. It follows that the C*-algebra $A$ is a type I algebra.

We give a proof of (b)$\rightarrow$(c) which establishes (b)$\rightarrow$(a) and which does not appeal to reduction theory. From each unitary equivalence class of
irreducible representations of \( \mathfrak{A} \), choose one representation \( \phi_n \) of \( \mathfrak{A} \) as operators on \( \mathfrak{K}_n \). Let \( \psi_n \) be the representation of \( \mathfrak{A} \) on \( \mathfrak{K}_n \otimes \mathfrak{K}_n \) defined by: \( \psi_n(A) = \phi_n(A) \otimes I \), and let \( \psi \) be the representation \( \sum_{n=1}^{\infty} \otimes \psi_n \) of \( \mathfrak{A} \) on \( \mathfrak{K} = \sum_{n=1}^{\infty} \otimes \mathfrak{K}_n \otimes \mathfrak{K}_n \). Since each \( \mathfrak{K}_n \) is separable, \( \mathfrak{K} \) is separable. Let \( \phi \) be a representation of \( \mathfrak{A} \), \( \mathfrak{A} \) an abelian \( C^* \)-subalgebra of \( \phi(\mathfrak{A}) \), \( \tau \) and \( \eta \) pure states of \( \phi(\mathfrak{A}) \) whose restrictions to \( \mathfrak{A} \) are distinct pure states of \( \mathfrak{A} \), and \( A \) a self-adjoint operator in \( \mathfrak{A} \) with \( \phi(A) \) in \( \mathfrak{A} \) such that \( \tau(\phi(A)) \neq \eta(\phi(A)) \). Since the irreducible representations of \( \mathfrak{A} \) form a separating family [24], \( \psi \) is an isomorphism; and \( \tau \circ \phi \circ \psi^{-1}, \eta \circ \phi \circ \psi^{-1} \) are pure states of \( \psi(\mathfrak{A}) \) corresponding to distinct spectral values of \( \psi(A) \). Now each pure state of \( \psi(\mathfrak{A}) \) gives rise to an irreducible representation of \( \mathfrak{A} \) which is unitarily equivalent to some sub-representation of \( \psi \), by construction of \( \psi \). Thus each pure state of \( \psi(\mathfrak{A}) \) corresponds to a vector in \( \mathfrak{K} \). In particular \( \tau \circ \phi \circ \psi^{-1}, \eta \circ \phi \circ \psi^{-1} \) arise from eigenvectors for \( \psi(A) \) corresponding to the distinct eigenvalues \( \tau(\phi(A)), \eta(\phi(A)) \). By separability of \( \mathfrak{K} \), there are at most a countable number of pure states of \( \mathfrak{A} \). Rosenberg [23, §5] notes now that the pure state space of \( \mathfrak{A} \) has isolated points (from Category). Since \( \mathfrak{A} \) is isomorphic to the algebra of continuous functions on the pure state space [27; 28], the function which is 1 at an isolated point and 0 elsewhere corresponds to a minimal projection \( E \) in \( \mathfrak{A} \). With \( B \) in \( \mathfrak{A} \), \( EBE = aE \), for some scalar \( a \); from the isomorphism with the function algebra. If \( \mathfrak{A} \) is maximal abelian in \( \phi(\mathfrak{A}) \) and \( T \) is a self-adjoint operator in \( \phi(\mathfrak{A}) \), then \( ETE = bE \) or the \( C^* \)-algebra generated by \( ETE \) and \( E \) (hence, in \( \phi(\mathfrak{A}) \)) contains a smaller nonzero projection than \( E \). Since \( E \mathfrak{A} E \) consists of scalar multiples of \( E \), such a projection commutes with \( \mathfrak{A} \) and, by maximality, lies in \( \mathfrak{A} \). This would contradict the minimality of \( E \) in \( \mathfrak{A} \). Thus \( E\phi(\mathfrak{A})E \) consists of scalar multiples of \( E \). Since the family of such multiples is strongly closed, the mapping \( T \rightarrow ETE \) is strongly continuous on the unit ball, and the unit ball in \( \phi(\mathfrak{A}) \) is strongly dense in the unit ball of \( E\phi(\mathfrak{A})E \) [13]; \( E\phi(\mathfrak{A})E \) consists of scalar multiples of \( E \). It follows that \( E \) is a minimal projection in the von Neumann algebra \( \phi(\mathfrak{A}) \). As before, restriction to the central carrier of \( E \) yields a factor of type I. Thus \( \phi(\mathfrak{A})' \) contains a minimal projection, for each representation \( \phi \) of \( \mathfrak{A} \), and, as before, \( \mathfrak{A} \) is a type I \( C^* \)-algebra.

If \( \phi \) above is cyclic and \( P \) is the central carrier of \( E \), then \( P \) is the sum of at most \( \dim \{ E_\ell' (\mathfrak{K}) \} \) pairwise orthogonal minimal projections \( E_\ell' \) in \( \phi(\mathfrak{A})' \), each with central carrier \( P \). Now, the restriction of \( \phi \) to \( E_\ell' \) is an irreducible representation of \( \mathfrak{A} \); so, unitarily equivalent to some \( \phi_n \). The restriction of \( \phi \) to \( P \) is a multiple of the restriction of \( \phi \) to \( E_\ell' \) with no more copies than \( \dim \{ E_\ell' (\mathfrak{K}) \} = \dim \mathfrak{K}_n \). Thus, the restriction of \( \phi \) to \( P \) is unitarily equivalent to a subrepresentation of \( \psi_n \). Now \( \phi \) is the direct sum of such restrictions (each pair disjoint). Thus \( \phi \) is unitarily equivalent to a subrepresentation of \( \psi \). From Theorem C, the state \( \omega_x \circ \psi \), where \( x \) is a cyclic vector for \( \psi(\mathfrak{A}) \), is a maximal state of \( \mathfrak{A} \). That \( \psi \) is a cyclic representation follows.
from the fact that each \( \psi_n \) is cyclic, that the \( \psi_n \) are pairwise disjoint (cf. [7, Lemma 3]) and that there are at most a countable number of \( \psi_n \). Each \( \psi_n \) is cyclic as a result of the strong density of \( \phi_n(\mathcal{A}) \) in all bounded operators on \( \mathcal{K}_n \), the separability of \( \mathcal{K}_n \), and the fact that \( \psi_n \) is a multiple of \( \phi_n \) with dim \( \mathcal{K}_n \) copies. This establishes (b) \( \rightarrow \) (a).

Under the hypothesis of uniform separability on \( \mathcal{A} \), the equivalence of type I with GCR is due to Glimm [6, Theorem 1]. In particular, (c) \( \rightarrow \) (d). From [4], each primitive ideal in the GCR algebra \( \mathcal{A} \) corresponds to a given unitary equivalence class of irreducible representations. Thus (d) \( \rightarrow \) (b); and the proof is complete.

The preceding theorem does not apply to von Neumann algebras, even those on separable Hilbert space, since they are not (in general) separable in the norm topology. On the other hand, it is not hard to see that such algebras have a maximal state if and only if they have finite dimension as vector spaces. In fact, each maximal abelian subalgebra contains a countable number of orthogonal (nonzero) projections unless it has finite dimension. The von Neumann algebra generated by these projections is isomorphic to the \( \beta \)-compactification of the integers [26]; and, so, has \( 2^{2^\infty} \) distinct pure states. Each such has a pure state extension to the von Neumann algebra. The Kaplansky argument (given in [12, p. 399]) applies now to show that there are at least an uncountable number of inequivalent irreducible unitary representations of the von Neumann algebra. However, (a) and (b) of the preceding theorem show that it cannot have a maximal state in this case. Thus each maximal abelian subalgebra has finite linear dimension. In particular, the center has, so that the identity is the sum of orthogonal minimal projections in the center. The restriction of the von Neumann algebra to each such projection is a factor. The factors whose maximal abelian algebras have finite linear dimension are, of course, just those isomorphic to a finite matrix algebra. Thus the only von Neumann algebras (on separable Hilbert space) which have maximal states are those of finite linear dimension.

We conclude with a brief outline of an extension of this theory to the case of arbitrary cyclic representations (the global theory).

**Definition 4.2.** If \( \mathcal{A} \) is a C*-algebra and \( \rho \) is a state of \( \mathcal{A} \) then two states \( \eta \) and \( \tau \) of \( \mathcal{A} \) in \( \rho \) are said to have the same central carrier in \( \rho \) when \( \eta \) is disjoint from a state \( \nu \) in \( \rho \) if and only if \( \tau \) is disjoint from \( \nu \). The state \( \tau \) in \( \rho \) is central in \( \rho \) when \( \tau \) is maximal with respect to \( \preceq \) in the class of states with the same central carrier.

**Remarks (4b).** The states \( \eta \) and \( \tau \) have the same central carrier in \( \rho \) if and only if the cyclic projections corresponding to \( \eta \) and \( \tau \) in \( \phi_n(\mathcal{A})' \) all have the same central carrier.

(4c). The state \( \tau \) is central in \( \rho \) if and only if the class of cyclic projections corresponding to \( \tau \) in \( \phi_n(\mathcal{A})' \) contains a central projection.

The difficulty we encountered in distinguishing those states which give
factor representations of type III and those which give one-dimensional representations has its global analogue. In this case, states $\rho$ such that $\phi_p(\mathfrak{A})$ is abelian (i.e., of type $I_1$) take the place of the homomorphisms. Such states are described in terms of the state space in the following:

**Definition 4.3.** A state $\rho$ of a C*-algebra $\mathfrak{A}$ is said to be of type $I_1$ when $t = \tau$ for each $\tau$ in $\mathfrak{p}$. The state $\tau$ in $\mathfrak{p}$ is said to be a type III component of $\mathfrak{p}$ when $\tau$ is not of type $I_1$ and is both maximal and minimal relative to $\preceq$ in the class of states with the same central carrier. The state $\tau$ in $\mathfrak{p}$ is said to be abelian in $\mathfrak{p}$ when it is not of type III in $\mathfrak{p}$ and is minimal relative to $\preceq$ in the class of states with the same central carrier. The state $\tau$ in $\mathfrak{p}$ is said to be a type I component of $\mathfrak{p}$ when $\tau$ is central in $\mathfrak{p}$ and has the same central carrier as some abelian state in $\mathfrak{p}$. The state $\tau$ in $\mathfrak{p}$ is said to be a type II component of $\mathfrak{p}$ when $\tau$ is central in $\mathfrak{p}$ and contains no type I or III components of $\mathfrak{p}$.

**Remarks (4d).** A state $\tau$ in $\mathfrak{p}$ is a component of $\mathfrak{p}$ of type $I$, $II$, or $III$, if and only if the class of cyclic projections in $\phi_p(\mathfrak{A})'$ corresponding to $\tau$ contains a central projection $P$ such that $\phi_p(\mathfrak{A})'P$ is of type $I$, $II$, or $III$, [15] respectively.

(4e). The state $\tau$ in $\mathfrak{p}$ is abelian in $\mathfrak{p}$ if and only if each of the cyclic projections corresponding to $\tau$ in $\phi_p(\mathfrak{A})'$ is abelian [15] in $\phi_p(\mathfrak{A})'$.

(4f). Standard techniques allow us to locate three states in $\mathfrak{p}$ uniquely described by the property of being the maximal components of $\mathfrak{p}$ of types $I$, $II$, and $III$, respectively. Moreover, no state in $\mathfrak{p}$ is disjoint from all three. These states are called the components of types $I$, $II$, and $III$, respectively.
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