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0. Introduction. Let $L$ be a finite dimensional Lie algebra over the field of real or complex numbers and $L_0$ be a subalgebra of $L$. The pair $(L, L_0)$ is called a *transitive Lie algebra* if the following condition is satisfied;

(p-1) $L_0$ does not contain any nonzero ideal of $L$. A transitive Lie algebra $(L, L_0)$ is called *nonlinear primitive* (1) if the following conditions are satisfied;

(p-2) $L_0$ is a maximal subalgebra of $L$;

(p-3) the subset $L_1$ (called the *derived algebra* of $L_0$), defined by

$$L_1 = \{t \in L_0 | [t, L] \subseteq L_0\},$$

is not $\{0\}$. A transitive Lie algebra $(L, L_0)$ is called *nonlinear irreducible* (1) if it satisfies (p-3) and the following (p-4);

(p-4) if there is a subspace $M$ of $L$ such that $L \supseteq M \supseteq L_0$ and $[L_0, M] \subseteq M$, then either $M = L$ or $M = L_0$.

It is immediate that any irreducible Lie algebra is primitive. Two transitive Lie algebras $(L, L_0)$ and $(L', L_0')$ are *isomorphic* if there exists a Lie algebra isomorphism $\phi$ of $L$ onto $L'$ such that $\phi(L_0) = L_0'$.

In this paper we will give the classification of the nonlinear primitive Lie algebras up to isomorphism (§3). Recently S. Kobayashi and T. Nagano completely classified the nonlinear irreducible Lie algebras up to isomorphism [4]. Our results naturally include their results. We will give some criterion for a nonlinear primitive Lie algebra to be irreducible (Propositions 7, 8, and 8') after introducing a kind of the structure theorem of the nonlinear primitive Lie algebras (§4). Lemma 6 in [4, p. 881] is an immediate consequence of our structure theorem. (Lemma 6 in [4] is of some importance for the theory of the analytic Lie pseudo-groups [12].)

E. Cartan says that he has classified the nonlinear primitive Lie algebras [2], but his result is completely different from ours. His method seems to be wrong. That is to say, his Theorem II in [2, p. 101], which he also used to classify the infinite primitive Lie algebras [5], seems to be wrong, as was pointed out by I.M. Singer and S. Sternberg [12]. We will give a counterexample to his proof of
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(1) When $(L, L_0)$ satisfies (p-2) (resp. (p-4)), it is called primitive (resp. irreducible).
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Theorem II (§5). It will be necessary to remark that this paper has nothing to do with the classification of the infinite primitive Lie algebras [5]. But we hope that this paper gives some data for that big problem [3], [12]. For that purpose we will give a few remarks in the last section (§5).

In this paper all the vector spaces will be finite dimensional unless otherwise stated. The author wishes to thank Professor T. Nagano, for his valuable suggestions and criticisms, Mr. M. Takeuchi and Mr. S. Kaneyuki. He owes this paper to discussions with them. He also wishes to thank Professor S. Kobayashi.

1. Let \((L, L_0)\) be a nonlinear primitive Lie algebra. It is easy to see:

**Lemma 1.**
(i) \(L_0 \neq L_1\);
(ii) \([L_0, L_1] \subseteq L_1\);
(iii) \([L, L_1] \subseteq L_0\).

**Proof.** They are immediate from the definition (§0).

Next two lemmas are proved in [4, Lemmas 1, 2] under the assumption of \((L, L_0)\) being nonlinear irreducible. But simple observation will show that the irreducibility is unnecessary. For completeness we will here give them as lemmas.

**Lemma 2.** Let \((L, L_0)\) be a nonlinear primitive Lie algebra. Then we have:
(i) If \(J\) is a nonzero ideal of \(L\), then \(L = J + L_0\) (not necessarily direct sum);
(ii) if \(J_1\) and \(J_2\) are ideals of \(L\) such that \(J_1 \cap L_0 \neq \{0\}\) and \(J_2 \neq \{0\}\), then \([J_1, J_2] \neq \{0\}\) (here, \(J_1\) and \(J_2\) may be identical);
(iii) if \(J\) is a nonzero ideal of \(L\), then \(J \cap L_0 \neq \{0\}\);
(iv) \(L\) has no abelian ideals other than \(\{0\}\).

**Proof.** (i) Set \(S = J + L_0\). Since \(S\) is a subalgebra of \(L\), either \(S = L\) or \(S = L_0\) by (p–2). If \(S = L_0\), i.e. \(J \subseteq L_0\), this contradicts (p–1). (ii) Applying the result (i) to \(J_2\), we have \(L = J_2 + L_0\). If \([J_1, J_2] = 0\), then \(J_1 \cap L_0 \neq \{0\}\) is a nonzero ideal of \(L\), contradicting (p–1). (iii) Applying the result (i) to \(J\), we have \(L = J + L_0\).

Before proving the noncompactness of \(L\), we will prove (ii). We define the subspaces \(L_p\) \((p \geq 1)\) of \(L\) inductively by \(L_p = \{t \in L_{p-1} | [t, L] \subseteq L_{p-1}\}\). It is easy
to see that \([L, L_p] \subseteq L_{p-1}, [L_p, L_q] \subseteq L_{p+q}\). By \((p-1)\), we have \(L_{p-1} \neq L_p\) if \(L_{p-1} \neq 0\). Therefore, \(L\) being of finite dimension, we have \(L_{p_0} \neq 0, L_{p_0+1} = 0\) for some positive integer \(p_0\). Suppose \(p_0 \geq 2\). Since we then have

\[ [L, [L_{p_0}, L_q]] \subseteq L_{q+1}, \]

it follows that \(\text{ad} x \cdot \text{ad} y\) is nilpotent and thus \(\text{tr} \text{ad} x \cdot \text{ad} y = 0\) for any \(x \in L, y \in L_{p_0}\). \(L\) being simple, the Killing form of \(L\) is nondegenerate. Hence \(p_0 \leq 1\), i.e., \(L_2 = 0\). We know \([L_1, L_1] \subseteq L_2\). By the proof of \((ii)\), we see that the Killing form is identically zero on \(L_1\). Therefore \(L\) is not compact, because the Killing form of any compact semisimple Lie algebra is negative definite.

**Corollary 4.** Let the notations be as before. Then the radical of \(L_0\) is non-compact.

**Proof.** Since \(L_1\) is an abelian ideal in \(L_0\), \(L_1\) is contained in \(R\). If \(R\) is compact, then the Killing form of \(L\) must be negative definite on \(R\). But we know that the Killing form of \(L\) is identically zero on \(L_1\). This is a contradiction.

**Remark.** The discussion above shows that any finite nonlinear primitive Lie algebra is of order 2 [4], [5]. For the geometric interpretation of this, see also [5].

2. Lemma 3 makes the work of the classification very much accessible. To describe the classification, we need the notion of the parabolic subalgebras of semisimple Lie algebras, and the knowledge of the maximal subalgebras of semisimple Lie algebras. In this section we will briefly recall them without any proof. For the details, see [1], [7], [8], [9], [10] and [11].

Let \(L\) be a complex semisimple Lie algebra. A subalgebra of \(L\) is called parabolic if it contains a maximal solvable subalgebra of \(L\). Let \(H\) be a Cartan subalgebra of \(L\) and \(\Delta\) be the set of all nonzero roots of \(L\) with respect to \(H\). We fix once and for all a root vector \(X_\alpha\) of a root \(\alpha \in \Delta\). Let \(\Pi = \{\alpha_1, \cdots, \alpha_l\}\) (resp. \(\Delta^+\)) be the fundamental roots system (resp. all the positive roots) with respect to some fixed order. For any subset \(E\) of \(\Pi\), we define the subset \(\Delta(E)\) of \(\Delta\) by \(\Delta(E) = \Delta \cap Z(\Pi - E)\). Here \(Z(\Pi - E)\) means all of the linear combinations of the roots \(\Pi - E\) with integral coefficients. The subalgebra \(B = H + \sum_{\alpha \in \Delta^+} CX_\alpha\) is a maximal solvable subalgebra of \(L\). It is easy to see that

\[ L(E) = H + \sum_{\alpha \in \Delta^+} CX_\alpha + \sum_{\beta \in \Delta(E)} CX_{-\beta}. \]

is a parabolic subalgebra. Conversely any parabolic subalgebra of \(L\) is isomorphic with one of such subalgebras (by an inner automorphism of \(L\)). It is well known that two parabolic subalgebras \(L(E)\) and \(L(E')\) \((E, E' \subseteq \Pi)\) are isomorphic if and only if there exists an automorphism \(\phi\) of the Dynkin diagram \(\Pi\) such that \(\phi(E) = E'\). Let \(\Theta\) be the set of the pairs \(\{\Pi, E\}\) such that \(\Pi\) is the Dynkin diagram of
semisimple Lie algebras and $E$ are subsets of $\Pi$. We classify $\mathfrak{O}$ up to an automorphism of the diagram cited above (denoted by $\mathfrak{O}/\sim$). By the fact mentioned above, there is a one-to-one correspondence between $\mathfrak{O}/\sim$ and the isomorphic classes of the pairs $(L, P)$ such that $L$ is a complex semisimple Lie algebra and $P$ is a parabolic subalgebra of $L$ (here, an isomorphism means that cited in §0). It is clear that $L(E)(E \subseteq \Pi)$ is maximal in $L$ if and only if $E$ consists of one simple root.

**Remark.** If $L(E)$ and $L(E')(E, E' \subseteq \Pi)$ are isomorphic, they must be so by an outer automorphism of $L$.

Now we will mention the real case (i.e. the real parabolic subalgebras of the real semisimple Lie algebras). For the description, we need the notion of the Satake diagrams of the real semisimple Lie algebras, we assume the reader to be familiar with it. For the details, see [1], [7].

Let $G$ be a real semisimple Lie algebra. A subalgebra of $G$ is called parabolic if its complexification is parabolic in the complexification $L$ of $G$, (which is also semisimple). Let $\mathfrak{P}$ be the set of the pairs $\{\pi, E\}$ such that $\pi$ are the Satake diagram of some real semisimple Lie algebras and $E$ are the subsets of its restricted fundamental root systems [7], [9]. Two elements $\{\pi, E\}$ and $\{\pi', E'\}$ are called isomorphic if there exists an automorphism (of the Satake diagram) $\phi$ from $\pi$ to $\pi'$ such that $\phi(E) = E'$. Let $\mathfrak{P}/\sim$ be the equivalence classes of $\mathfrak{P}$ by the isomorphism. It is well known that there is a one-to-one correspondence between $\mathfrak{P}/\sim$ and the isomorphic class of the pair $(G, P)$ such that $G$ is a real semisimple Lie algebra and $P$ is a parabolic subalgebra of $G$ (here, the isomorphism is that cited in §0) [7], [9].

Next we will recall the theorems of Morozov and Mostow on the maximal subalgebras of the Lie algebras.

**Theorem A (Morozov).** Let $S$ be a maximal nonsemisimple subalgebra of a complex semisimple Lie algebra $L$. Then $S$ is a maximal parabolic subalgebra of $L$ [11].

**Theorem B (Mostow).** Let $G$ be a real semisimple Lie algebra. Any maximal subalgebra of $G$, the radical of which is noncompact, is a maximal parabolic subalgebra of $G$ [10].

3. In this section we will give the classification of the nonlinear primitive Lie algebras over the real or complex field.

**Lemma 5.** Let $(L, P)$ be a pair of a complex semisimple Lie algebra $L$ and a parabolic subalgebra $P$ of $L$. Then the derived subalgebra $P_1 = \{t \in P | [t, L] \subseteq P\}$ is not 0.

**Proof.** We may assume $P = L(E)$ for some subset of the fundamental root system $\Pi$ of $L$(see §2). We denote by $\theta$ the highest root with respect to $\Pi$. Since $P$ contains all the root vectors associated with positive roots and the Cartan sub-
algebra, $P$ contains $X_\theta$, it is easy to see that $[L, X_\theta] \subseteq P$. Thus $P_1$ is not 0 since it contains $X_\theta$.

Combining Lemma 3, Theorem A, Theorem B and Lemma 5, we obtain

**Theorem C.** A complex transitive Lie algebra $(L, L_0)$ is nonlinear primitive if and only if

(i) $L$ is a complex simple Lie algebra, and

(ii) $L_0$ is a maximal parabolic subalgebra of $L$.

**Theorem D.** A real transitive Lie algebra $(G, G_0)$ is nonlinear primitive if and only if

(i) $G$ is a noncompact real simple Lie algebra, and

(ii) $G_0$ is a maximal parabolic subalgebra of $G$.

**Proof of Theorem C.** By (ii) of Lemma 3, $L_0$ is not semisimple. Therefore the “only if” part is immediate from (i) of Lemma 3 and Theorem A. By the definition, the “if” part only needs the verification of the derived subalgebra $L_1$ being not 0, which is immediate from Lemma 5.

**Proof of Theorem D.** The “only if” part is the direct consequence of Corollary 4 and Theorem B.

Let $L$ (resp. $L_0$) be the complexification of $G$ (resp. $G_0$). By the definition, $L_0$ is parabolic in $L$. Thus $(L, L_0)$ satisfies the assumption of Lemma 5, which says the derived subalgebra $L_1$ is not 0. Now $L_1$ is invariant under the involutive automorphism of $L$ associated with $G$ in $L$ since $L_0$ is clearly invariant by it. Hence $L$ is the complexification of the derived subalgebra of $G_1$. Thus we have $G_1 \neq 0$, which proves the “if” part. Q.E.D.

Let $\mathcal{D}$ be the subset of $\mathcal{D}/\sim$ which consists of all the elements which have the representatives $(\Pi, E)$ such that $\Pi$ are simple(2) and $E$ are single simple roots of $\Pi$. Similarly let $\mathcal{S}$ be the subset of $\mathcal{S}/\sim$ which consists of all the elements which have the representatives $(\pi, E)$ such that $\pi$ are simple(3) and $E$ are single simple roots of the restricted fundamental root systems.

Combining Theorem C, Theorem D and the facts mentioned in §2, we obtain the following classification theorems.

**Theorem C'.** There is a one-to-one correspondence between $\mathcal{D}$ and the isomorphic classes of the complex nonlinear primitive Lie algebras.

**Theorem D'.** There is a one-to-one correspondence between $\mathcal{S}$ and the isomorphic classes of the real nonlinear primitive Lie algebras.

4. In this section we will give a kind of structure theorem of the complex nonlinear primitive Lie algebras. Using that theorem, we shall give a criterion for an
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(2) If $\Pi$ corresponds to some complex simple Lie algebra, we say $\Pi$ is simple.

(3) If $\pi$ corresponds to some real simple Lie algebra, we say $\pi$ is simple.
element of $\mathcal{J}$ (resp. $\mathcal{J}'$) to correspond to the isomorphic class of the complex (resp. real) nonlinear irreducible Lie algebras. This gives the result of §6 in [4].

Let $(\Pi, \alpha)$ be any element of $\mathcal{J}$. Choose a complex simple Lie algebra $L$ such that its Dynkin diagram is $\Pi$, and fix it once and for all. Let $H$ be a Cartan subalgebra of $L$ and $\Delta$ be the root system of $L$ with respect to $H$. We may assume that $\Pi$ is the fundamental root system of $\Delta$ with respect to some order. Then the nonlinear primitive Lie algebra $(L, L(\alpha))$ (see Theorem C) is the representative of the isomorphic class corresponding to $(\Pi, \alpha)$. For each root $\beta \in \Delta$, we can express $\beta$ as the linear combination of the roots of $\Pi$; say

$$\beta = \sum_{\alpha \in \Pi} m_j \alpha_j, \quad m_j: \text{integer}. \quad (\#)$$

Let $\rho(\beta)$ be the coefficient of $\alpha$ in the expression $(\#)$. We define the mapping $\rho_\pi$ from $\Delta$ into the integers by applying $\beta$ into $\rho(\beta)$. By the well-known fact, there exists the strictly positive integer $m_\alpha$ such that $-m_\alpha \leq \rho_\pi(\beta) \leq m_\alpha$ for any $\beta \in \Delta$. Let $\Delta^+$ (resp. $\Delta^-$) be the set of all positive (resp. negative) roots of $\Delta$ with respect to the order stated before, and $\theta$ be the highest root of $\Delta$. Then $\rho_\pi(\theta) = m_\alpha$. We fix, once for all, the root vectors. We define the subspaces $L_{(-1)}$, $M_{(-1)}$, $S$, $\widetilde{L}_1$ and $\widetilde{M}$ as follows.

- $L_{(-1)}$ is spanned by those root vectors $X_\beta$ such that $\rho_\pi(\beta) < 0$;
- $M_{(-1)}$ is 0 if $m = 1$ and otherwise spanned by those $X_\beta$ such that $-(m - 1) \leq \rho_\pi(\beta) < 0$ if $m \geq 2$;
- $S$ is spanned by $H$ and by those $X_\beta$ such that $\rho_\pi(\beta) = 0$;
- $\widetilde{L}_1$ is spanned by those $X_\beta$ such that $\rho_\pi(\beta) = m_\alpha$, and
- $\widetilde{M}$ is 0 if $m_\alpha = 1$ and otherwise spanned by those $X_\beta$ such that $0 < \rho_\pi(\beta) \leq m_\alpha - 1$.

By the construction, $L_0 = S + \widetilde{M} + \widetilde{L}_1$, $L = L_{(-1)} + L_0$. Now we will prove:

**Proposition 6.** $L_1$ is identical to $\widetilde{L}_1$.

**Proof.** We shall prove $L_1 \supseteq \widetilde{L}_1$. Let $\beta, \gamma$ be the roots such that $\rho_\pi(\beta) = m_\alpha$, $\rho_\pi(\gamma) < 0$. If $\beta + \gamma$ is a root, then $\rho_\pi(\beta + \gamma) \geq 0$. This means $[L_{(-1)}, \widetilde{L}_1] \subseteq L_0$. Hence $[L, \widetilde{L}_1] \subseteq L_0$, which proves our assertion. We will prove the converse. Since $L_0 \supseteq H$, we have $[H, \widetilde{L}_1] \subseteq L_1$ by Lemma 1. Hence $L_1$ is spanned by the root vectors. ($L_1$ does not meet $H$ since $[L, L_1] \subseteq L_0$.) Let $X_\gamma$ be any root vector in $L_1$. We will prove $\rho_\pi(\gamma) = m_\alpha$. Suppose $\rho_\pi(\gamma) \leq m_\alpha - 1$. Firstly we will show that there exists $X_\gamma \in \widetilde{L}_1$ such that $\rho_\pi(\gamma') = \rho_\pi(\gamma)$ and $\gamma' + \alpha$ is a root. In fact, if $\gamma + \alpha$ is not a root, there exist positive roots $\beta_1, \beta_2, \ldots, \beta_n$ different from $\alpha$, such that $\gamma' = (\cdots((\gamma + \beta_1) + \beta_2)\cdots + \beta_n)$ is a root and $\gamma' + \alpha$ is also a root. Since any $X_\beta$ ($\beta \in \Delta^+$) is contained in $L_0$, and we have $[L_0, L_1] \subseteq L_1$, we see $X_\gamma \in L_1$. Hence $[X_{\gamma'}, X_{-(\gamma'+\alpha)}] \in \{X_{-\alpha}\} \subseteq L_0$. This is a contradiction. Hence $\rho_\pi(\gamma) = m_\alpha$.

**Proposition 7.** Let the notations be as before. $(L, L(\alpha))$ is irreducible if and only if $m_\alpha = 1$. 
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Proof. The “only-if” part: If \( m_\alpha \geq 2 \), then it is easy to see that \( M_{(-1)} + L_0 \) is a subspace such that \([L_0, M_{(-1)} + L_0] \subseteq M_{(-1)} + L_0\). This is a contradiction.

The “if” part: If \( m_\alpha = 1 \), any root vector \( X_\beta \) such that \( \rho_\alpha(\beta) = -1 \), can be obtained from \( X_\theta \) in the sense that \( \{X_\theta, [X_\theta, X_{\beta_1}, \ldots, [X_{\beta_k}, X_\theta]] \} \) such that \( \beta_j (1 \leq j \leq m) \in \Delta^+ \) and \( \rho_\alpha(\beta_j) (1 \leq j \leq m) = 0 \) i.e. \( X_{\beta_j} \in L_0 \), and vice versa.

Since any \( M \) such that \([L_0, M] \subseteq M\) is spanned by the root vectors, our assertion has been proved.

Let \( (\pi, \mu) \) be an element of \( \mathcal{S} \). We choose one representative \((G, G(\mu))\) of the isomorphic class, corresponding to \((\pi, \mu)\) and fix it once for all. We denote by \( L \) (resp. \( L(\mu) \)) the complexification of \( G \) (resp. \( G(\mu) \)). We must consider two cases;

Case (i). \( L \) is simple.

Case (ii). \( L \) is not simple.

Case (i). We will prove that \((G, G(\mu))\) is irreducible if and only if \((L, L(\mu))\) is an irreducible Lie algebra. The “if” part is trivial. Suppose that \((G, G(\mu))\) is irreducible and that \((L, L(\mu))\) is reducible\(^{(4)}\) (may be not necessarily primitive).

Let \( M \) be a subspace of \( L \) such that \( L \supseteq M \supseteq L(\mu), [L(\mu), M] \subseteq M \). Let \( \sigma \) be the involutive automorphism of \( L \) associated with \( G \) in \( L \). We have only to show that \( \sigma(M) + M \neq L \). Since \( M \) is spanned by the root vectors and \( L_0 \) contains all the root vectors associated with the positive roots, we have \( X_{-\theta} \notin M \). There are two cases:

(a) \( L(\mu) = L(\alpha) \) for some simple root;

(b) \( L(\mu) = L(\alpha; \delta) \) i.e. \( \alpha \) and \( \delta \) are joined by an arrow in the Satake diagram.

Case (a). We put \( m_\alpha = \rho_\alpha(\theta) \). Then \( \rho_\alpha(\sigma(\theta)) = m_\alpha[1] \). If \( \sigma(X_{-\theta}) \in M \), then by applying the element of \( L(\mu) \), we get \( X_{-\theta} \in M \) (remark \( \rho_\alpha(\sigma(\theta)) = m_\alpha \)). This contradicts \( X_{-\theta} \notin M \).

Case (b). It is known \( \rho_\alpha(\theta) = \rho_\alpha(\theta)[1] \), and \( \sigma(\alpha) = \delta + \gamma \) such that \( \rho_\alpha(\gamma) = 0 \) and \( \sigma(\gamma) = -\gamma \). Therefore \( \rho_\alpha(\sigma(\theta)) = m_\alpha, \rho_\alpha(\sigma(\theta)) = m_\alpha \). If \( \sigma(X_{-\theta}) \in M \), then by applying the elements of \( L(\mu) \), we get \( X_{-\theta} \in M \). This is a contradiction.

Case (ii). We can consider that \( G \) is a complex simple Lie algebra and \( G(\mu) \) is its maximal parabolic subalgebra. If \((G, G(\mu))\) is irreducible, then clearly \((G, G(\mu))\) is irreducible as the complex primitive Lie algebra. Conversely suppose \((G, G(\mu))\) is irreducible as the complex primitive Lie algebra. Let \( M \) be a real subspace of \( G \) such that \([G(\mu), M] \subseteq M \). Then \((-1)^{1/2} M \supseteq (-1)^{1/2} [G(\mu), M] = [(-1)^{1/2} G(\mu), M] = [G(\mu), M] \).

If \((-1)^{1/2} M \cap M = G(\mu) \), then \([G(\mu), M] \subseteq M \cap (-1)^{1/2} M = G(\mu) \). Hence \([G(\mu), (-1)^{1/2} M] \subseteq (-1)^{1/2} G(\mu) = G(\mu) \). Therefore we obtain complex subspace \( M + (-1)^{1/2} M(\supseteq G(\mu)) \) such that \([G(\mu), M + (-1)^{1/2} M] \subseteq G(\mu) \), by the hypothesis of our assertion \( M + (-1)^{1/2} M = L \). Hence \([G(\mu), L] = [G(\mu), M + (-1)^{1/2} M] \subseteq G(\mu) \) contradicting \((\#-1)\).

\(^{(4)}\) There exists a subspace \( M \) of \( L \) such that \( L \supseteq M \supseteq L(\mu) \) and \([L(\mu), M] \subseteq M \).
Hence \((-1)^{1/2}M \cap M \not\subset G(\mu)\) in contradiction to the irreducibility of \((G,G(\mu))\) as the complex primitive Lie algebra. Thus we have proved:

**Proposition 8.** Let \((\pi,\mu)\) be any element of \(\mathcal{S}\) such that \(\pi\) is irreducible (i.e. \(\pi\) is the real form of some complex simple Lie algebra). Then \((\pi,\mu)\) is irreducible if and only if \(\mu\) is a "white vertex" \(\alpha\) [7], which is not joined by an arrow with any "white vertex," and \(m_\alpha = 1\).

**Proposition 8'.** Let \((\pi,\mu)\) be any element of \(\mathcal{S}\) such that \(\pi\) is not irreducible (i.e. \(\pi\) is the restriction of the base field of some complex simple Lie algebra). Then \((\pi,\mu)\) is irreducible if and only if \(\mu\) is the "white vertex" \(\alpha\) such that \(m_\alpha = 1\).

From the discussion above we easily see;

**Corollary 9.** Let \((L,L_0)\) be a complex nonlinear primitive Lie algebra which is reducible. Then the subspace \(M\) such that \([L_0, M] \subseteq M\) is characterized by an integer \(k\) such that \(0 \leq k \leq m_\alpha\), i.e., \(M\) is spanned by the root vectors \(X_\gamma\) such that \(-k \leq \rho(\gamma) \leq 0\).

5. In this section we shall give a simple example and show that E. Cartan's proof of the Theorem II (see §0) is wrong, as was pointed out by I. M. Singer and S. Sternberg [12, p. 57]. Also we will give several results.

Let \(L\) be the complex exceptional simple Lie algebra of the type \(G_2\). We denote its two simple roots by \(\alpha, \beta\). Then the positive roots \(\Delta\) of \(L\) consists of \(\alpha, \beta, \alpha + \beta, 2\alpha + \beta, 3\alpha + \beta\) and \(3\alpha + 2\beta\). Consider \((L,L(\beta))\) for example. Then (§4)

\[
L(-1) = \{X_\beta, X_{\beta-\alpha}, X_{\beta-2\alpha}, X_{\beta-3\alpha}, X_{-2\beta-3\alpha}\};
\]

\[
M(-1) = \{X_\beta, X_{\beta-\alpha}, X_{\beta-2\alpha}, X_{\beta-3\alpha}\};
\]

\[
L_0 = \{H, X_{-\alpha}, X_\alpha, X_\beta, X_{\alpha+\beta}, X_{2\alpha+\beta}, X_{3\alpha+\beta}, X_{3\alpha+2\beta}\};
\]

and

\[
L_1 = \{X_{2\beta+3\alpha}\}.
\]

It is easy to see \([M(-1), [L_1, M(-1)]] \subseteq L_0\). Hence this gives us a counterexample to the following lemma of Cartan for the proof of Theorem II.

**Lemma (E. Cartan).** Let \((L,L_0)\) be a nonlinear primitive Lie algebra and \(M\) be the subspace of \(L\) such that \(L \supset M \supset L_0, [L_0, M] \subseteq M\). Then we have \([M,[L_1,M]] \not\subset L_0\).

On the other hand we can easily prove:

**Proposition 10.** Let \((L,L_0)\) be a nonlinear primitive transitive Lie algebra and \(M\) be the subspace of \(L\) such that \(L \supset M \supset L_0, [L_0, M] \subseteq M\). Then \([L,[L_1,L]] \not\subset M\).
**Proof.** Let \( \theta \) be the highest root. Then \( L \) contains \( X_\theta \), \( M \) does not contain \( X_{-\theta} \) (see §4). Since \([X_{-\theta}, X_\theta] \in H\), we have \([X_{-\theta}, [X_\theta, X_{-\theta}]] \in \{X_{-\theta}\}\). Q.E.D.

**Remark.** If we can prove the Proposition 10 without the hypothesis on the dimension on \( L \), then we might be able to classify the infinite primitive Lie algebras.

Now let us go back to our example. The element \( X_{3\alpha+\beta} \in L_0 \) acts on \( L (\mod L_0) \) as a matrix of rank 1. This shows the linear isotropy \([5]\) of \((L, L(\beta))\) is semi-involutive. On the other hand, we have

**Proposition 11.** Let \((L, L_0)\) be a nonlinear primitive Lie algebra and \( M \) be a minimal subspace\(^{(5)}\) such that \([L_0, M] \subseteq M \), \( L \gg M \gg L_0 \). Then the restriction of the linear isotropy of \((L, L_0)\) to \( M \) is never semi-involutive.

**Proof.** If otherwise, the restriction of the linear isotropy to \( M \) must be one of \( \text{GL}(M), \text{SL}(M), \text{Sp}(M) \) and \( \text{CSp}(M) \) (for the notation see \([5]\)) by the classification theorem of the irreducible semi-involutive Lie algebras \([5]\). But it is easy to see that our linear isotropy is neither of them.

**Remark.** Lemma 6 in \([4]\) can be easily checked by Proposition 7, Proposition 8 (8') and Proposition 6.

**Appendix.** A transitive Lie algebra \((L, L_0)\) is called *ample* if the normalizer of \( L_p \) (see §1) in \( L \) is identical to \( L_0 \) for any \( p \geq 0 \) such that \( L_p \neq 0 \). When \( L \) is of infinite dimension, this notion coincides with that of Kuranishi \([3]\). It is easy to see that any nonlinear primitive Lie algebra is ample. The converse is false. In fact one can easily check that a transitive Lie algebra \((L, L_0)\) such that \( L \) is simple and \( L_0 \) is parabolic in \( L \), is also ample even if \( L_0 \) is not maximal. We suspect that for any complex ample transitive Lie algebra \((L, L_0)\) such that \( L \) is simple, \( L_0 \) is parabolic.
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