1. Introduction. While there is an extensive theory of denumerable Markov chains, there is one major gap. If $P$ is the transition matrix, it has rarely been possible to compute $P^n$, the $n$-step transition probabilities, in any practical manner. By a representation theory for denumerable Markov chains we will mean a theory aimed at expressing $P$ in a form from which $P^n$, and quantities depending on $P^n$, can be easily computed. This paper presents a first step in the direction of such a theory.

If $P$ is a finite Markov chain transition matrix, then various canonical forms are available for the representation. They take the form

$$ P = QSR, $$

where $Q = R^{-1}$, and hence

$$ P^n = QS^nR. $$

If in addition $S$ is of a special form, where $S^n$ is easy to compute, the goal is achieved.

Our theory will develop a representation in the form (1.1), which is suitable for row-finite denumerable Markov chains (i.e., chains for which each row of $P$ has only a finite number of nonzero entries). By duality, we also obtain a representation for column-finite chains.

There is an apparent difficulty in this: Since our matrices are infinite, they are not, in general, associative, nor is it clear what we mean by an inverse of a matrix. However, as long as $Q$, $R$, and $S$ are row-finite, each entry on the right of (1.2) is a finite sum, and hence there are no difficulties. We further make sure that the condition of $Q$ being an inverse of $R$ depends only on finite submatrices of each matrix. Thus we can reduce the existence and uniqueness of inverses to the same question for finite matrices.

The present paper works out the representation for a very large class of chains, which we named the slowly spreading chains (3) (see §2). For these chains $Q$ and $R$...
turn out to be triangular, by which we will mean that they are positive on the main
diagonal and zero above the diagonal. For such matrices it is easily seen that
\(QR=I\) or \(RQ=I\) simply states that finite submatrices consisting of the first \(n\)
rows and columns be inverses of each other in the ordinary sense. And since the
determinant of such a finite triangular matrix is simply the product of the (positive)
diagonal entries, we see that every triangular matrix has a unique inverse, which
is again triangular.

The matrix \(S\) will be the matrix having ones just to the right of the main diagonal,
i.e., \(S_{i,i+1}=1\) with all other entries 0. This is the transition matrix of the chain
which always takes one step to the right, and hence \(S^n\) simply has a one \(n\) places
to the right of the main diagonal in each row.

The terminology and notation of the paper is taken from [5]. We note the
following often used symbols: 1 is the column vector of all ones, so that \(W1\) gives
the row-sums of the matrix \(W\). \(kN_i\) is the mean number of visits to \(j\), starting at \(i\),
before \(k\) is reached.

The author is indebted to the Karlin and McGregor representation of random
walks [1], of which the present theory is both a simplification and an extension.
The exact connection will be shown in §6.

2. Slowly spreading chains. A slowly spreading chain (s.s.ch.) has the natural
numbers as states and it cannot move more than one step to the right. That is
\(P_{ij}=0\) if \(j>i+1\). To assure that the states communicate, we require that \(p_i=
P_{i-1,i}>0\) for all \(i\), but that \(p_i<1\) infinitely often; and that state 0 can be reached
from every state. This is a very rich family of Markov chains, including some classes
of chains that have received detailed study in the literature.

To obtain the matrix \(R\) of the representation, we proceed as follows: Let the
0th row of \(R\) be the vector \((1, 0, 0, \ldots)\). And let the \((n+1)\)st row be the \(n\)th row
times \(P\). Thus multiplication by \(P\) has the same effect as shifting the rows of \(R\) up
by one. Or in matrix language,

\[
(2.1) \quad RP = SR.
\]

We note that \(R_{nj}=P_{ij}^{n+1}\). Thus if \(P\) has row-sums equal to 1 (the chain cannot stop)
then \(R\) has the same property. Also \(R\) is nonnegative. We verify, by induction, that
\(R\) is triangular. Here is where we make essential use of the fact that \(P\) is a s.s.ch.

Thus \(R\) has a unique inverse \(Q\), which is again triangular, and it has row-sums
equal to 1 if \(R\) does. But \(Q\) is not nonnegative.

From (2.1) we obtain, by induction, that

\[
(2.2) \quad RP_n = S^nR,
\]

and when we multiply both sides of the equation, on the left, by \(Q\), and use the
fact that all the matrices are row-finite,

\[
(2.3) \quad P^n = QS^nR.
\]
Thus we have obtained a useful representation of the \( n \)th power of \( P \) (hence of the \( n \)-step transition probabilities). It is important to note that every entry on the right is a finite sum.

It is sometimes useful to know that we can start the representation by finding \( Q \). The matrix \( R \) was determined by specifying its first row, and by (2.1). Similarly, \( Q \) satisfies the equation

\[
PQ = QS.
\]

This equation together with the requirement that \( Q \) be triangular, and \( Q_{00} = 1 \), will determine \( Q \). Then we obtain \( R \) as the unique inverse of \( Q \).

Let us introduce three matrices consisting of 0's and 1's. \( E \) is the matrix of all 1's.

\[
T^{(n)} = \sum_{k=0}^{n} S^k, \quad T^* = \lim_{n} T^{(n)}, \quad T = E - T^*.
\]

Then \( T^{(n)} \) has ones on the main diagonal, and \( n \) places to the right, \( T^* \) has ones on the main diagonal and above, while \( T \) has ones below the main diagonal.

If \( N_{ij}^{(n)} \) is the mean number of times from \( i \) to \( j \) in \( n \) steps, it follows immediately from (2.2) that

\[
N^{(n)} = QT^{(n)}R.
\]

3. The interpretation of \( Q \). An interpretation of \( R \) resulted directly from its construction, but the interpretation of \( Q \) is not obvious. Let us introduce the finite matrices \( 'P \) (\( P \) before \( i \)), consisting of rows and columns 0, 1, \ldots, \( i-1 \) of \( P \). It represents the behavior of the chain started in one of the first \( i \) states, before state \( i \) is reached. It may be thought of as a finite transient chain in its own right.

Then we claim that the \( i \)th row of \( Q \) is proportional to the coefficients of the characteristic equation of \( 'P \). More precisely, that the characteristic equation of \( 'P \) is

\[
\chi(x) = \beta_i \sum_{n=0}^{i-1} Q_{in} x^n.
\]

Since \( Q \) is determined by the fact that it is the unique inverse of \( R \), its \( i \)th row is determined by the fact that multiplied into columns 0, 1, \ldots, \( i-i \) of \( R \) it yields 0, and on column \( i \) it yields 1. Suppose that

\[
\chi(x) = \sum_{n=0}^{i} c_n x^n.
\]
Since \( R_{nj} = P_{nj}^{(i)} \), the sum \( \sum c_n R_{nj} \) is the \( 0-j \) entry of the matrix sum \( \chi(P) \). As long as \( j < i \) and \( n \leq i \), this is the same as the \( 0-j \) entry of \( \chi(P) = 0 \), since if \( j \) is reached in no more than \( i \) steps from 0, the chain cannot have reached \( i \) previously. Thus \( (c_0, c_1, \ldots, c_i) \) multiplied into columns 0, 1, \ldots, \( i-1 \) of \( R \) yields 0. And multiplied into the \( i \)th column we obtain the single term \( c_i P_{0i} = 1 : \beta_i \). Hence \( Q_{in} = c_n / \beta_i \), as was to be shown.

We could have started with this interpretation of \( Q \), found \( R \) from the above argument, and then argued that \( Q S^k R = Q R P^k \) from the interpretation of \( R \), hence \( Q S^k R = P^k \).

We also obtain an interpretation for the sum

\[
(3.2) \quad 'N = \sum_{n} (QT)^n (iP)^n
\]

by evaluating

\[
'N(I-iP) = \sum_{n} \left( \sum_{k=n+1} ^i Q_{ik} \right) \left((iP)^n-(iP)^{n+1}\right)
\]

\[
= \sum_{k} Q_{ik} \sum_{n=0} ^{k-1} \left((iP)^n-(iP)^{n+1}\right)
\]

\[
= \sum_{k} Q_{ik} (I-(iP)^k)
\]

\[
= I.
\]

Thus \( 'N=(I-iP)^{-1} \) is the fundamental matrix of the transient chain \( i \). And by taking the \( 0-j \) entry of \( i \) in (3.2) we obtain

\[
(3.3) \quad (QTR)_{ij} = 'N_{0j},
\]

for any \( j<i \). This quantity is finite for all chains whose states communicate. Incidentally, the equation (3.3) holds even if \( j \geq i \), since both sides are 0 in this case.

Since (3.3) will play a key role in evaluating various interesting quantities, it should be pointed out that in the matrix product \( QTR \) each entry is the sum of only a finite number of nonzero terms. Thus, once either \( Q \) or \( R \) is known, a given entry in \( QTR \) can be found in a finite number of steps. It happens to be a procedure ideally suited for machine computation, which has been most helpful in computing examples.

We can go one step further. Since a s.s.ch. cannot "jump over" a state, we know that if \( j \) and \( k \) are both less than \( i \), then \( 'N_{kj} = 'N_{0j} - k N_{0j} \). Thus

\[
(3.4) \quad 'N_{kj} = (QTR)_{kj} - (QTR)_{kj} \quad \text{for } j, k < i.
\]
The row-sums of $QT$ are also interesting. We introduce

\[(3.5) \quad m = QT1\]

as the vector of row-sums. And from (3.3),

\[m_i = (QT1)_i = (QTR1)_i = \sum_j tN_{0j} = M_{0i},\]

de the mean time from 0 to reach $i$. It is a special property of s.s.ch. that this quantity is always finite.

Thus, from the interpretation of $Q$ we obtained a number of quantities of interest for all s.s.ch.

4. Transient slowly spreading chains. We will next investigate the case of a transient s.s.ch. This is characterized by the fact that $N = \lim_n N^{(n)}$ is finite. This limit is easy to compute, thanks to special properties of our matrices:

\[N = \lim_n QT^{(n)}R \quad \text{from (2.6)}\]

\[= Q \lim_n [T^{(n)}R] \quad \text{since } Q \text{ is row-finite}\]

\[= QT^*R \quad \text{by monotonicity}.\]

Hence,

\[(4.1) \quad N = QT^*R.\]

This is finite if and only if $T^*R$ is finite, which requires that $R$ have finite-column sums. We could have deduced this condition more simply from the interpretation of $R$, since the $j$th column sum of $R$ is $N_{0j}$. But the fact that we can obtain all of $N$ as simply as (4.1) is a pleasant surprise.

We might as well point out that a s.s.ch. can be classified entirely from one column of $R$, say the $0$th. It must have a finite-column sum ($N_{00}$) in the transient case. In the recurrent case the column sum is always infinite. For the chain to be null, we require in addition that $\lim_n R_{n0} = 0$. If the chain is ergodic, the column does not tend to 0. If it is noncyclic it tends to a positive limit, while in the cyclic case it oscillates.

Let us briefly investigate the case where $P$ does not have all of its row-sums equal to 1. Of course, such a chain can stop, and hence, with states communicating, it is transient. In this case the row-sums of $Q$ and $R$ are very interesting. Let $q = Q1$ and $r = R1$ be the vectors representing the row-sums. It follows immediately from the interpretation of $R$ that

\[r_n = \sum_j P_{0j}^{(n)}\]

is the probability that the chain started at 0 does not stop in $n$ steps.
It is only slightly more difficult to interpret $q$. It is finite valued, since $Q$ is row-finite. Furthermore,

$$Pq = PQ1 = QS1 = Q1 = q.$$  

Thus if we start the process at 0, and stop it at $i$, then $q(x_n)$ is a martingale, and

$$1 = q_0 = H_0q_i,$$

or $q_i = 1/H_0i$, where $H_0i$ is the probability of reaching $i$ from 0.

Thus $q$ and $r$ are nonnegative, $q \geq 1$ while $r \leq 1$, and either vector equals 1 only if $P$ has row-sums equal to 1. Furthermore, $q_n$ is monotone increasing to a limit $q_\infty$ (possibly $+\infty$), while $r_n$ is monotone decreasing to $r_\infty$. It is clear from the interpretation that

$$r_\infty = 1/q_\infty = Pr[\text{chain does not stop}].$$

And since

$$Pr[\text{chain does not stop}] = H_0i \cdot Pr[\text{chain does not stop}],$$

we obtain

$$Pr[\text{chain does not stop}] = q_i/q_\infty.$$

5. Recurrent slowly spreading chains. For recurrent chains there is a positive vector $\alpha$ such that $\alpha P = \alpha$, and this is unique up to a constant multiple. For a non-cyclic ergodic chain $P_0^{(n)}$ converges to $\alpha_j$, for the normalized version of $\alpha$. Hence the limits of the columns of $R$ determine $\alpha$. For a cyclic ergodic chain the limits of the nonzero entries in the various columns will serve.

However, for the null case we must rely on the ratio limit theorem:

$$\lim_{n} \frac{N_{ij}^{(n)}}{N_{il}^{(n)}} = \frac{\alpha_j}{\alpha_i}.$$

Thus we must take the sum of the first $n$ terms in column $j$ of $R$, and divide by the sum of the first $n$ terms in column $i$, and let $n$ tend to infinity. Since $\alpha$ is a fundamental quantity, we wish for a simpler method of obtaining $\alpha$. Unfortunately, we have only a partial result in this direction.

Suppose that $\alpha Q$ is well defined and finite valued (which need not be the case). Then

$$\alpha Q = (\alpha P)Q = \alpha(QS) = (\alpha Q)S,$$

and this is only possible if $\alpha Q = 0$. And if there is only one positive vector $\alpha$ (up to a constant multiple) such that $\alpha Q = 0$, then we obtain, as above, that $(\alpha P)Q = 0,$
hence \( \alpha P = c \alpha \), which assures that \( \alpha P = \alpha \). We will see in the next section that this is sometimes an easy way to obtain \( \alpha \).

Next we will compute one of the potential operators, \( C \), which is defined by

\[
C_{ij} = \lim_{n \to \infty} [N_{ij}^{(n)} - N_{ii}^{(n)}].
\]

For this we use a formula from [3], namely that

\[
C_{ij} = \hat{\lambda}_i \cdot \hat{N}_{ji},
\]

where \( \hat{\lambda}_i \) is the limiting probability for hitting \( i \) before \( j \) in the long run, and \( \hat{\lambda} \) is the same quantity for the reverse chain. The former is not easy to compute, but the latter is trivial for a null s.s.ch. Since the reverse chain can move only one step to the left, and since a null chain is “far out” in the long run, we must hit the point further to the right first. Thus if \( j > i \), then \( C_{ij} = 0 \), while if \( j < i \), then \( C_{ij} = \hat{N}_{ji} = \hat{N}_{ij} \). Thus, for any null s.s.ch.,

\[
(5.2) \quad C = QTR.
\]

For an ergodic (positive recurrent chain) it is more interesting to compute the mean first passage matrix \( M \). Then we can obtain \( C \), since \( C_{ij} = M_{ij}/\alpha_j \), for the normalized \( \alpha \).

If \( i < j \), then \( M_{0j} = M_{0i} + M_{ij} \), and hence \( M_{ij} = m_{ij} - m_i \). If \( i > j \), then we use an identity, from [3],

\[
M_{ij} + M_{ji} = \hat{N}_{ji}/\alpha_j.
\]

From this, together with (3.3) and (3.5), and the fact that \( \hat{N}_{ij} = \hat{N}_{0i} \), we obtain

\[
(5.3) \quad M_{ij} = (QTR)_{ij}/\alpha_j + m_{ij} - m_i.
\]

Since the first term is 0 when \( i < j \), this formula is always true.

Next we turn to the dual potential operator \( G \), which is also needed for potential theory. Or (equivalently) we will consider the operator \( K \), which can take the place of both \( C \) and \( G \) (see [5]). This is defined as

\[
K_{ij} = \lim_n \left[ N_{00}^{(n)} \frac{\alpha_i}{\alpha_0} - N_{ij}^{(n)} \right] = C_{ij} + \lim_n \left[ N_{00}^{(n)} \frac{\alpha_i}{\alpha_0} - N_{ij}^{(n)} \right].
\]

The existence of \( K \) is necessary and sufficient for the chain to be normal, the condition that enables one to do potential theory. We will show, in the next section, that there are nonnormal s.s.ch. Hence \( K \) (or \( G \)) does not always exist, and one cannot expect to express \( K \) in terms of \( Q \) and \( R \), which always exist.

Another way of saying this is to consider \( \lambda_i \): While the limits \( \lambda_i \) always exist, and are trivial, \( \lambda_i \) will not exist for a nonnormal s.s.ch., and hence cannot be obtained from the representation.
6. Examples. Our first class of examples is the class of random walks, for which Karlin and McGregor obtained a representation in [1]. (Random walks are special s.s.ch., namely those which can take at most one step to the left.) They use a system of polynomials \( Q_i(x) \) orthogonal with respect to a measure \( \psi(x) \) on the interval \([-1, 1]\). Their polynomials relate to the matrix \( Q \) as follows:

\[
Q_i(x) = \sum_{n=0}^{i} Q_{in} x^n.
\]

Hence they may be found recursively, as we can determine \( Q \). However, then one must still find the measure \( \psi \), which is nontrivial; and each component of \( P^n \) is expressed as an integral. The present representation appears to have the following advantages: (1) If \( Q \) is found, \( R \) is determined by a trivial matrix inversion. (2) It is sometimes easier to find \( R \) and then find \( Q = R^{-1} \). (3) Each component of \( P^n \) is expressed as a finite sum. (4) The representation is applicable to all s.s.ch., not just random walks.

Our next class of s.s.ch. is characterized by the fact that the chain either moves one step to the right, or goes all the way to 0. This is the basic example of [5], and is called a renewal chain in [4] and elsewhere. For these chains \( Q \) has the form:

\[
Q_{ii} = 1/\beta_i \quad \text{and} \quad Q_{ij} = -\beta_{i-j} q_{i-j}/\beta_i \quad \text{if} \ j < i.
\]

This can be checked by verifying that \( PQ = QS \).

To express \( R \) it is convenient to introduce \( x_n \) recursively:

\[
x_0 = 1 \quad \text{and} \quad x_{n+1} = \sum_{k=0}^{n} \beta_{n-k} q_{n+1-k} x_k.
\]

Then

\[
R_{nj} = x_{n-j} \beta_j.
\]

Then we find for \( P^n \),

\[
P_{ij}^{(n)} = \frac{\beta_j}{\beta_i} \left[ x_{n+i} - \sum_{k=0}^{i-1} \beta_{i-k-1} q_{i-k} x_{n+k} \right].
\]

It is interesting to note that the quantity in brackets is independent of \( j \).

This class of examples, as well as the next class, illustrates s.s.ch. of the first kind (see [4]). These have the property that the probability of a move to the left, to state \( j \), is proportional to a fixed \( b_j \), and the process is specified by two infinite sets of parameters \( \{\rho_i\} \) and \( \{b_j\} \). For renewal chains \( b_j = 0 \) for \( j > 0 \). The next class of examples, those called balanced chains in [4], have the vector \( b \) proportional to
the regular measure (where there is one). Again, the parameters $p_i$ may be chosen freely. Then $\beta_i$ is defined as usual, and we let

$$\gamma_i = \prod_{k=1}^{i} (1 - \beta_k).$$

Balanced chains are characterized by the relation

$$b_j = \beta_j / \gamma_j.$$

For balanced chains the matrix $Q$ takes on a particularly simple form:

$$Q_{ii} = 1/\beta_i; \quad Q_{i+1,i-1} = 1 - (1/\beta_i); \quad Q_{ij} = 0 \text{ otherwise.}$$

And only balanced chains yield a $Q$ of this form. For this simple $Q$ it is easy to find $\alpha$ as the unique solution of $\alpha Q = 0$. And if we normalize it by $\alpha_0 = 1$, we verify that $\alpha_i = b_i$. Inverting $Q$ is also easy:

$$R_{ij} = \gamma_i b_j.$$

And thus we obtain

$$P_{ij}^{(n)} = \begin{cases} (1 - \beta_{i+n}/\beta_i) \gamma_{i+n-1} b_j & \text{if } j < i+n, \\ \beta_{i+n}/\beta_i & \text{if } j = i+n. \end{cases}$$

Since null chains are normally the hardest ones to represent, we include one specific null chain, to show that the representation may yield simple results even for null chains.

Choose the balanced chain with $p_i = i/(i+1)$. Then

$$P_{ij} = \begin{cases} 1/(i+1)(i+2) & \text{if } j \leq i, \\ (i+1)/(i+2) & \text{if } j = i+1, \quad \beta_i = 1/(i+1), \end{cases}$$

$$Q_{ii} = i+1, \quad Q_{i+1,i-1} = -i, \quad R_{ij} = 1/(i+1) \text{ if } j \leq i.$$ 

$$b_j = \alpha_j = 1 \text{ for all } j.$$

$$C_{ij} = 1 + \sum_{k=j+1}^{i} \frac{1}{k} \text{ if } i > j.$$ 

$$P_{ij}^{(n)} = \begin{cases} n/(i+n)(i+n+1) & \text{if } j < i+n, \\ (i+1)/(i+n+1) & \text{if } j = i+n. \end{cases}$$
The final example is a nonnormal s.s.ch. It will refer back to the nonnormal example of [2]. The latter has two special states, 0 and 1, each the root of a tree with infinitely many branches. From 0 the chain enters a branch of length $n_{k-1}$ with probability $(1/2)^k$, marches deterministically along the branch, and then goes to 1. From 1 it enters a branch of length $n_k$ with probability $(1/2)^k$, marches deterministically to the end, and then goes to 0. The numbers $n_k$ are chosen to be monotone (and very rapidly) increasing. It is then shown that $C_0$ and hence $\lambda_0$ does not exist. As a matter of fact, the limits in question are not even Abel-summable.

Consider the s.s.ch. which has $P_{i,i+1} = 1$ for all $i$, except at the sparsely placed $i=n_k$. If $i=n_{k-1}$, then $P_{i,i+1} = 3/4$ and $P_{i,0} = 1/4$. If $i=n_k$, then $P_{i,i+1} = 1/3$, and $P_{i,1} = 1/3$. Clearly, the chain returns to state 1 infinitely often, hence it is recurrent, and so is the reverse chain $\hat{P}$. This reverse chain marches deterministically till it reaches 1; $\hat{P}_{1,0} = 1/2$ and $\hat{P}_{1,n_{k-1}} = (1/2)^k + 1$, while $\hat{P}_{0,n_{k-1}} = (1/2)^k$. This chain differs from the example described above only in inessential details, and hence the proof of [2] carries over. Therefore $C_0$ does not exist, and hence neither does $\lambda_0$ or $G_{10}$. Thus $P$ is a s.s.ch. that is not normal.

7. Two applications. As one application of the representation, we will find all eigenvectors of $P$. We are looking for vectors $h$ such that

$$Ph = xh, \quad (7.1)$$

and to eliminate constant multiples, we normalize by

$$h_0 = 1. \quad (7.2)$$

Let us introduce the special vectors $s^{(x)}$, which are defined by $s_i^{(x)} = x^i$. Then $s_0^{(x)} = 1$, and $Ss^{(x)} = xs^{(x)}$. And we define $h^{(x)} = Qs^{(x)}$. Then $h^{(x)}$ clearly satisfies $(7.2)$, and

$$Ph^{(x)} = PQs^{(x)} = QSs^{(x)} = xQs^{(x)} = xh^{(x)},$$

since all the matrices are row-finite. Thus $h^{(x)}$ is one eigenvector for $x$. Conversely, suppose that $h$ satisfies (7.1) and (7.2), then

$$xRh = RPh = SRh \quad \text{and} \quad (Rh)_0 = 1,$$

but this determines $Rh$ as $s^{(x)}$, and hence $h = Qs^{(x)} = h^{(x)}$. Thus $h^{(x)}$ is the unique normalized eigenvector for eigenvalue $x$.

Next let us find out for what values of $x$ the eigenvector is nonnegative. For this it is convenient to find an interpretation for the eigenvector:

$$h_i^{(x)} = \sum_{n=0}^t Q_{in}x^n = \frac{1}{\hat{P}_i} \chi^{(0)}(x), \quad (7.3)$$
where \( \chi^{(0)} \) is the characteristic polynomial of \( 'P \). Since the latter is a finite transient chain, its characteristic polynomial has all of its eigenvalues inside the unit circle, and has a dominant root \( r_i \), with \( 0 < r_i < 1 \). Thus \( \chi^{(0)}(x) > 0 \) for \( x > r_i \). In particular, if \( x \geq 1 \), then all the characteristic functions are positive, hence \( h^{(x)} > 0 \).

Let \( h^{(x)} \) be strictly positive. We then introduce the new transition matrix

\[
P_{ij}^x = \frac{P_{ij}h_i^{(x)}}{xh_i^{(x)}},
\]

which is again a s.s.ch. Choose any \( y > x \), and let \( h_i = h_i^{(y)}/h_i^{(x)} \). Then \( P^x h = (y/x)h \), and by the previous result (since \( y/x > 1 \)), \( h > 0 \). Thus \( h^{(y)} > 0 \).

Therefore, there must be a number \( x_0 \geq 0 \), such that for \( x > x_0 \), \( h^{(x)} > 0 \), but for \( x < x_0 \) this is never true. Since each component of \( h^{(x)} \) is continuous in \( x \) (it is a polynomial), we at least have \( h^{(x)} > 0 \). But it follows from (7.1) that \( P^x h = x^n h \). And in a slowly spreading chain \( P_{ij}^{(x)} > 0 \) for some \( n \), hence \( h_i \geq (1/x^n)P_{ij}^{(x)}h_0 > 0 \), if \( h \) is nonnegative. Thus each eigenvector which is nonnegative must actually be positive. Thus the only nonnegative solutions of (7.1) and (7.2) are the \( h^{(x)} \) with \( x \geq x_0 \), and these are all strictly positive.

We can further characterize \( x_0 = \sup_i r_i \) as the sup of the largest eigenvalues, since any \( x \) larger than this sup yields a positive \( h^{(x)} \), while if \( x \) is below the sup, then \( x < r_i \) for some \( i \), and \( h^{(x)} > 0 \) would imply that \( h^{(r_i)} > 0 \), which is false. Thus we have a simple characterization of all the nonnegative eigenvectors of \( P \).

In [6] Snell and Lamperti used the Karlin-McGregor representation of random walks to find the Martin boundary of space-time processes formed from random walks. As a second application of the present representation we will extend this to space-time processes formed from s.s.ch. The author is indebted to J. Lamperti for suggesting this application, and for supplying a key step in the proof.

The Martin boundary of a Markov chain consists of all normalized, minimal\(^{(*)} \), nonnegative regular functions. This is trivial for a s.s.ch., since our results above imply that the only regular functions are constant. However, the problem becomes interesting if we form the space-time process, i.e., the process whose states are pairs \( (i, n) \), where \( i \) is a state of the s.s.ch. and \( n \) is time. It is customary to restrict this to those pairs \( (i, n) \) which can be reached from the starting pair \( (0, 0) \), which for a s.s.ch. simply means that \( n \geq i \). Thus the space-time process \( \bar{P} \) has as states pairs \( (i, n) \) with \( 0 \leq i \leq n \), it starts at \( (0, 0) \), and

\[
\bar{P}(i, n), (j, m) = P_{ij} \quad \text{if } m = n + 1,
\]

\[
= 0 \quad \text{otherwise}.
\]

\(^{*}\) A nonnegative regular function \( h \) is minimal if whenever \( 0 \leq g \leq h \) for some regular function \( g \), then \( g = ch \).
We will find the Martin boundary for such processes under one restriction on $P$:

\[(7.6)\quad P_{ii} \geq e > 0 \quad \text{for all } i.\]

This assumption can be weakened, as will be seen from the proof, but the results found do not hold in complete generality for space-time s.s.ch. (or even for random walks).

Suppose that $h(i, n)$ is a nonnegative regular function for $P$. This says that

\[\sum_{(j,m)} P_{ij} h(j, m) = h(i, n)\]

or

\[(7.7)\quad \sum_{j} P_{ij} h(j, n+1) = h(i, n); \quad \text{and} \quad h(i, n) \geq 0,\]

for all $n$, and all $i \leq n$. Let $g(i, n) = h(i, n+1)$. Then the above equation shows that $g$ is also a regular function, and

\[h(i, n) \geq P_{ii} h(i, n+1) \geq e \cdot g(i, n).\]

Minimality then requires that $g$ be a constant multiple of $h$, or

\[h(i, n+1) = ch(i, n).\]

By induction, we then obtain,

\[(7.8)\quad h(i, n) = c^{n-i} h(i, i).\]

We must distinguish two cases, depending on whether $c=0$. If $c$ does equal 0, then $h(i, n) = 0$ whenever $n > i$. And (7.7) yields $h(i, i) = h(0, 0)/\beta_i$. Normalization requires $h(0, 0) = 1$, hence the only possibility for $c=0$ is

\[(7.9)\quad h(i, n) = \delta_{in}/\beta_i.\]

If $c \neq 0$, hence $c > 0$, we let $x = 1/c$, and introduce the vector $h$, with $h_i = h(i, i)/c^i$. Then (7.8) takes the form $h(i, n) = h_i/x^n$. Normalization requires that $h_0 = 1$, and (7.7) requires that $Ph = xh$. Thus we may make use of the results obtained above, concerning eigenvectors. If $c \neq 0$, then

\[(7.10)\quad h(i, n) = h_i^{(x^n)/x^n} = (1/x^n)Q^s(x^n), \quad \text{for some } x \geq x_0.\]

And the only possible normalized, minimal, nonnegative regular functions are the function (7.9), or the infinite class (7.10). We will show that these are actually all minimal, and hence they form the Martin boundary. It is worth noting that (7.9) is the limit of (7.10) as $x \to +\infty$, hence the Martin boundary takes the form $[x_0, +\infty]$ in terms of the parameter $x$. 
We need only show that all the nonnegative regular functions found above are minimal. A nonnegative regular function $h$ is minimal for $\bar{P}$ if and only if the constant function 1 is minimal for $\bar{P}^h$, where

$$\bar{P}^h_{i,n},(j,m) = \frac{\bar{P}_{i,n},(j,m)h(j,m)}{h(i,n)}$$

If $h$ is chosen as (7.9), then $\bar{P}^h$ marches deterministically from $(i, i)$ to $(i+1, i+1)$. This process has only constants as regular functions, and hence 1 is trivially minimal. Thus the function (7.9) is minimal for $\bar{P}$.

Next let us choose an $x \geq x_0$, and select $h(i, n) = h^{(x)}_i/n$. In (7.11) we always have 0 unless $m = n+1$, and if $m = n+1$ we obtain $P^x_i$. Thus $\bar{P}^h$ is simply the space-time process formed from the s.s.ch. $P^x$. Thus the question of whether $h$ in (7.10) is minimal for $\bar{P}$ is equivalent to showing that 1 is minimal for the space-time process of $P^x$. Our argument will be completed by showing that 1 is minimal for any space-time process formed from a s.s.ch. satisfying (7.6). (Note that if $P$ satisfies this condition, so does $P^x$.)

Suppose that we have a space-time process formed from a s.s.ch. satisfying (7.6). Since 1 is a nonnegative, normalized, regular function, the Martin representation theorem guarantees that it can be represented as a convex combination of minimal functions. From (7.6), $P_{i,i+1} \leq 1 - \epsilon$, hence $\beta_i \to 0$. Thus (7.9) is unbounded, and hence cannot receive positive weight in the representation. Therefore,

$$1 = \int_{x_0}^{\infty} \frac{[Q^{(x)}_h]}{x^n} \, d\mu(x),$$

where $\mu$ (set of minimal functions) = 1. But this is of the form

$$\sum_{k=0}^{n} Q_{ik} \int_{x_0}^{\infty} \frac{1}{x^{n-k}} \, d\mu(x) = 1 \quad \text{for all } i \leq n.$$ 

Fix $n$, and let

$$f_k = \int_{x_0}^{\infty} \frac{1}{x^{n-k}} \, d\mu(x), \quad k \leq n,$$

then $Q^{(n)}f = 1$, where $Q^{(n)}$ is $Q$ restricted to states 0, 1, ..., $n$. Hence $f = R^{(n)}Q^{(n)}f = R^{(n)}1 = 1$. Thus

$$\int_{x_0}^{\infty} \frac{1}{x^n} \, d\mu(x) = 1 \quad \text{for all } m \geq 0.$$ 

Using $m = 0, 1, 2,$

$$1 = \int_{x_0}^{\infty} \frac{1}{x} \, d\mu(x) \leq \left( \int_{x_0}^{\infty} 1 \, d\mu(x) \int_{x_0}^{\infty} \frac{1}{x^2} \, d\mu(x) \right)^{1/2} = 1,$$

and we have equality in Schwartz's inequality, which implies that $1/x$ is proportional to 1 a.e. Hence $x = 1$ a.e.; that is, $\mu(\{1\}) = 1$. Thus 1 is a minimal function.
8. Extensions of the results. First of all we will consider duals of s.s.ch. For these we need a measure \( \alpha > 0 \) which is superregular, and is chosen to be regular if such a measure exists. Then the dual chain has transition matrix

\[
\hat{P}_{ij} = \alpha_j P_{ji} / \alpha_i.
\]

In particular, if the chain is recurrent, \( \alpha \) is unique up to a constant multiple, and hence \( \hat{P} \) is uniquely determined. It is convenient to introduce the diagonal matrix \( D \), with \( D_{ii} = 1 / \alpha_i \). Then (8.1) may be written in matrix form as

\[
\hat{P} = DP^T D^{-1}.
\]

This immediately yields a representation for dual-s.s.ch., namely \( \hat{P} = DR^T S^T Q^T D^{-1} \), or

\[
\hat{P} = \hat{Q} S^T \hat{R}, \quad \text{where} \quad \hat{Q} = DR^T \quad \text{and} \quad \hat{R} = Q^T D^{-1}.
\]

All the dual matrices are column-finite, and

\[
P^n = \hat{Q} (S^T)^n \hat{R}
\]

expresses an entry in the \( n \)th power of the transition matrix as a finite sum.

The duals of \( Q \) and \( R \) are upper-triangular, and inverses of each other in the strong sense. Instead of having row-sums equal to 1, we have the relations

\[
\alpha \hat{Q} = 1^T \quad \text{and} \quad 1^T \hat{R} = \alpha.
\]

For instance, for the null balanced chain given in §6 we have \( \alpha_i = 1 \), hence \( \hat{P} = P^T, \hat{Q} = Q^T, \) and \( \hat{R} = R^T \). This dual chain is again an interesting process. Moving to the right it behaves like an independent trials process, but it can only move one step to the left.

There are certain s.s.ch. whose duals are also s.s.ch. In this case we obtain two representations for it, (1.1) and (8.3). Such chains are characterized by the fact that they can move only one step to the right, and only one to the left. These chains are precisely the random walks. But random walks have the property that there always is a unique regular measure \( \alpha \), and the chain is "reversible," i.e., \( \hat{P} = P \). Therefore, \( QSR = \hat{Q} S^T \hat{R} \).

Next we consider the class of \( k \)-spreading chains. These have the natural numbers as states, have states communicating, are restricted to take no more than \( k \) steps to the right, and \( P_{i,i+k} > 0 \) for every \( i \). In particular, for \( k = 1 \) we obtain the s.s.ch. We obtain a representation for \( k \)-spreading chains in almost the same manner as for s.s.ch.

We define the rows of \( R \) inductively. For \( n < k \), \( R_{nj} = \delta_{nj} \). And row \( n+k \) is the \( n \)th row of \( R \) times \( P \). This gives us an interpretation of \( R_{nj} \): If \( m = qk + r \), then
The matrix $R$ is again nonnegative and triangular, and we obtain $Q$ as its inverse. By definition, $RP^n = S^n R$, and hence

\begin{equation}
P^n = Q(S^k)^n R.
\end{equation}

Thus our representation is complicated only by having $S^k$ in place of $S$.

It is not only that there are many more $k$-spreading chains than s.s.ch. that makes them interesting. It is the fact that many types of chains studied in the literature can be considered as $k$-spreading if we renumber the states. For example, sums of independent random variables, where each variable takes on only a finite number of values, can be reconstructed as a $k$-spreading chain. If $X_n = S_1 + \cdots + S_n$, and the largest and smallest values taken on by $S_i$ are $+a$ and $-b$, respectively, then we can renumber the states to obtain an $(a+b)$-spreading chain.

We will illustrate this for the cases where $S_i$ takes on the values $-1, 0, +1$, and $+2$. We number the states in the following order:

\begin{align*}
0, & 1, -1, 2, 3, -2, 4, 5, -3, 6, 7, -4, \ldots
\end{align*}

and we have a 3-spreading chain.

There is another rich class of examples which may be obtained from our representation. Consider any s.s.ch. $P$, and watch it by means of a random clock. Suppose that the clock goes off at integer time $n$ with probability $a_n$, and we watch the original chain only when the clock goes off. Let us introduce $f(t)$, the generating function of the random times:

\begin{equation}
f(t) = \sum_{n=0}^{\infty} a_n t^n.
\end{equation}

The transition matrix of the new process is $f(P)$, hence it is represented by

\begin{equation}
f(P) = Q \cdot f(S) \cdot R.
\end{equation}

While $f(S)$ is more complicated than $S$, it is the transition matrix of a sums-of-independent random variables ladder process (it can move only to the right). Hence, if we can compute the $n$th power of the generating function, we can compute the $n$-step transition probabilities. It is worth noting that $f(S)$ has $(a_0, a_1, a_2, \ldots)$ as its first row, and each following row is shifted right by 1.

Finally, let us see what the representation says for finite s.s.ch.; i.e., for finite chains, with states $0, 1, \ldots, n$, which can move from state $i<n$ only one step to the right. We may still introduce the matrix $R$ inductively, as before. It is triangular, and hence it has an inverse $Q$. But it is no longer true that $RP = SR$, since this relation breaks down in the last row. The $n$th row of $R$ is the 0th row of $P^n$; when this is multiplied by $P$, we obtain the 0th row of $P^{n+1}$. But $n+1$ is the order of the
matrix, hence $P^{n+1}$ is expressible as a linear combination of the smaller powers. Hence

$$RP = \bar{S}R; \quad \bar{S} = \begin{pmatrix} 0 & 1 & 0 & 0 & \cdots \\ 0 & 0 & 1 & 0 & \cdots \\ & & & & 1 \\ & & & c_0 & c_1 & c_2 & \cdots & c_n \end{pmatrix}; \quad P = QR\bar{S}R.$$ 

I am indebted to H. Mirkil for pointing out that this is the rational normal form of the finite matrix $P$. It is of mathematical interest because it represents $P$ within the field which contains its components—unlike the Jordan form. Thus our representation leads to an interesting canonical form even for finite s.s.ch. It also motivates us to point out that the representation has the property, in general, that $Q$ and $R$ are real, and if $P$ has components which are rational then so will $Q$ and $R$.
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