SOME ASYMPTOTIC FORMULAS FOR
WIENER INTEGRALS$^{(1)}$

BY
M. SCHILDER

1. Introduction. In this paper asymptotic formulas for Wiener integrals similar to the Laplace asymptotic formulas for integrals in one dimension will be proved [5], and some applications to analysis of these formulas will be given.

Let $C[0, T]$ be the space of continuous functions defined on the interval $[0, T]$ which vanish at zero, and let $\|z\|$ be the sup norm of a function $z$. A functional $H(z)$ will be said to have a proper maximum at a point $x$ if $H(z) < H(x)$ for $z \neq x$.

Let $C^*[0, T] \subset C[0, T]$ be the subset of functions on $[0, T]$ which are absolutely continuous and whose derivatives are in $L^2[0, T]$.

Suppose $F(z)$ is a functional on $C[0, T]$ such that $F(z) - \frac{1}{2} \int_0^T (z'(\tau))^2 d\tau$ has a proper maximum on $C^*[0, T]$. Call this maximizing function $x(\tau)$. With further restrictions on $F(z)$ but not supposing $F(z)$ to have any Frechet derivatives, and for a large class of functionals $G(z)$, it will be shown$^{(2)}$ that

$$\lim_{\lambda \to 0} \frac{E\mu\{G(\lambda z) \exp (\lambda^{-2} F(\lambda z))\}}{E\mu\{\exp (\lambda^{-2} F(\lambda z))\}} = G(x)$$

where $E\mu\{\}$ denotes integration with respect to Wiener measure [8].

In the case that $F(z)$ and $G(z)$ have Frechet derivatives in a neighborhood of $x$, it will be shown that

$$\exp (-b\lambda^{-2})E\mu\{G(\lambda z) \exp (\lambda^{-2} F(\lambda z))\} = \Gamma_0 + \Gamma_1 \lambda + \cdots + \Gamma_n \lambda^n + O(\lambda^{n+1})$$

where $b = F(x) - \frac{1}{2} \int_0^T [x'(\tau)]^2 d\tau$ and the $\Gamma_i$ are Wiener integrals not depending on $\lambda$.

In §2, the exact conditions under which (1.1) and (1.2) hold will be given. In §3, several lemmas necessary for the proof of (1.1) and (1.2) will be given, and in §4, the proof of (1.1) and (1.2) will be completed. In §5, some applications of (1.1) are given.

Formulas (1.1) and (1.2) first arose in connection with a problem in nonlinear partial differential equations.
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$^{(1)}$ Part of this paper was submitted as a doctoral thesis at the Courant Institute of Mathematical Sciences, New York University under Professor M. Dansker.

$^{(2)}$ See §2.
2. Some asymptotic formulas for Wiener integrals. The main results of this paper are:

**Theorem A**\(^{(3)}\). Suppose \( F(z) \) and \( G(z) \) are two real valued functionals defined on \( C[0, T] \), and suppose that the functional \( F(z) = \frac{1}{2} \int_0^T [z'(t)]^2 \, dt \) has a proper maximum at \( x \) over \( C^*[0, T] \). If \( F(z) \) and \( G(z) \) satisfy conditions 1–5 below, then

\[
\lim_{\lambda \to 0} \frac{E_z^\lambda \{G(\lambda z) \exp (\lambda^{-2} F(\lambda z))\}}{E_z^\lambda \{\exp (\lambda^{-2} F(\lambda z))\}} = G(x).
\]

Conditions 1–5 are:
1. \( G(z) \) and \( F(z) \) are Wiener measurable.
2. \(|G(z)| \leq K_1 \exp (K_2 \|z\|^2) \) almost everywhere with respect to Wiener measure where \( K_1 \) and \( K_2 \) are any positive real numbers.
3. \( F(z) \leq L_1 + L_2 \|z\|^2 \) almost everywhere with respect to Wiener measure where \( L_1 \) is any positive real number but \( L_2 < T/4 \).
4. \( G(z) \) is continuous at \( x \) in the sup norm.
5. \( F(z) \) is continuous for

\[
\|z\| < \left| (b - L_1 + 1)/(2L_2 - 1/2T) \right|^{1/2},
\]

and upper semicontinuous almost everywhere in the sup norm.

For convenience the following notation is introduced. If

\[
\frac{\partial^K F(x + \eta)}{\partial (x(s_1) + \eta(s_1)) \cdots \partial (x(s_K) + \eta(s_K))}
\]

is the \( K \)th Frechet derivative of the functional \( F(z) \) at the point \( x + \eta \) \( (\eta \in C[0, T]) \), then the expression

\[
\frac{1}{K!} \int_0^T \cdots \int_0^T \frac{\partial^K F(x + \eta)}{\partial (x(s_1) + \eta(s_1)) \cdots \partial (x(s_K) + \eta(s_K))} z(s_1) \cdots z(s_K) \, ds_1 \cdots ds_K
\]

will be denoted by \( f^K_\eta(\eta)z^K \).

**Theorem B.** Suppose \( F(z) \) and \( G(z) \) are defined on \( C[0, T] \) and satisfy the hypothesis of Theorem A, and suppose also, that

1. \( F(z) \) has two continuous Frechet derivatives in a uniform neighborhood of the maximizing function \( x \).
2. \( E_z^\eta \{\exp ((1 + \epsilon) f_2(\eta) z^2)\} \) is uniformly bounded for \( \eta \) in a \( \delta \) uniform neighborhood of \( 0 \), for some \( \epsilon > 0 \).

\(^{(3)}\) See definitions in the Introduction.
3. \( x'(\tau) \) is of bounded variation. Then

\[
\lim_{\lambda \to 0} \exp \left( -b\lambda^{-2} \right) E^w_x \{ G(\lambda z) \exp (\lambda^{-2} F(\lambda z)) \} = G(x) E^w_x \{ \exp \left( f_2(0) z^2 \right) \}
\]

where \( b = F(x) - \int_0^T [x'(t)]^2 \, dt \).

**Theorem C.** Suppose \( F(z) \) and \( G(z) \) are defined on \([0, T]\) and satisfy the hypothesis of Theorem A, and suppose also that

1. \( F(z) \) has \( n \geq 3 \) continuous Frechet derivatives in a \( \delta \) uniform neighborhood of \( x \). It is supposed that \( f_2(\eta)y = O(\|x\|^3) \) if \( \eta \) is in a \( \delta \) neighborhood of zero.
2. \( E^w_x \{ \exp \left( (1 + \epsilon)f_2(\eta)z^2 \right) \} \) is uniformly bounded for \( \eta \) in a \( \delta \) uniform neighborhood of 0, for some \( \epsilon > 0 \).
3. \( G(z) \) has \( n - 2 \) continuous Frechet derivatives in a \( \delta \) uniform neighborhood of \( x \).
4. \( x'(\tau) \) is of bounded variation. Then

\[
\exp \left( -b\lambda^{-2} \right) E^w_x \{ G(\lambda z) \exp (\lambda^{-2} F(\lambda z)) \} = \Gamma_0 + \Gamma_1 \lambda + \cdots + \Gamma_{n-3} \lambda^{n-3} + O(\lambda^{n-2})
\]

as \( \lambda \to 0 \),

the \( \Gamma_i \) being Wiener integrals depending only on the Frechet derivatives of \( F(z) \) and \( G(z) \) at \( x \).

The assumptions of Theorem A on \( F(z) \) and \( G(z) \) are strong enough to insure that there exists a \( \lambda_0 \) such that if \( \lambda \leq \lambda_0 \), then the functional \( G(\lambda z) \exp (\lambda^{-2} F(\lambda z)) \) is Wiener integrable. This is true since

\[
|G(\lambda z) \exp (\lambda^{-2} F(\lambda z))| \leq K_1 \exp (\lambda^{-2} L_1 + (K_2 \lambda^2 + L_2)\|z\|^2)
\]

by hypothesis, and from Lemma 1 (§3) it follows that if \( \lambda \) is small enough

\[
K_1 \exp (\lambda^{-2} L_1) E^w_x \{ \exp \left( (K_2 \lambda^2 + L_2)\|z\|^2 \right) \}
\]

\[
\leq 2(2/\pi T)^{1/2} K_1 \exp (\lambda^{-2} L_1) \int_0^\infty \exp \left( (K_2 \lambda^2 + L_2)u^2 - u^2/2T \right) \, du < \infty.
\]

Evidently, the same reasoning may be applied to show that \( \exp (\lambda^{-2} F(\lambda z)) \) is integrable.

For any positive integer \( n \), we will denote by \( z^n \) the vector

\[
z(T/n), z(2T/n), \ldots, z(T).
\]

For each \( n \)-dimensional vector \( s^n \), we will denote its polygonalization by \( s^n(\tau) \), i.e.,

\[
s^n(\tau) = s^n_j + \left( \tau - \frac{jT}{n} \right) n \left( s^n_{j+1} - s^n_j \right)
\]

for

\[
jT/n \leq T \leq (j + 1)T/n, \quad j = 0, 1, \ldots, n-1, \quad s^n_0 = 0.
\]
For each \( z \in C[0, T] \), let \( z^n(\cdot) \) be the polygonalization of the vector \( z^n \). We will call \( z^n(\cdot) \) the polygonalization of the function \( z \).

If \( s^n \) is a vector, then \( \|s^n\| \) will mean its sup norm.

Define

\[
A(\delta) = \sup_{z \in A} F(z) - \frac{1}{2} \int_0^T [z'(\tau)]^2 \, d\tau - b,
\]

where \( A = \{ z \in C^*[0, T] \mid \|z - x\| \geq \delta \} \), and \( b \) is defined in the Introduction.

Define \( F(z) \) as a function on \( R^n \) by

\[
F(s^n) = F(s^n(\cdot)).
\]

3. Lemmas. In this section we state and prove several lemmas necessary for the proof of Theorems A, B, and C.

**Lemma 1.** Let \( f(u) \) be a nonnegative Lebesgue measurable function on \( [0, \infty) \). Then

\[
E_z \{f(z)\} \leq 2(2/\pi T)^{1/2} \int_0^\infty f(u) \exp(-u^2/2T) \, du.
\]

**Proof.** Let \( A \) be any interval contained in \( (0, \infty) \). By the symmetry of Wiener measure with respect to reflections across the x-axis we have

\[
P\left( \sup_{0 \leq \tau \leq T} |z(\tau)| \in A \right) \leq 2P\left( \sup_{0 \leq \tau \leq T} z(\tau) \in A \right)
\]

It is well known [5] that

\[
P\left( \sup_{0 \leq \tau \leq T} z(\tau) \in A \right) = (2/\pi T)^{1/2} \int_A \exp(-u^2/2T) \, du
\]

and hence from a familiar argument

\[
E_z \{f(z)\} \leq 2(2/\pi T)^{1/2} \int_0^\infty f(u) \exp(-u^2/2T) \, du.
\]

**Lemma 2(\textsuperscript{4}).** If

\[
\max_{0 \leq j \leq n-1} \left[ \sup_{JT/n < \tau < (j+1)T/n} |z(\tau) - z(jT/n)| \right] \leq \delta/2,
\]

then \( \|z - z^n(\cdot)\| \leq \delta \).

(\textsuperscript{4}) This proof is completely obvious from a picture.
Proof. Let \( \tau_0 \) be a point where \(|z(\tau) - z^n(\tau)|\) achieves its maximum value. Let \( j \) be such that \( jT/n < \tau_0 \leq ((j+1)T)/n \). By hypothesis

\[
\left| z\left(\frac{(j+1)T}{n}\right) - z\left(\frac{jT}{n}\right) \right| \leq \frac{\delta}{2}
\]

and hence it follows that every point \((\tau, z^n(\tau))\) on the straight line segment joining \((jT/n, z(jT/n))\) and \(((j+1)T/n, z((j+1)T/n))\) satisfies \(|z(\tau/n) - z^n(\tau)|\leq \delta/2\). Again by hypothesis \(|z(jT/n) - z^n(\tau)|\leq \delta/2\) so that by triangle inequality \(|z(\tau) - z^n(\tau)| = \zeta\). This holds in particular for \( \tau_0 \) and the lemma is proved.

Lemma 3. \( P\{\|z - z^n(\cdot)\| \geq \gamma\} \leq 4/(\gamma(2nT/n)^{1/2}) \exp (-ny^2/8T) \).

Proof. Since Brownian motion has stationary increments we have from Lemma 1 that for any \( j = 0, 1, 2, \ldots, n-1 \),

\[
P\left\{ \sup_{jT/n < \tau \leq ((j+1)T)/n} |z(\tau) - z(jT/n)| \geq \gamma/2 \right\} 
= P\left\{ \sup_{0 \leq \tau \leq T} |z(\tau)| \geq \gamma/2 \right\} 
\leq 2(2nT/n)^{1/2} \int_{\gamma/2}^{\infty} \exp (-nu^2/2T) \, du 
= 2(2/n)^{1/2} \int_{\gamma/2}^{\infty} \left( \exp (-v^2/2) \right) \, dv 
\leq 4/(\gamma(2T/n)^{1/2}) \exp (-ny^2/8T).
\]

Let

\[
Q_j^n = \left\{ z \in C \mid \sup_{jT/n < \tau \leq ((j+1)T)/n} |z(\tau) - z(jT/n)| \geq \gamma/2 \right\}, \quad j = 0, 1, 2, \ldots, n-1.
\]

From the preceding inequality

\[
P\left\{ \bigcup_{j=0}^{n-1} Q_j^n \right\} \leq 4/(\gamma(2nT/n)^{1/2}) \exp (-ny^2/8T).
\]

Now if \( z \notin \bigcup_{j=0}^{n-1} Q_j^n \), then \( \sup_{jT/n < \tau \leq ((j+1)T)/n} |z(\tau) - z(jT/n)| < \gamma/2 \) for all \( j = 0, 1, \ldots, n \) and hence from Lemma 2, \( \|z - z^n(\cdot)\| \leq \gamma \). Thus

\[
P\{\|z - z^n(\cdot)\| \geq \gamma\} \leq (4/\gamma)(2nT/n)^{1/2} \exp (-ny^2/8T).
\]

Lemma 4.

\[
\int_0^T [ds^n(\tau)/d\tau] \, d\tau = s^nA_n(s^n)
\]

and

\[
x^nA_n(x^n) \leq \int_0^T [x'(\tau)]^2 \, d\tau \quad \text{for all } n,
\]
where \((x^n)^-\) means \(x^n\) transpose and

\[
A_n = \min_{1 \leq i, j \leq n} \left[ \frac{IT}{n}, \frac{jT}{n} \right]^{-1}.
\]

**Proof.** By definition

\[
\int_0^T \left[ \frac{ds^n(t)}{dt} \right]^2 \, dt = \sum_{j=1}^n \frac{T}{n} \left[ \frac{n}{T} (s^n_j - s^n_{j-1}) \right]^2
\]

where \(s^n_0 = 0\). But as is well known

\[
\sum_{j=1}^n \frac{n}{T} [s^n_j - s^n_{j-1}]^2 = s^n A_n(s^n)^-.
\]

Now for the second part of the lemma. From the first part of this lemma, it is sufficient to show that

\[
\int_0^T \left[ dx^n(t)/dt \right]^2 \, dt \leq \int_0^T \left[ x'(t) \right]^2 \, dt.
\]

Since

\[
\frac{dx^n(t)}{dt} = \frac{n}{T} \left( x \left( \frac{jT}{n} \right) - x \left( \frac{(j-1)T}{n} \right) \right), \quad \frac{j-1}{n} < t < \frac{j}{n},
\]

it follows from the Schwarz inequality, that

\[
\int_0^T \left[ \frac{dx^n(t)}{dt} \right]^2 \, dt = \sum_{j=1}^n \frac{n}{T} \left[ \int_{(j-1)T/n}^{jT/n} x'(\tau) \, d\tau \right]^2
\]

\[
\leq \sum_{j=1}^n \int_{(j-1)T/n}^{jT/n} [x'(\tau)]^2 \, d\tau
\]

\[
= \int_0^T [x'(\tau)]^2 \, d\tau.
\]

**Lemma 5.** If \(z \in C^4[0, T]\), then for \(\tau_2 > \tau_1\)

\[
\sup_{\tau_1 \leq \tau \leq \tau_2} [z(\tau) - z(\tau_1)]^2 \leq (\tau_2 - \tau_1) \int_{\tau_1}^{\tau_2} [z'(\tau)]^2 \, d\tau.
\]

**Proof.** From the hypothesis of the Lemma it follows \(z(\tau) - z(\tau_1) = \int_{\tau_1}^{\tau} z'(s) \, ds\). From the Schwarz inequality it follows \([z(\tau) - z(\tau_1)]^2 \leq (\tau - \tau_1) [z'(s)]^2 \, ds\). The Lemma follows since the sup of \((\tau - \tau_1) [z'(\tau)]^2 \, d\tau\) for \(\tau_2 \geq \tau \geq \tau_1\), is taken on when \(\tau = \tau_2\).
Lemma 6. Suppose $F(z)$ satisfies the conditions of Theorem A. Then $A(\delta) < 0$ if $\delta > 0$, where $A(\delta)$ is defined by equation (2.1).

**Proof.** Suppose not. Then there is a sequence $\{z_m\} \subset C^*[0, T]$ such that

$$\|z_m - x\| \geq \delta \quad \text{and} \quad \lim_{m \to \infty} F(z_m) - \frac{1}{2} \int_0^T \left[ z_m'(\tau) \right]^2 d\tau = b. \tag{3.1}$$

It will be shown in the case of assumptions (3.1) above that the sequence $\{z_m\}$ has a subsequence $\{z^*_m\}$ which converges uniformly to $x^* \in C^*[0, T]$, that $x^* \neq x$, and that $F(x^*) - \frac{1}{2} \int_0^T \left[ x^*(\tau) \right]^2 d\tau \geq b$. This is contrary to the hypothesis of the Lemma.

It can clearly be assumed that $b - 1 \leq F(z_m) - \frac{1}{2} \int_0^T \left[ z_m'(\tau) \right]^2 d\tau$ for all $m$. From Lemma 5 and condition 3 of Theorem A, it follows that $\int_0^T \left[ z_m'(\tau) \right]^2 d\tau \leq 4|L_1 - b + 1|$. From Lemma 5 again, it follows that

$$\sup_{\tau_1 \leq \tau \leq \tau_2} \left| z_m(\tau) - z_m(\tau_1) \right| \leq \left[ (\tau_2 - \tau_1) \int_{\tau_1}^{\tau_2} \left[ z_m'(\tau) \right]^2 d\tau \right]^{1/2} \leq 2|L_1 - b + 1|^{1/2}.$$

Therefore, the sequence $\{z_m\}$ is equicontinuous and bounded. By Ascoli's theorem it follows that there exists $x^* \in C^*[0, T]$ and a subsequence $\{z^*_m\}$ such that $x^*$ is the uniform limit of $\{z^*_m\}$. From the inequality $b - 1 \leq F(z_m) - \frac{1}{2} \int_0^T \left[ z_m'(\tau) \right]^2 d\tau$ and conditions 3 and 5 of Theorem A it also follows that $F(z)$ is continuous at $x^*$. Since $\liminf \int_0^T \left[ z_m'(\tau) \right]^2 d\tau \geq \int_0^T \left[ x^*(\tau) \right]^2 d\tau$ is a standard property of weak convergence, it follows that

$$F(x^*) - \frac{1}{2} \int_0^T \left[ x^*(\tau) \right]^2 d\tau \geq \liminf F(z_m) - \frac{1}{2} \int_0^T \left[ z_m'(\tau) \right]^2 d\tau \geq b.$$

Lemma 7. If $\|s^n - x^n\| \geq w$ and $w - p_n > 0$, then $F(s^n) - \frac{1}{2} s^n A_n(s^n)^- \leq A(w - p_n) + b$, where $p_n = \|x - x^n(\cdot)\|; \ x^n(\cdot)$ is the polygonalization of the maximizing function $x$.

**Proof.** $\|x^n(\cdot) - s^n(\cdot)\| \leq \|x - s^n(\cdot)\| + \|x - x^n(\cdot)\|$. Thus

$$\|x - s^n(\cdot)\| \geq \|x^n(\cdot) - s^n(\cdot)\| - \|x - x^n(\cdot)\|$$

$$= \|x^n(\cdot) - s^n(\cdot)\| - p_n = \|x^n - s^n\| - p_n \geq w - p_n.$$

By Lemma 4, $s^n A_n(s^n)^- = \int_0^T [ds^n(\tau)/d\tau]^2 d\tau$. Thus

$$F(s^n) - \frac{1}{2} s^n A_n(s^n)^- = F(s^n(\cdot)) - \frac{1}{2} \int_0^T \left[ \frac{ds^n(\tau)}{d\tau} \right]^2 d\tau.$$
By the definition of $A(\delta)$, $b$ and Lemma 6, and since $\|x - s^n(\cdot)\| \geq w - p_n$ we have

$$F(s^n) - \frac{1}{2}s^nA(s^n) - A(w - p_n) + b.$$ 

**Lemma 8.** If $F(x)$ satisfies the hypothesis of Theorem A, and $B$ is any number greater than zero, then for all $\lambda$ sufficiently small

$$I_1(\lambda) = \exp (-b\lambda^{-2})E^w_x[\exp (\lambda^{-2}F(\lambda z))] \geq \frac{1}{e} \exp (-B\lambda^{-2}).$$

**Proof.** The translation formula for Wiener integrals [1] states that if $q_0(\tau) \in C^*[0, T]$ and $H(q)$ is a Wiener measurable functional, then

$$E^w_x[H(q_0 + q_0)] = \exp \left(-\frac{1}{2} \int_0^T [q_0(\tau)]^2 d\tau \right) E^w_y \left[H(y) \exp \left[\int_0^T q_0(\tau) dy(\tau) \right] \right].$$

Because of the assumption made on $x(\tau)$ it follows, using this translation formula, that

$$I_1 = \exp \left(-\frac{1}{2}\lambda^{-2} \int_0^T [x'(\tau)]^2 d\tau \right)$$

$$\times E^w_y \left[\exp \left[\lambda^{-2}[F(\lambda y + x) - b] - \frac{1}{\lambda} \int_0^T x'(\tau) dy(\tau) \right] \right].$$

From the continuity assumption of $F(x)$, it follows that there exists a $\beta > 0$ such that $\|x - y\| \leq \beta$ implies $F(x) \leq F(y) + B$. Thus, from (3.3)

$$I_1 \geq \exp \left(-\frac{1}{2}\lambda^{-2} \int_0^T [x'(\tau)]^2 d\tau \right)$$

$$\times E^w_y \left[\chi(\beta/\lambda, 0, y) \exp \left[\lambda^{-2}[F(\lambda y + x) - b] - \frac{1}{\lambda} \int_0^T x'(\tau) dy(\tau) \right] \right]$$

$$\geq \exp \left(-\frac{1}{2}\lambda^{-2} \int_0^T [x'(\tau)]^2 d\tau \right)$$

$$\times E^w_y \left[\chi(\beta/\lambda, 0, y) \exp \left[\lambda^{-2}(F(x) - B - b) - \frac{1}{\lambda} \int_0^T x'(\tau) dy(\tau) \right] \right],$$

where $\chi(\delta, y, z)$ is the characteristic function of the set $\{z \in C \mid \|y - z\| \leq \delta\}$. But by assumption on $x(\tau)$, $F(x) = \frac{1}{2} \int_0^T [x'(\tau)]^2 d\tau + b$ and, therefore,

$$I_1 \geq \exp \left(-B\lambda^{-2} \right) E^w_y \left[\chi(\beta/\lambda, 0, y) \exp \left[\lambda^{-1} \int_0^T x'(\tau) dy(\tau) \right] \right].$$

(*) See [4, Chapter IX], for a definition of stochastic integral.
Now let $R(y)$ be the characteristic function of the set
\[ \left\{ y \in \mathcal{C} \mid \int_0^T x'(\tau) \, dy(\tau) \leq 0 \right\}. \]
From (3.4)
\[ I_1 \geq \exp\left(-B\lambda^{-2}\right) E_w^w(\chi(\beta/\lambda, 0, y) R(y)). \]
But by the symmetry of the Wiener measure with respect to reflections across the \( \tau \) axis,
\[ E_w^w(\chi(\beta/\lambda, 0, y) R(y)) \geq \frac{1}{2} E_w^w(\chi(\beta/\lambda, 0, y)). \]
Therefore
\[ I_1 \geq \frac{1}{2} \exp\left(-B\lambda^{-2}\right) E_w^w(\chi(\beta/\lambda, 0, y)) = \frac{1}{2} \exp\left(-B\lambda^{-2}\right) P\{\|y\| \leq \beta/\lambda\}. \]
Since \( P\{\|y\| \leq \beta/\lambda\} \to 1 \) as \( \lambda \to 0 \), it finally follows for small enough \( \lambda \) that
\[ I_1 \geq \frac{1}{4} \exp\left(-B\lambda^{-2}\right). \]

**Lemma 9.** If \( F(z) \) and \( G(z) \) satisfy the hypothesis of Theorem A and \( \delta \) is any positive number, then
\[ I(\lambda) = \exp\left(-b\lambda^{-2}\right) E_w^w([1 - \chi(\delta/\lambda, x/\lambda, z)] G(\lambda z) \exp\left(-\lambda^{-2}F(\lambda z)\right)) = 0(\exp(\lambda^{-2}a)) \]
where \( a < 0 \).

**Proof.** Since \( x(\tau) \) is continuous on \( 0 \leq \tau \leq T \), we have
\[ \lim_{n \to \infty} \|x^n - \check{x^n}(\cdot)\| = 0, \]
and from Lemma 4 we have
\[ \lim_{n \to \infty} x^n A_n(x^n)^- \leq \int_0^T [x'(\tau)]^2 \, d\tau. \]
Therefore, both sequences \( \|x^n\| \) and \( x^n A_n(x^n)^- \) are bounded. Hence there exists a positive constant \( c \) so large that for all \( n \)
\[ L_1/c + 2L_2\|x^n\|(T/c)^{1/2} + L_2(\|x^n\|^2)/c + (x^n A_n(x^n)^- - c)^{1/2} \leq \frac{1}{8}. \]
In addition, \( c \) can be chosen so that
\[ (-b - A(\delta))/c \leq \frac{1}{8}. \]
From the continuity assumption on $F(z)$, it follows that there exists $0 < \eta < \delta/4$ such that
\[
\|z\| < \left[\frac{|b-L_1+1|}{|2L_2-1/2T|}\right]^{1/2} \quad \text{and} \quad \|z - y\| = \eta
\]
imply
\[
(3.7) \quad F(z) - F(y) \leq -A(\delta/2)(\delta/2)^2/4Tc.
\]

Finally, let $n$ be a positive integer so large that
\[
(3.8) \quad L_1 - b - n\eta^2/16T \leq -1
\]
and $\|x - x^n(\cdot)\| \leq \delta/8$, i.e., $p_n \leq \delta/8$. In what follows keep these choices of $c$, $\eta$, and $n$ fixed.

For convenience, the following notation is introduced. Let
\[
a = \left[\frac{|b-L_1+1|}{|2L_2-1/2T|}\right]^{1/2}
\]
and let
\[
I_2 = I_2(\delta, \eta, n, \lambda)
\]
\[
= E^w_\omega([-1 - \chi(\delta/\lambda, x/\lambda, z)]\left[1 - H(\eta/\lambda, n, z)\right]G(\lambda z)(\exp \lambda^{-2}[F(\lambda z) - b]))
\]
where $H(\eta, n, z)$ is the characteristic function of the set
\[
\{z \in \mathbb{C} * [0, T] \mid \|z - z^n\| \leq \eta\}.
\]

$I_3 = I_3(\delta, \eta, n, \lambda)$
\[
= E^w_\omega([-1 - \chi(\delta/\lambda, x/\lambda, z)]H(\eta/\lambda, n, z)x(a/\lambda, 0, z)\left|G(\lambda z)\right|\exp \lambda^{-2}[F(\lambda z) - b])
\]

$I_4 = I_4(\delta, \eta, n, \lambda)$
\[
= E^w_\omega([-1 - \chi(\delta/\lambda, x/\lambda, z)]\left[1 - \chi(a/\lambda, 0, z)\right]G(\lambda z)(\exp \lambda^{-2}[F(\lambda z) - b]))
\]
\[
H(\eta, n, z)
\]

It will be shown that $I_2$, $I_3$, and $I_4$ are $O(\exp (a\lambda^{-2}))$ where $a < 0$. Since $I = I_2 + I_3 + I_4$ this will imply the conclusion of the lemma. First consider $I_2$. By hypothesis, for almost all $z$,
\[
|G(z)| \leq K_1 \exp (K_2\|z\|^2) \quad \text{where} \quad K_1 > 0, \quad K_2 > 0.
\]

Thus
\[
I_2 \leq K_1 E^w_\omega([-1 - H(\eta/\lambda, n, z)] \exp (\lambda^2 K_2\|z\|^2 + \lambda^{-2}[F(\lambda z) - b])
\]

Applying the Schwarz inequality,
\[
|I_2| \leq K_1 (E^w_\omega([-1 - H(\eta/\lambda, n, z)])^{1/2}
\]
\[
\times (E^w_\omega(\exp (2\lambda^2 K_2\|z\|^2 + \lambda^{-2}[F(\lambda z) - b]))^{1/2}
\]
\[
(3.9)
\]
From Lemma 3,
\[ E^w_x[[1 - H(\eta/\lambda, n, z)] = P\{\|z - z^*(\cdot)\| \geq \eta/\lambda]\} \]
(3.10)
\[ \leq (4\lambda/\eta)(2nT/\pi)^{1/2} \exp (-n\eta^2/8\lambda^2T). \]

By hypothesis, \( F(\lambda z) \leq L_1 + \lambda^2 L_2 \|z\|^2 \) where \( L_1 > 0 \) and \( L_2 < \frac{1}{4}T \). Hence, from Lemma 1,
\[ E^w_x\{\exp (2\lambda^2 K_2 \|z\|^2 + 2\lambda^{-2}[F(\lambda z) - b])\} \]
(3.11)
\[ \leq \exp (\lambda^{-2}(2L_1 - 2b)) E^w_x\{\exp ((2\lambda^2 K_2 + 2L_2) \|z\|^2)\} \]
\[ \leq 2 \exp [(2L_1 - 2b)\lambda^{-2}]{\left(\frac{2}{\pi T}\right)^{1/2}} \int_0^\infty \exp [(2\lambda^2 K_2 + 2L_2)u^2 - u^2/2T] \, du \].

Since \( L_2 < \frac{1}{4}T \), it follows that for sufficiently small \( \lambda \) the integral on the right of (3.11) converges, and therefore for sufficiently small \( \lambda \)
(3.12)
\[ I_2 = P \exp (-n\eta^2/16\lambda^2T + (L_1 - b)\lambda^{-2}), \]
where \( P \) is a constant. From choice of \( n \) in (3.8)
\[ I_2 \leq P \exp (-\lambda^{-2}). \]

Consider now \( I_3 \).
\[ I_3 \leq K_1 E^w_x\left\{\left[\left(\frac{\delta}{\lambda} + \frac{x}{\lambda} + z\right) - H(\eta/\lambda, n, z)\right] \chi\left(\frac{a}{\lambda}, 0, z\right) \right\} \]
(3.13)
\[ \cdot \exp (\lambda^2 K_2 \|z\|^2 + \lambda^{-2}[F(\lambda z) - b]) \].

Set \( D = -A(\delta/2)(\delta/2)^2/4Tc \) (cf. (3.7)).

In the integral on the right of (3.13) the integration is over the set
\[ \{z \in C \mid \|\lambda z - \lambda z^*(\cdot)\| \leq \eta \text{ and } \|z\| \leq a/\lambda\}, \]
and hence by the choice of \( \eta \) it follows that
(3.14)
\[ F(\lambda z) \leq F(\lambda z^*(\cdot)) + D. \]

Also \( \|z - z^*(\cdot)\| \leq \eta/\lambda \) implies
(3.15)
\[ \|z\|^2 \leq \left\|z^*(\cdot) + \frac{\eta}{\lambda}\right\|^2. \]

Using (3.14) and (3.15), in (3.13), one obtains
\[ I_3 \leq K_1 E^w_x\{[1 - \chi(\delta/\lambda, x/\lambda, z)]H(\eta/\lambda, n, z) \]
(3.16)
\[ \cdot \exp \left[\lambda^2 K_2 \|z^*(\cdot) + \eta/\lambda\|^2 + \lambda^{-2}(F(\lambda z^*(\cdot)) + D - b)\right]\].
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\begin{equation}
I_3 \leq K_1 E^w_a \{ [1 - \chi(\delta - \eta)/\lambda, x/\lambda, z^n(\cdot))]
\cdot \exp \left[ \lambda^2 K_2 \| z^n(\cdot) \|^2 + \eta/\lambda \| z^n(\cdot) \|^2 + \lambda^{-2}(F(\lambda z^n(\cdot)) + D - b) \right]\}.
\end{equation}

The integrand on the right of (3.17) is now a functional depending only on a finite number of \( r \) points; namely, it is a function of \( z(T/n), z(2T/n), \ldots, z(T) \), and hence the function space integral reduces to an \( n \)-dimensional integral. Thus
\begin{equation}
I_3 \leq \frac{K_1 \exp \left( -b \lambda^{-2} \right)}{(2\pi T/n)^{n/2}} \int_{R_n} [1 - \chi(\delta - \eta)/\lambda, x, z^n(\cdot))] \cdot \exp \left( \lambda^{-2} K_2 \| z^n \|^2 + \frac{2}{\lambda} + \lambda^{-2}(F[\lambda z^n] + D - \frac{1}{2} z^n A_n(z^n)^{-1}) \right) \, dz^n.
\end{equation}

Letting \( z^n = \lambda^{-1}(w^n + x^n) \) one sees that
\begin{equation}
I_3 \leq \left[ \lambda^{-n} K_1 \exp \left( (D - b)\lambda^{-2} \right) \right] (2\pi T/n)^{-n/2} \int_{R_n} [1 - \chi(\delta - \eta, x, w^n + x^n(\cdot))] \cdot \exp \left( K_2 \| w^n + x^n \|^2 + \lambda^{-2} F[w^n + x^n] - \frac{1}{2} \lambda^{-2}[w^n + x^n] A_n[w^n + x^n]^{-1} \right) \, dw^n.
\end{equation}

Since \( n \) was picked so that \( p_n = \| x^n - x \| \leq \delta/8 \) and \( \eta < \delta/4 \), it follows that \( \delta - \eta - p_n > \delta - \eta - 2p_n > 0 \).

Clearly \( \| w^n \| \leq \delta - \eta - p_n \) implies \( w^n(\cdot) + x^n(\cdot) - x \| \leq \delta - \eta \) and hence
\begin{equation}
1 - \chi(\delta - \eta, x, w^n + x^n(\cdot)) \leq 1 - \chi(\delta - \eta - p_n, 0, w^n(\cdot)) = 1 - \chi(\delta - \eta - p_n) \leq 1 - \chi(\delta - \eta - p_n) \leq \delta - \eta - p_n).
\end{equation}

Therefore
\begin{equation}
I_3 \leq \left[ K_1 \lambda^{-n} \exp (D - b)\lambda^{-2} \right] (2\pi T/n)^{-n/2} \int_{\| w^n \| \geq \delta - \eta - p_n} \exp \left( K_2 \| w^n + x^n \|^2 + w^n A_n(w^n) - \lambda^{-2} \right. \times \left[ F[w^n + x^n] - \frac{1}{2} (w^n + x^n) A_n[w^n + x^n]^{-1} \right] \right) \, dw^n.
\end{equation}

In the integral on the right of (3.18) the integration is over those points in \( R_n \) where \( \| w^n \| \geq \delta - \eta - p_n \). It will be shown now that over that set
\begin{equation}
J \equiv \frac{F[w^n + x^n] - \frac{1}{2} (w^n + x^n) A_n[w^n + x^n]^{-1}}{w^n A_n(w^n)} \leq \frac{A(\delta - \eta - 2p_n) + b}{c}
\end{equation}

where \( A(\delta) \) is defined in (2.1) and \( c \) is the constant picked in (3.5) and (3.6). This can be seen by considering the two possibilities \( w^n A_n(w^n) - < c \) and \( w^n A_n(w^n) - \geq c \). In the first case, it follows from Lemma 7 that (remembering \( \delta - \eta - 2p_n > 0 \)),

\[
F(w^n + x^n) - b - \frac{1}{2}(w^n + x^n)A_n(w^n + x^n) - \leq A(\delta - \eta - 2p_n),
\]

and therefore

\[
J \leq \frac{A(\delta - \eta - 2p_n) + b}{c}.
\]

In the second case \((w^n A_n(w^n) - \geq c)\) it follows from the hypothesis on \( F(z) \), \( L_2 < \frac{1}{2} T \), and Lemmas 4 and 5 that

\[
J \leq \frac{L_1 + L_2 \|w^n + x^n\|^2 - \frac{1}{2}(w^n + x^n)A_n(w^n + x^n)}{w^n A_n(w^n)} - \leq \frac{L_1 + L_2 \|w^n\|^2 + 2L_2 \|w^n\| \|x^n\| + L_2 \|x^n\|^2 - \frac{1}{2} w^n A_n(w^n) - - w^n A_n(x^n) - - \frac{1}{2} x^n A_n(x^n)}{w^n A_n(w^n)}.
\]

Since \(- \frac{1}{2} x^n A_n(x^n) - \leq 0\),

\[
J \leq \frac{L_1}{w^n A_n(w^n)} + L_2 T + 2L_2 \|x^n\| \left( \frac{T}{w^n A_n(w^n)} \right)^{1/2} + L_2 \|x^n\|^2 - \frac{1}{2} - \frac{w^n A_n(x^n)}{w^n A_n(w^n)} - \left( \frac{x^n A_n(x^n)}{c} \right)^{1/2}
\]

where in the last inequality, the bound

\[
w^n A_n(x^n) - \leq [(w^n A_n(w^n) - ) (x^n A_n(x^n) - )]^{1/2}
\]

was used. But from (3.5) and (3.6) it follows that

\[
J \leq - 1/8 \leq (A(\delta) + b)/c \leq (A(\delta - \eta - 2p_n) + b)/c,
\]

which completes the proof of (3.19). Now using (3.19) in (3.18) it can be seen that

\[
I_3 \leq [K_1 \lambda^{-n} \exp (D\lambda^{-2})] (2\pi T/n)^{-n/2}
\]

\[
\cdot \int_{\|w^n\| \leq (\delta - \eta - p_n) \lambda} \exp (K_2 \|w^n + x^n\| + \eta \|w^n + x^n\| + \eta)^2 + \frac{1}{2} \lambda^{-2} w^n A_n(w^n) - [2A(\delta - \eta - 2p_n)/c] \ dw^n.
\]

Let \( v = (-2A(\delta - \eta - 2p_n)/c)^{1/2} \) and \( \mu^n = (v/\lambda) w^n \), giving

\[
I_3 \leq [K_2 \nu^n \exp (D\lambda^{-2}) (2\pi T/n)^{-n/2} \]

\[
\cdot \int_{\|\mu^n\| = (\delta - \eta - p_n) \nu/\lambda} \exp (K_2 \|\lambda\mu^n + v + \eta\|^2 + \eta^2 - \frac{1}{2} \mu^n A_n(\mu^n) - )) \ d\mu^n.
\]

(*) It can be seen that \( w^n A_n(w^n) - \geq (1/T) \|w^n\|^2 \).
Changing back to the function space integral, this gives

\[ I_3 \leq K_1 v^{-n} \exp (D \lambda^{-2}) E_{x}^{w} \left[ (1 - \chi((\delta - \eta - p_n)v/\lambda, 0, z^n(\cdot))) \right. 
\cdot \exp \left( K_2 \| \lambda z^n/v + x^n + \eta \|^2 \right). \]  

(3.20)

But clearly

\[ 1 - \chi((\delta - \eta - p_n)v/\lambda, 0, z^n(\cdot)) \leq 1 - \chi((\delta - \eta - p_n)v/\lambda, 0, z) \]

and thus from (3.20) and the Schwarz inequality

\[ I_3 \leq K_1 v^{-n} \exp (D \lambda^{-2}) E_{x}^{w} \left[ (1 - \chi((\delta - \eta - p_n)v/\lambda, 0, z)) \right]^{1/2} 
\cdot E_{x}^{w} \left\{ \exp \left[ 2K_2 \| \lambda z^n/v + x^n + \eta \|^2 \right] \right\}^{1/2}. \]

(3.21)

From Lemma 1,

\[ E_{x}^{w} \left[ (1 - \chi((\delta - \eta - p_n)v/\lambda, 0, z)) \right] \leq 2 \left( \frac{2}{\pi T} \right)^{1/2} \int_{(\delta - \eta - p_n)v/\lambda}^{\infty} \exp \left( -u^2/2T \right) du 
\leq \text{const.} \cdot \exp \left( - (\delta - \eta - p_n)^2v^2/2\lambda^2T \right). \]

(3.22)

Since \( \| z^n \| \leq \| z \| \), we have from the triangle inequality

\[ E_{x}^{w} \left\{ \exp \left[ 2K_2 \| \lambda z^n/v + x^n + \eta \|^2 \right] \right\} \leq \text{const.} \cdot E_{x}^{w} \left\{ \exp \left( \lambda^2 \text{const.} \| z \|^2 \right) \right\} < \infty \]

for small \( \lambda \). Thus for small enough \( \lambda \)

\[ I_3 \leq \exp \left( (\delta - \eta - p_n)^2v^2/4\lambda^2T + D/\lambda^2 \right). \]

(3.23)

Since

\[ 0 < D = -A(\delta/2)(\delta/2)^2/4Tc, \]

we have for sufficiently small \( \lambda \), from (3.23) and the definition of \( v \) and \( D \),

\[ I_3 \leq \text{const.} \exp \left( \frac{(\delta - \eta - p_n)^2A\delta - \eta - 2p_n}{2\lambda^2Tc} - \frac{A(\delta/2)(\delta/2)^2}{4\lambda^2Tc} \right). \]

Since \( \eta = \delta/4, p_n = \delta/8 \) and \( A(\delta) \) is a decreasing function,

\[ I_3 \leq \text{const.} \exp \left( \frac{A(\delta/2)(\delta/2)^2}{2\lambda^2Tc} - \frac{A(\delta/2)(\delta/2)^2}{4\lambda^2Tc} \right) \]

or

\[ I_3 \leq \text{const.} \exp \left( \frac{A(\delta/2)(\delta/2)^2}{4\lambda^2Tc} \right). \]
Consider now $I_4$. Clearly,

$$I_4 \leq K_1 E_x^y\left([1 - \chi(a/\lambda, 0, z)] \exp \left[(L_1 - b)\lambda^{-2} + K_2\lambda^2 + L_2\right]\|z\|^2\right).$$

By Lemma 1,

$$I_4 \leq K_1 \exp \left[(L_1 - b)\lambda^{-2}\right] 2^{1/2} \int_{a/\lambda}^\infty \exp \left[\left(K_2\lambda^2 + L_2 - \frac{1}{2T}\right)\mu^2\right] du,$$

for $K_2\lambda^2 \leq L_2$

$$I_4 \leq K_1 \exp \left[(L_1 - b)\lambda^{-2}\right] 2^{1/2} \int_{a/\lambda}^\infty \exp \left[(2L_2 - 1/2T)\mu^2\right] du.$$  

Remembering the definition of $a$, we find that $I_4 \leq K_4 \exp (\lambda^{-2})$ where $K_4$ is an absolute constant.

This proves Lemma 9, with

$$\alpha = \min \left(-1, \frac{A(\delta/2)(\delta/2)^2}{4Tc}\right).$$

Lemma 10. If $x'(\tau)$ is of bounded variation and if

$$\int_0^T f(\tau)y(\tau) d\tau - \int_0^T x'(\tau) dy(\tau) = 0,$$

for $f \in L^2[0, T]$, and for $y \in C^*[0, T]$, then

$$\int_0^T f(\tau)y(\tau) d\tau - \int_0^T x'(\tau) dy(\tau) = 0$$

for $y \in C[0, T]$.  

Proof. Define $\int_0^T x'(\tau) dy(\tau)$ by $-\int_0^T y(\tau) dx'(\tau) + x'(T)y(T)$. Then $\int_0^T f(\tau)y(\tau) d\tau - \int_0^T x'(\tau) dy(\tau)$ is obviously a continuous functional on $C$.

4. Proof of main theorems. In this section the proofs of Theorems A, B, and C will be given.

Proof of Theorem A. Let $\varepsilon > 0$ be given. Choose $\delta$ so that $|G(y) - G(x)| \leq \varepsilon/2$ if $\|y - x\| \leq \delta$. This is possible since $G(x)$ is continuous at $x$.

One sees that

(7) See [4, Chapter IX], for a definition of stochastic integrals.
\[
\begin{align*}
\frac{E_x^w\{G(\lambda z) \exp (\lambda^{-2}F(\lambda z))\} - G(x)}{E_x^w\{\exp (\lambda^{-2}F(\lambda z))\}} \\
\leq \frac{E_x^w\{\chi(\delta/\lambda, x/\lambda, z) | G(\lambda z) - G(x) | \exp (\lambda^{-2}F(\lambda z))\}}{E_x^w\{\exp (\lambda^{-2}F(\lambda z))\}} \\
&+ \frac{\exp (-b\lambda^{-2})E_x^w\{[1 - \chi(\delta/\lambda, x/\lambda, z)] | G(\lambda z) - G(x) | \exp (\lambda^{-2}F(\lambda z))\}}{\exp (-b\lambda^{-2})E_x^w\{\exp (\lambda^{-2}F(\lambda z))\}}.
\end{align*}
\]

(4.1)

From Lemma 9 it follows that the numerator of the second term on the right of (4.1) is \(0(\exp (\alpha\lambda^{-2}))\) where \(\alpha < 0\). Choose \(B\) of Lemma 8 to be \(\alpha/2\) and apply Lemma 8 to the denominator of the second term of (4.1). Thus the second term on the right of (4.1) is \(0(\exp (\alpha\lambda^{-2}/2))\) and thus for sufficiently small \(\lambda\) can be made less than \(\varepsilon/2\). The first term is less than \(\varepsilon/2\) by choice of \(\delta\). Thus the left hand side of (4.1) is less than \(\varepsilon\). This proves Theorem A.

**Proof of Theorem B.** Choose \(\gamma > 0\), then for all \(\lambda\) sufficiently small we will show that

\[
|\exp (-b\lambda^{-2})E_x^w\{G(\lambda z) \exp (\lambda^{-2}F(\lambda z))\} - G(x)E_x^w\{\exp (f_2(0)z^2)\}| \leq 4\gamma.
\]

Pick a \(\delta > 0\) so that

i. The first two Frechet derivatives of \(F(z)\) exist in a \(\delta\) uniform neighborhood of \(x\).

ii. \(\sup_{|\eta| \leq \delta} \|G(\eta + x) - G(x)\| E_x^w\{\exp (f_2(\eta)z^2)\} \leq \gamma\).

iii. \(|G(x)| E_x^w\{|\exp (f_2(\eta)z^2) - \exp (f_2(0)z^2)\}| \leq \gamma\) if \(\|\eta\| \leq \delta\).

Let

\[
\begin{align*}
&h_1(\lambda) = E_x^w\{\chi(\delta/\lambda, x/\lambda, z)G(\lambda z) \exp [\lambda^{-2}(F(\lambda z) - b)]\} \\
&h_2(\lambda) = E_x^w\{[1 - \chi(\delta/\lambda, x/\lambda, z)]G(\lambda z) \exp [\lambda^{-2}(F(\lambda z) - b)]\}.
\end{align*}
\]

From Lemma 9, \(|h_2(\lambda)| \leq \gamma\) if \(\lambda\) is sufficiently small. Choose \(\lambda\) this small and consider \(h_1(\lambda)\). From the translation theorem it follows that, letting \(y = z - x/\lambda\),

\[
h_1(\lambda) = \exp \left(\frac{1}{2} \lambda^{-2} \int_0^T [x'(\tau)]^2 \, d\tau\right) \\
\times E_x^w\{\chi(\delta/\lambda, 0, y)G(\lambda y + x) \exp \left[\lambda^{-1} \int_0^T x'(\tau) \, dy(\tau) + \lambda^{-2}(F(\lambda y + x) - b)\right]\}.
\]

Since \(F(z)\) has two Frechet derivatives in a \(\delta\) neighborhood of \(x\), we may, by an extended form of Taylor's Theorem [7], write

\[
F(\lambda y + x) = f_0(0) + \lambda f_1(0)y + \lambda^2 f_2(\eta)y^2
\]

where \(0 \leq \|\eta\| \leq \delta\). Thus
By hypothesis \( F(z) - \frac{1}{2} \int_0^T [z'(\tau)]^2 d\tau \) has a maximum at \( x \) over \( C^*[0, T] \); therefore, its first variation vanishes over \( C^*[0, T] \). Thus

\[
0 = \left. \frac{\partial}{\partial \eta} \left( F(x + \varepsilon \eta) - \frac{1}{2} \int_0^T [x'(\tau) + \varepsilon \eta'(\tau)]^2 d\tau \right) \right|_{\varepsilon > 0} = f_i(0) \eta - \int_0^T x'(\tau) d\eta(\tau),
\]

if \( \eta \in C^*[0, T] \). By Lemma 10,

\[
f_i(0) \eta - \int_0^T x'(\tau) d\eta(\tau) = 0
\]

for \( \eta \in C[0, T] \).

Since

\[
b = F(x) - \frac{1}{2} \int_0^T [x'(\tau)]^2 d\tau,
\]

it follows that

\[
h_i(\lambda) = E^w_{\nu} \{ \chi(\delta/\lambda, 0, \eta) G(\lambda y + x) \exp (f_2(\eta) y^2) \}.
\]

We will now show that

\[
|h_i(\lambda) - G(x) E^w_{\nu} \{ \exp (f_2(0) z^2) \}| \leq 3y.
\]

Indeed,

\[
|h_i(\lambda) - G(x) E^w_{\nu} \{ \exp (f_2(0) z^2) \}| \leq E^w_{\nu} \{ \chi(\delta/\lambda, 0, \eta) |G(\lambda y + x) - G(x)| \exp (f_2(\eta) y^2) \}
+ E^w_{\nu} \{ 1 - \chi(\delta/\lambda, 0, \eta) |G(x) \exp (f_2(\eta) y^2) \}
+ |G(x)| E^w_{\nu} \{ |\exp (f_2(\eta) y^2) - \exp (f_2(0) y^2) | \},
\]

and by choice of \( \delta \) and for small enough \( \lambda \) the last expression is less than or equal to \( 3y \). This proves Theorem B.

**Proof of Theorem C.** Choose \( \delta \) so that assumptions 1, 2, and 3 of this Theorem hold. It can be shown [7] that the hypothesis on \( F(z) \) implies

\[
F(\lambda z + x) = f_0(0) + \lambda f_1(0) z + \cdots + \lambda^{l-1} f_{l-1} z^{l-1} + k_2(\lambda z)
\]
where $k_j(\lambda z) = O(\lambda^j)$, $j = 1, \ldots, n$ if $\|z\| \leq \delta$. As in the proof of Theorem B, we may show that

$$E_x^u\{G(\lambda z) \exp (\lambda^{-2} F(\lambda z))\} = h_1(x) + h_2(\lambda)$$

where $h_2(x) = 0(\exp (\alpha \lambda^{-2}))$ where $\alpha < 0$ and

$$h_1(\lambda) = E_x^u\{\chi(\delta/\lambda, 0, y)G(\lambda y + x) \exp [f_2(0)y^2 + \lambda^{-2} k_3(\lambda y)]\}.$$

It can be seen, using the Taylor expansion of $e^x$, that

$$e^x = \sum_{i=0}^{n-1} x^i/i! + R_n(x)$$

where

$$|R_n(x)| \leq (x^n/n!)e^x \quad \text{if} \quad x \geq 0,$$

$$|R_n(x)| \leq |x|^n/n! \quad \text{if} \quad x < 0.$$ 

We may now write

$$h_1(\lambda) = \sum_{i=0}^{n-3} (1/i!)E_x^u\{\chi(\delta/\lambda, 0, y)G(\lambda y + x) \exp (f_2(0)y^2)[\lambda^{-2} k_3(\lambda y)]^i\} + J_{n-2}(\lambda).$$

Let $B(\lambda, y)$ be the characteristic function of the set $\{y \in C[0, T] \mid k_3(Xy) \geq 0\}$. It can be seen that

$$J_{n-2}(\lambda) \leq (1/(n-2)!)E_x^u\{\chi(\delta/\lambda, 0, y)|G(\lambda y + x)| \cdot |\lambda^{-2} k_3(\lambda y)|^{n-2}$$

$$\cdot \exp (f_2(0)y^2 + \lambda^{-2} k_3(\lambda y))B(\lambda, y)\}$$

$$+ (1/(n-2)!)E_x^u\{\chi(\delta/\lambda, 0, y)|G(\lambda y + x)| \cdot |\lambda^{-2} k_3(\lambda y)|^{n-2}$$

$$\cdot \exp (f_2(0)y^2)[1 - B(\lambda, y)]\}.$$

From Taylor's Theorem for functionals it follows that if $\|\lambda y\| \leq \delta$ then

$$\lambda^2 f_2(0)y^2 + k_3(\lambda y) = k_2(\lambda y) = \lambda^2 f_2(\eta)y^2$$

where $\|\eta\| \leq \delta$. By hypothesis $[k_3(\lambda y)] \leq C_3 \lambda^3 \|y\|^3$, where $0 \leq C_3 < \infty$. Thus

$$|J_{n-2}(\lambda)| \leq (1/(n-2)!)E_x^u\{\chi(\delta/\lambda, 0, y)|G(\lambda y + x)|(C_3 \lambda)^{n-2} \|y\|^{3(n-2)}$$

$$\cdot \exp (f_2(\eta)y^2)B(\lambda, y)\}$$

$$+ (1/(n-2)!)E_x^u\{\chi(\delta/\lambda, 0, y)|G(\lambda y + x)|(C_3 \lambda)^{n-2} \|y\|^{3(n-2)}$$

$$\cdot \exp (f_2(0)y^2)[1 - B(\lambda, y)]\}.$$

From the Hölder inequality, and assumption 2 of this theorem, it follows that $J_{n-2}(\lambda) = O(\lambda^{n-2})$. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Thus we have obtained

\[ h_1(\lambda) = \sum_{i=0}^{n-3} \left( \frac{1}{i!} \right) E_\gamma^w \left\{ \chi(\delta/\lambda, 0, y) G(\lambda y + x) \exp \left( f_2(0)y^2 \right) \left[ \lambda^{-3k_3(\lambda y)} \right] \right\} + O(\lambda^{n-2}). \]

Since \( G(z) \) has \( n-2 \) Frechet derivatives in a neighborhood of \( x \), we may write

\[ G(\lambda y + x) = \sum_{j=0}^{n-2} \lambda^j g_j y^j + L_{n-2}(\lambda y) \]

where

\[ L_{n-2}(\lambda y) = O(\|\lambda y\|^{n-2}). \]

Thus

\[ h_1(\lambda) = \sum_{i=0}^{n-3} \sum_{j=0}^{n-3} \left( \frac{1}{i!} \right) \lambda^j E_\gamma^w \left\{ \chi(\delta/\lambda, 0, y) g_j y^j \exp \left( f_2(0)y^2 \right) \left[ \lambda^{-3k_3(\lambda y)} \right] \right\} + O(\lambda^{n-2}) \]

since

\[ \sum_{i=0}^{n-3} \sum_{j=0}^{n-3} \left( \frac{1}{i!} \right) E_\gamma^w \left\{ \chi(\delta/\lambda, 0, y) O(\|\lambda y\|^{n-2}) \exp \left( f_2(0)y^2 \right) \left[ \lambda^{-3k_3(\lambda y)} \right] \right\} = O(\lambda^{n-2}). \]

It can be seen from assumption 2, the Hölder inequality, Lemma 3 and the fact that \( k_3(\lambda y) = C_3 \lambda^3 \| y \|^3 \) that

\[ \sum_{i=0}^{n-3} \sum_{j=0}^{n-3} \left( \frac{1}{i!} \right) E_\gamma^w \left\{ \left[ 1 - \chi(\delta/\lambda, 0, y) \right] g_j y^j \exp \left( f_2(0)y^2 \right) \left[ \lambda^{-3k_3(\lambda y)} \right] \right\} = O(\lambda^{n-2}). \]

We may now write

\[ h_1(\lambda) = \sum_{i=0}^{n-3} \sum_{j=0}^{n-3} \left( \frac{1}{i!} \right) \lambda^j E_\gamma^w \left\{ g_j y^j \exp \left( f_2(0)y^2 \right) \left[ \lambda^{-3k_3(\lambda y)} \right] \right\} + O(\lambda^{n-2}), \]

since

\[ k_3(\lambda y) = \lambda^3 f_3(0)y^3 + \cdots + \lambda^{n-1} f_{n-1}(0)y^{n-1} + k_n(\lambda y), \]

\[ h_1(\lambda) = \sum_{i=0}^{n-3} \sum_{j=0}^{n-3} \left( \frac{1}{i!} \right) \lambda^j E_\gamma^w \left\{ g_j y^j \exp \left( f_2(0)y^2 \right) \right\} \cdot \left[ \lambda^3 f_3(0)y^3 + \cdots + \lambda^{n-3} f_{n-1}(0)y^{n-1} + \lambda^{-2} k_n(\lambda y) \right] \] \[ + O(\lambda^{n-2}). \]

Expanding out we find that

\[ h_1(\lambda) = \sum_{i=0}^{n-3} \sum_{j=0}^{n-3} \left( \frac{1}{i!} \right) \lambda^j E_\gamma^w \left\{ g_j y^j \exp \left( f_2(0)y^2 \right) \right\} \cdot \left[ \lambda^3 f_3(0)y^3 + \cdots + \lambda^{n-3} f_{n-1}(0)y^{n-1} \right] \] \[ + O(\lambda^{n-2}). \]

since

\[ k_n(\lambda y)/\lambda^2 = O(\lambda^{n-2}). \]
Clearly we may rewrite $h_1(\lambda)$ as

$$h_1(\lambda) = \Gamma_0 \lambda + \Gamma_1 \lambda + \cdots + \Gamma_{n-3} \lambda^{n-3} + O(\lambda^{n-2})$$

which proves Theorem C.

5. Applications of Theorem A. In this section some applications of Theorem A will be given. First an algorithm for solving certain types of functional equations will be developed, and then this algorithm will be used to solve a problem in differential equations. Also, a problem in the calculus of variations will be solved.

It is easy to see that if the functional $G(z)$ is $z$ evaluated at the point $s$, i.e., $G(z) = z(s)$, then $G(z)$ satisfies conditions 1, 2, and 4 of §2. It follows from Theorem A that if $F(z)$ satisfied conditions 1, 3, and 5 of §2, and $F(z) - \frac{1}{2} \int_0^T [z'(\tau)]^2 \, d\tau$ has a proper maximum over $C^*[0, T]$ at $x$, then

$$x(s) = \lim_{\lambda \to 0} \frac{E^w_z\{\lambda z(s) \exp (\lambda^{-2} F(\lambda z))\}}{E^w_z\{\exp (\lambda^{-2} F(\lambda z))\}}$$

i.e., we have a formula for the function which maximizes

$$F(z) - \frac{1}{2} \int_0^T [z'(\tau)]^2 \, d\tau$$

over $C^*[0, T]$.

Suppose the functional equation $H(x) = 0$ has a solution $x \in C^*[0, T]$, and, moreover, suppose $H(x)$ is such that there exists a functional $F(z)$ for which

$$F(z) - \frac{1}{2} \int_0^T [z'(\tau)]^2 \, d\tau$$

has a proper maximum over $C^*[0, T]$ at the same point $x$. Then assuming $F(z)$ satisfies the hypothesis of Theorem A, (5.1) becomes a formula for the solution of the functional equation $H(x) = 0$.

As an example of this algorithm, the following theorem will be proved.

THEOREM D. Suppose $f(x)$ is Lipschitz continuous on bounded sets, real valued, and defined on $-\infty < x < \infty$, and that $|f(x)| \leq cx$ where $c$ is a constant and $c < 1/2T$. Then the solution to the differential equation

$$\phi'(s) = f(\phi(s))$$

with $\phi(0) = 0$ is given by

$$\phi(s) = \lim_{\lambda \to 0} \frac{E^w_z\{\lambda z(s) \exp \left[ 2\lambda^{-2} \int_0^T f^2(\lambda z(\tau)) \, d\tau + \lambda^{-2} \int_0^{\lambda z(T)} f(u) \, du \right] \}}{E^w_z\{\exp \left[ 2\lambda^{-2} \int_0^T f^2(\lambda z(\tau)) \, d\tau + \lambda^{-2} \int_0^{\lambda z(T)} f(u) \, du \right] \}}$$
Proof. From the above reasoning it is sufficient to show that
\begin{equation}
-\frac{1}{2} \int_{0}^{T} f''(z(\tau)) \, d\tau + \int_{0}^{z(T)} f(u) \, du - \frac{1}{2} \int_{0}^{T} [z'(\tau)]^2 \, d\tau
\end{equation}
has a proper maximum over \( C^*[0, T] \) at \( \phi \), that \( \phi \) solves the differential equation (5.2), and that
\begin{equation}
F(z) = -\frac{1}{2} \int_{0}^{T} f''(z(\tau)) \, d\tau + \int_{0}^{z(T)} f(u) \, du
\end{equation}
satisfies conditions 1, 3, and 5 of Theorem A.

It is clear from hypothesis and Picard's theorem \([2]\) that the functional
\begin{equation}
H(z) = -\frac{1}{2} \int_{0}^{T} [f(z(\tau)) - z'(\tau)]^2 \, d\tau, \quad z \in C^*[0, T],
\end{equation}
has a proper maximum at \( \phi \), the solution to the differential equation (5.2). Clearly, also,
\begin{equation}
-\frac{1}{2} \int_{0}^{T} [f(z(s)) - z'(s)]^2 \, ds
= -\frac{1}{2} \int_{0}^{T} f''(z(s)) \, ds + \int_{0}^{z(T)} f(u) \, du - \frac{1}{2} \int_{0}^{T} [z'(s)]^2 \, ds.
\end{equation}

It will now be shown that \( F(z) \) (see (5.4)) satisfies conditions 1, 3, and 5 of §2. It can be seen that
\begin{equation}
F(z) = -\frac{1}{2} \int_{0}^{T} f''(z(s)) \, ds + \int_{0}^{z(T)} f(s) \, ds \leq \int_{0}^{z(T)} f(s) \, ds \leq (c/2)\|z\|^2.
\end{equation}

It thus follows that condition 3 of §2 holds. To show that conditions 1 and 5 of §2 hold, it is sufficient to show that \( F(z) \) is uniformly continuous in the sup norm on bounded sets. This is easily shown.

The problem of finding the maximum of
\begin{equation}
F(z) = \int_{0}^{T} [p(z(\tau), \tau) - \frac{1}{2} [z'(\tau)]^2] \, d\tau + \phi(z(T))
\end{equation}
will now be considered.

It follows from the reasoning given at the beginning of this section that if the functional \( F(z) = \int_{0}^{T} p(z(\tau), \tau) \, d\tau + \phi(z(T)) \) satisfies conditions 1, 3, and 5 of §2 and if \( F(z) - \int_{0}^{T} [z'(\tau)]^2 \, d\tau \) has a proper maximum over \( C^*[0, T] \) at \( y \), then
\begin{equation}
y(s) = \lim_{\lambda \to 0} \frac{E_z\left\{ \lambda z(s) \exp \left( \lambda^{-2} \int_{0}^{T} p(\lambda z(\tau), \tau) \, d\tau + \phi(\lambda z(T)) \right) \right\}}{E_z\left\{ \exp \left( \lambda^{-2} \int_{0}^{T} p(\lambda z(\tau), \tau) \, d\tau + \phi(\lambda z(T)) \right) \right\}}.
\end{equation}

The following theorem will be proved.
THEOREM E. Suppose \( p(x, \tau) \) and \( \phi(x) \) are two real valued continuous functions defined on \((-\infty < x < \infty)\), \((0 \leq \tau \leq T)\) and \((-\infty < x < \infty)\) respectively, such that

1. \( p(x, \tau) \leq C_1 + C_2 x^2 \) uniformly in \( \tau \), and \( \phi(x) \leq C_3 + C_4 x^2 \). \( C_1 \) and \( C_3 \) are any positive numbers but \( C_2 T + C_4 < 1/4T \).
2. \( p(x, \tau) \) is continuous in \( x \) and \( \tau \) and \( \phi'(x) \) is continuous in \( x \).
3. \( \partial [p(x, \tau)]/\partial x \) is continuous in \( \tau \) and \( x \).
4. The functional \( \int_0^T p(z(\tau), \tau) \, d\tau - \frac{1}{2} \int_0^T [z'(\tau)]^2 \, d\tau + \phi(z(T)) \) has a proper maximum on the class \( C^*[0, T] \) at the function \( y \).

Under conditions 1–4 it is true that the function \( y(s) \) defined by (5.9) maximizes (5.8) and that the function \( y(s) \) satisfies the following differential equation.

\[
p_x(y(\tau), \tau) + y''(\tau) = 0
\]

with boundary conditions \( y(0)=0 \) and \( y'(T)=\phi'(y(T)) \).

Proof. Let \( F(z) = \int_0^T p(z(\tau), \tau) \, d\tau + \phi(z(T)) \). It can be seen that \( F(z) \) is uniformly continuous in the sup norm on bounded sets.

It will be shown now that

\[
F(z) \leq TC_1 + C_3 + (TC_2 + C_4)\|z\|^2
\]

where \( TC_2 + C_4 < 1/4T \). From the definition of \( F(z) \) and assumption 1 of this theorem it follows that

\[
F(z) \leq \int_0^T [C_1 + C_2 z^2(\tau)] \, d\tau + C_3 + C_4 z^2(T) \leq TC_1 + C_3 + (TC_2 + C_4)\|z\|^2.
\]

Thus \( F(z) \) of the present theorem satisfies conditions 1, 2, and 5 of §2, has a proper maximum over \( C^*[0, T] \), and thus the maximizing function \( y(s) \) of (5.8) is given by (5.9).

From the calculus of variations theory it also follows that \( y(s) \) satisfies an Euler equation which, in the case considered, is \( p_x(y(\tau), \tau) + y''(\tau) = 0 \) with the boundary conditions \( y(0)=0 \) and \( y'(T)=\phi'(y(T)) \) [3]. This proves Theorem E.

Suppose \( F(z) \) satisfies the hypothesis of Theorem A and that the functional \( F(z) - \frac{1}{2} \int_0^T [z'(\tau)]^2 \, d\tau \) has a proper maximum on \( C^*[0, T] \) and as usual let us denote the maximizing function by \( x(\tau) \). We note that

\[
x(s) = \lim_{\lambda \to 0} \frac{E_x^s(\lambda z(s) \exp(\lambda^{-2} F(\lambda z)))}{E_x^s(\exp(\lambda^{-2} F(\lambda z)))}
\]

gives us a formula for a maximizing function even if the functional \( F(z) \) does not have a Frechet derivative. Thus formula (5.10) is an expression for the maximizing function even if there is no Euler equation for the calculus of variations problem.
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