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Introduction. If \( f(x) \in L^p(\mathbb{R}^n) \), \( 1 \leq p \leq \infty \), \( n \geq 2 \), and \( \alpha > 0 \), define \( J^\alpha f \) by

\[
(J^\alpha f)^\wedge(x) = (1 + |x|^2)^{-\alpha/2} f(x)
\]

where \( \wedge \) denotes the Fourier transformation in the sense of tempered distributions, the Fourier transform of an integrable function \( f \) being defined

\[
f(x) = (2\pi)^{-n} \int_{\mathbb{R}^n} f(z) \exp \left[ -i(x \cdot z) \right] \, dz.
\]

\( J^\alpha f \) is called the Bessel potential of order \( \alpha \) of \( f \), and it is well known that \( J^\alpha f = f \ast G_\alpha \) where \( G_\alpha \geq 0 \) and \( \int G_\alpha(x) \, dx = 1 \). We denote by \( L^p_\alpha \) all \( L^p \) functions \( f = J^\alpha \phi = \phi \ast G_\alpha \) where \( \phi \in L^p \), and write \( \phi = J^{-\alpha} f \), \( \|f\|_{p,\alpha} = \|\phi\|_p \). For a discussion of the properties of the \( L^p_\alpha \) spaces, we refer the reader to [1] and [2].

The purpose of this paper is to generalize the following theorem of E. M. Stein stated in [7].

Theorem. Let \( 0 < \alpha < 2 \), \( 1 < p < \infty \) and

\[
\int_{|x| > \varepsilon} f(x+z) - f(x) \frac{dz}{|z|^{n+\alpha}}
\]

Then \( f \in L^p_\alpha \) if and only if \( f \in L^p \) and \( f_{\varepsilon} \) converges in \( L^p \) norm as \( \varepsilon \to 0 \). Moreover, if \( \tilde{f} \) is the limit of \( f_{\varepsilon} \) then

\[
A_{p,\alpha} \|f\|_{p,\alpha} \leq \|f\|_p + \|f\|_p \leq B_{p,\alpha} \|f\|_{p,\alpha}.
\]

Although it was not stated in [7], Stein was well aware that the theorem remains valid for \( p = 1 \), and that for \( p = \infty \) the necessary and sufficient condition that \( f \in L^\infty_\alpha \) is that \( f \in L^\infty \) and \( \|f_{\varepsilon}\|_{\infty} \) be uniformly bounded.

Stein's theorem may be generalized as follows. Let \( 0 < \alpha < 2 \) and

\[
f_{\varepsilon}(x) = (2\pi)^{-n} \int_{|z| > \varepsilon} \frac{f(x+z) - f(x)}{|z|^{n+\alpha}} \, dz
\]

where \( z' = z/|z| \) for \( |z| \neq 0 \) and \( \Omega \) is a real-valued function which is homogeneous of degree zero and infinitely differentiable(2) on \( \Sigma = \{z : |z| = 1\} \). In addition, \( \Omega \) satisfies
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\[ \int_{\mathbb{R}^n} z'_j \Omega(z') \, dz' = 0 \text{ for each } j = 1, \ldots, n, \ z = (z_1, \ldots, z_n), \text{ when } 1 \leq \alpha < 2. \]

**Theorem 1.** If \( f \in L^p_{\alpha}, \ 0 < \alpha < 2, \ 1 < p < \infty, \) then \( f_\varepsilon \) converges in \( L^p \) to a function \( \tilde{f} \) with \( \| f_\varepsilon \|_p \leq c_{p, \alpha} \| f \|_{p, \alpha}. \) If \( \Omega = 1, \) then the result is true for \( p = 1 \) and its analogue for \( p = \infty \) is that \( \| f_\varepsilon \|_\infty \) is uniformly bounded.

Conversely, if \( f \in L^p, \ 1 < p < \infty, \) and each

\[ (2\pi)^{-n} \int_{|z| > \varepsilon} \left[ f(\varepsilon - z) - f(\varepsilon) \right] \frac{\Omega(z')}{|z|^n} \, dz \]

converges in \( L^p \) to limit \( \tilde{f}_\varepsilon \) where \( \{ \Omega_j \} \) is a normalized basis for the spherical harmonics of some fixed degree \( m, \ m \neq 1 \) when \( 1 \leq \alpha < 2, \) then \( f \in L^p_{\alpha} \) and \( \| f_\varepsilon \|_{p, \alpha} \leq c_{p, \alpha} \| f \|_{p, \alpha}. \) If \( m = 0 \) the result is valid for \( p = 1 \) and its analogue for \( p = \infty \) is that \( f \in L^\infty \) if \( f \in L^\infty \) and \( \| f_\varepsilon \|_\infty \) is uniformly bounded.

Before proceeding, we note that when \( \alpha = 1 \) and \( 1 < p < \infty, \) the first part of Theorem 1 is a rather simple corollary of the fact that singular integrals preserve \( L^p \) spaces. In fact, approximating \( L^p \) by the class \( C^m \) of infinitely differentiable functions with compact support and integrating by parts (see [11, Lemma 1 of §2]), it is not hard to see that \( f_\varepsilon \) converges in \( L^p \) to

\[ 
- \sum_{j=1}^n \text{p.v.} \ (2\pi)^{-n} \int_{\mathbb{R}^n} f_j(\varepsilon - z) \frac{\Omega_j(z')}{|z|^n} \, dz 
\]

where \( \Omega_j(z') = z'_j \Omega(z'), \ f_j(\varepsilon)(x) = (\partial f/\partial x_j)(x). \)

Although we will restrict \( \alpha \) to the range \( 0 < \alpha < 2, \) Theorem 1 has analogues for larger \( \alpha. \) If \( k \geq 1 \) is a fixed integer, let \( f \in L^p_{\alpha - 1}, \ 1 < p < \infty. \) If \( \beta = (\beta_1, \ldots, \beta_n) \) where the \( \beta_j \) are nonnegative integers and \( |\beta| = \beta_1 + \cdots + \beta_n, \ \beta! = \beta_1! \cdots \beta_n!, \ z^\beta = z_1^\beta_1 \cdots z_n^\beta_n \) then for \( |\beta| \leq k - 1, \) let \( f_\varepsilon(\beta) \) denote the \( L^p \) function which is the derivative of \( f \) of order \( \beta. \) For \( k - 1 < \alpha < k + 1, \) consider the truncated hypersingular integral

\[ f_\varepsilon(\beta) = \left( \frac{2\pi}{2n} \right)^{-n} \int_{|z| > \varepsilon} \left[ f(\varepsilon + z) - \sum_{|\beta| \leq k - 1} \frac{f_\varepsilon(\beta) z^\beta}{\beta!} \right] \frac{\Omega(z')}{|z|^n} \, dz \]

where \( \Omega \) is a real-valued function which is homogeneous of degree zero and infinitely differentiable on \( \Sigma. \) In addition, \( \Omega \) satisfies \( \int_{\mathbb{R}^n} z^\beta \Omega(z') \, dz' = 0 \) for all \( |\beta| = k \) when \( k \leq \alpha < k + 1. \) Then

**Theorem 2.** If \( f \in L^p_{\alpha - 1}, \ 1 < p < \infty, \) \( k - 1 < \alpha < k + 1, \) then \( f_\varepsilon \) converges in \( L^p \) to a function \( \tilde{f} \) with \( \| f_\varepsilon \|_p \leq c_{p, \alpha} \| f \|_{p, \alpha}. \)

Conversely, if \( f \in L^p_{\alpha - 1}, \ 1 < p < \infty, \) and each

\[ (2\pi)^{-n} \int_{|z| > \varepsilon} \left[ f(\varepsilon + z) - \sum_{|\beta| \leq k - 1} \frac{f_\varepsilon(\beta) z^\beta}{\beta!} \right] \frac{\Omega(z')}{|z|^n} \, dz \]

converges in \( L^p \) to \( \tilde{f}, \) where \( \{ \Omega_j \} \) is a normalized basis for the spherical harmonics of some fixed degree \( m, \ m \neq k, \ k - 2, \ldots \) when \( k \leq \alpha < k + 1, \) then \( f \in L^p_{\alpha} \) and

\[ \| f \|_{p, \alpha} \leq c_{p, \alpha, m} \left( \sum_{t} \| f_t \|_p + \| f \|_p \right). \]
Theorem 2 also has versions for $p = 1$ and $p = \infty$, but they depend on $k$ and $\alpha$ and we shall not give them explicitly.

In proving Theorem 1, we will take for granted the basic facts from the theory of singular integrals (see [4]). In addition, we use several formulas for spherical harmonics. In particular, if $\Omega(z')$ is sufficiently smooth and has mean-value zero on $\Sigma$, and its expansion in spherical harmonics is $\sum \gamma_m Y_m(z')$, then the principal-valued Fourier transform $\hat{K}(z)$ of $K(z) = |z|^{-\alpha} \Omega(z')$ is given by

$$
\hat{K}(z) = \sum_{m=0}^{\infty} \gamma_m Y_m(z'), \quad \gamma_m = (-i)^m \Gamma(m/2) / 2^{m+\alpha/2} \Gamma(m/2),
$$

where

$$
\hat{K}(z) = \lim_{\varepsilon \to 0; \omega \to \infty} (2\pi)^{-\alpha} \int_{|z| < \omega} K(y) \exp \left[ -i(y \cdot z) \right] dy.
$$

Moreover, if $\{\Omega_m\}$ is a normalized basis for the spherical harmonics of a fixed degree $m \geq 1$ then $\sum \Omega_m(x)$ is a constant depending on $m$ [6, p. 243(2)]. An immediate corollary is that if $f \in L^p$, $1 < p < \infty$, and $Rf = \text{p.v.} (2\pi)^{-1} f \ast \hat{\Omega}(x)/|x|^\alpha$ then $f = c_m \sum R^2 f$ almost everywhere and, in particular, $\|f\|_p \leq c_m \sum \|Rf\|_p$.

Finally, the following formula will be used repeatedly (see [6, p. 247 and p. 178]):

$$
\int_{\mathbb{S}^2} Y_m(z') \exp \left[ -is(x' \cdot z') \right] dz' = \frac{i^m (2\pi)^{1/2}}{s^{1/2}} J_{\frac{m+\gamma}{2}}(x') Y_m(-x')
$$

where $x'$ is a unit vector, $Y_m$ is a spherical harmonic of degree $m \geq 0$, $\gamma = (n-2)/2$, and $J_\gamma$ is the Bessel function of order $\gamma$.

The following lemma, stated in [7], will also be essential.

**Lemma (0.1).** If $\alpha > 0$ then

$$
|x|^\alpha = (1 + |x|^2)^{\alpha/2} d\mu, \quad (1 + |x|^2)^{\alpha/2} = |x|^\alpha d\theta + d\vartheta
$$

where $d\mu, d\theta, d\vartheta$ denote the Fourier transforms of finite measures $d\mu, d\theta, d\vartheta$.

We will prove the sufficiency of Theorem 1 in §1 and the necessity in §2. We also list several remarks of some independent interest at the ends of both sections.

1. In this section, we prove the sufficiency of Theorem 1. Thus let

$$
\tilde{f}_\varepsilon(x) = (2\pi)^{-\alpha} \int_{|z| > \varepsilon} [f(x-z) - f(x)] \frac{\Omega(z')}{|z|^{\alpha+\alpha}} dz
$$

for $0 < \alpha < 2$, where $\Omega$ is homogeneous of degree zero, infinitely differentiable on $|z| = 1$, and orthogonal on $|z| = 1$ to each $z_f, f = 1, \ldots, n$, when $1 \leq \alpha < 2$. Hence $\Omega(z') = \sum \gamma_m Y_m(z')$ and $Y_1 \equiv 0$ when $1 \leq \alpha < 2$.

We will suppose for the time being that $f \in C_0^\infty$ and show that for $1 < p < \infty$

(a) $\tilde{f}_\varepsilon$ converges in $L^p$ as $\varepsilon \to 0$, and

(b) $\|\tilde{f}_\varepsilon\|_p \leq c_{p,\alpha} \|f\|_{p,\alpha}$. 

To prove this, we will essentially compare $f^*_{\epsilon}$ with the sum of the Poisson integral of $J^{-a}f$ and the Poisson integral of a singular integral of $J^{-a}f$. It is the presence of the singular integral which generally prevents (a) and (b) from holding when $p = 1$ and $p = \infty$, and we will handle these cases later. The singular integral will be generated by a kernel

$$|z|^{-n} \sum_{l=1}^{\infty} d_{m_l}^{(n)} Y_m(z'),$$

and we begin with a discussion leading to the determination of the $d_{m_l}^{(n)}$.

For $f \in C_{0}^{\infty}$, write $f^*_{\epsilon} = \tilde{A} \epsilon + \tilde{B} \epsilon$ where

$$\tilde{A} \epsilon (x) = (2\pi)^{-n} \int_{|z| > \epsilon} \frac{Y_{m}(z')}{|z|^{n+a}} f(x-z) \frac{Y_{m}(z')}{|z|^{n+a}} dz$$

and

$$\tilde{B} \epsilon (x) = (2\pi)^{-n} \int_{|z| > \epsilon} f(x-z) \frac{Y_{m}(z')}{|z|^{n+a}} dz = \sum_{l=1}^{\infty} \int_{|z| > \epsilon} f(x-z) \frac{Y_{m}(z')}{|z|^{n+a}} dz.$$ 

We will compute $f^*_{\epsilon} = \tilde{A} \epsilon + \tilde{B} \epsilon$ and $\lim_{\epsilon \to 0} \tilde{f}^*_{\epsilon}$.

$$\tilde{A}^* \epsilon (x) = (2\pi)^{-n} \int_{|z| > \epsilon} Y_{m}(z') [\exp[-i(x \cdot z)] - 1] \frac{dz}{|z|^{n+a}}.$$

Using polar coordinates $z = (s/|x|) z'$, $\epsilon |x| \leq s < \infty$, $|z'| = 1$, and applying (0.1) we obtain

$$\tilde{A}^* \epsilon (x) = (2\pi)^{-n/2} \frac{f(x)}{|x|^n} \sum_{m=0}^{\infty} \int \frac{dz}{|z|^{n+a}}.$$

where for $r > 0$, $\gamma = (n-2)/2$,

$$w_{0}(r) = \int_{r}^{\infty} \frac{s^{-\alpha - 1} \left[ J_{\gamma}(s) - \frac{1}{2\Gamma(\gamma + 1)} \right]}{s^\gamma} ds.$$

Now

$$\tilde{B}^* \epsilon (x) = (2\pi)^{-n/2} \frac{f(x)}{|x|^n} \sum_{m=0}^{\infty} \int \frac{dz}{|z|^{n+a}}.$$

and in the same way

$$\tilde{B}^* \epsilon (x) = (2\pi)^{-n/2} \frac{f(x)}{|x|^n} \sum_{m=0}^{\infty} \int \frac{dz}{|z|^{n+a}}.$$

where for $r > 0$, $\gamma = (n-2)/2$,

$$w_{m}(r) = w_{m}^{(n)}(r) = \int_{r}^{\infty} s^{-\alpha - \gamma - 1} J_{m+\gamma}(s) ds.$$

If $0 < \alpha < 1$ and $m \geq 1$, it follows from [10, p. 391 (1)], that $\lim_{r \to 0} w_{m}(r) = \int_{r}^{\infty} s^{-\alpha - \gamma - 1} J_{m+\gamma}(s) ds$ exists and equals $2^{-\alpha - \gamma - 1} \Gamma((m-\alpha)/2) \Gamma((m+n+\alpha)/2)$. If on
the other hand $1 \leq \alpha < 2$ then $Y_1 \equiv 0$ and $\lim_{r \to 0} w_m(r)$ again exists and has the same value provided $m \geq 2$.

Writing $s^{-\alpha - 1} = -\alpha^{-1}(d/ds)(s^{-\alpha})$ and integrating by parts,

$$w_0(r) = -\alpha^{-1} \left\{ s^{-\alpha} \left( \frac{J_1(s)}{s^\alpha} - \frac{1}{2\Gamma(y+1)} \right) \right\} \bigg|_r^\infty + \int_r^\infty s^{-\gamma - \alpha} J_{\gamma + 1}(s) \, ds$$

by [10, p. 45]. The integrated term is $O(s^{-\alpha})$ and so tends to zero as $s \to \infty$. On the other hand, by [10, p. 40 (8)], the integrated term equals

$$s^{-\alpha - \gamma} \sum_{m} \frac{(1)^m(s/2)^{\gamma + 2m}}{m! \Gamma(\gamma + m + 1)} = O(s^{-\alpha - \gamma + 2}) = O(s^{\alpha - 3})$$

for small $s$. Since $2 - \alpha > 0$, it follows from [10, p. 391 (1)](3), that $\lim_{r \to 0} w_0(r) = -\alpha^{-1} \int_0^\infty s^{-\gamma - \alpha} J_{\gamma + 1}(s) \, ds$ exists and equals

$$-\alpha^{-1} 2^{-\alpha - \gamma} \Gamma\left(\frac{2 - \alpha}{2}\right) / \Gamma\left(\frac{n + \alpha}{2}\right) = 2^{-\alpha - \gamma - 1} \Gamma\left(-\frac{\alpha}{2}\right) / \Gamma\left(\frac{n + \alpha}{2}\right).$$

Let

$$w_m^{(a)} = \lim_{r \to 0} w_m^{(a)}(r) = 2^{-\alpha - \gamma - 1} \Gamma\left(\frac{m - \alpha}{2}\right) / \Gamma\left(\frac{m + n + \alpha}{2}\right) \text{ and } c_m^{(a)} = (2\pi)^{-n/2} (-i)^m w_m^{(a)}$$

and recall that when $1 \leq \alpha < 2$, $w_m^{(a)}$ and $c_m^{(a)}$ are not defined and $Y_1 \equiv 0$. If $S(z') = \sum_0^\infty c_m^{(a)} Y_m(z') (c_m^{(a)} = O(m^{-n/2 - \epsilon})$ by [5, p. 47 (5)]), we set

$$f(x, e) = \int_{\mathbb{R}^n} f(x + z) |z|^\alpha \exp\left[-e|z|\right] \, dz.$$

**Lemma (1.1).** If $f \in C_0^\infty$ and $1 < p < \infty$ then

(a') $\hat{f}(x) - f(x, e)$ converges in $L^p$ as $e \to 0$ and

(b') $\|\hat{f}(x) - f(x, e)\|_p \leq c_{p, \alpha, a} \|f\|_{L^p}.$

This lemma will establish (a) and (b), for writing $S(z') = c + \sum_1^\infty c_m^{(a)} Y_m(z') = c + R(z')$, $c = c_0^{(a)} Y_0(z')$,

$$\hat{f}(x, e) = c \int_{\mathbb{R}^n} \hat{f}(z) \, dz |z|^\alpha \exp\left[-i(x \cdot z) - e|z|\right] \, dz$$

$$+ \int_{\mathbb{R}^n} \hat{f}(z) \, dz |z|^\alpha R(z') \exp\left[-i(x \cdot z) - e|z|\right] \, dz.$$

By Lemma (0.1), $\hat{f}(z)|z|^\alpha = (J^{-\alpha} \ast \delta_0^\infty)$ and since $R(z')$ is the principal-valued Fourier transform of

$$|z|^{-n} \sum_1^\infty d_m^{(a)} Y_m(z'), \quad d_m^{(a)} = c_m^{(a)} y_m^{-1},$$

(3) When $n = 2 (\gamma = 0)$, it is necessary to integrate $w_0(r)$ by parts twice before applying this formula.
it follows that \( f(x, \epsilon) \) is the sum of the Poisson integral of \( c(J^{-\alpha} f \ast d\mu) \) and the Poisson integral of a singular integral of \( J^{-\alpha} f \ast d\mu \). Since \( J^{-\alpha} f \in L^p \) and \( 1 < p < \infty \), \( f(x, \epsilon) \) converges in \( L^p \) as \( \epsilon \to 0 \) and \( \| f(x, \epsilon) \|_p \leq c_{p, \alpha} \| J^{-\alpha} f \|_p = c_{p, \alpha} \| f \|_{p, \alpha} \).

We begin proving Lemma (1.1) by computing \( |z|^{-\alpha} S(z) \exp \left[ -\epsilon|z| \right] \).

\[
(1.1) \quad |z|^{-\alpha} Y_m(z') \exp \left[ -\epsilon|z| \right] = (2\pi)^{-n} \int_{\mathbb{R}^n} \left| y |^\alpha Y_m(y') \exp \left[ -\epsilon|y| - i(z \cdot y) \right] \right| dy
\]

where \( v_m^{(\alpha)}(r) = \int_0^\infty r^{\alpha + 1} J_{\alpha + 1}(r) ds, r > 0 \). We obtain this by changing to polar coordinates \( y = (s/|z|) y' \) and applying (0.1). In particular,

\[
\tilde{f}(x, \epsilon) = (2\pi)^{-n} \int_{\mathbb{R}^n} f(x + z) K_\epsilon(z) \, dz,
\]

where

\[
K_\epsilon(z) = \sum_{m=0}^\infty w_m^{(\alpha)} v_m^{(\alpha)}(\epsilon/|z|) Y_m(-z')/|z|^{n+\alpha}.
\]

**Lemma (1.2).** \( |v_m^{(\alpha)}(r)| \leq c_{n, \alpha} r^{-n-\alpha} \).

For \( |J_{m+\gamma}(s)| / s \leq 1 \) and \( |J_{m+\gamma}(s)| / s^{m+\gamma} \) imply \( |J_{m+\gamma}(s)| \leq s' \) so that

\[
|v_m^{(\alpha)}(r)| \leq \int_0^\infty \exp \left[ -rs^{\alpha + 1} + 1 \right] ds = r^{-n-\alpha} \int_0^\infty \exp \left[ -t \right] t^{r^{\alpha + 1}} dt.
\]

For each fixed \( \epsilon > 0, |z|^{-\alpha} \exp \left[ -\epsilon|z| \right] \) is bounded as the Fourier transform of an integrable function; moreover by [10, p. 385 (2)], and \( v_0(r) \) is bounded as \( r \to 0 \). Hence for fixed \( \epsilon \) and large \( |z| \), it follows from (1.1) that \( |z|^{-\alpha} \exp \left[ -\epsilon|z| \right] \) \( = O(|z|^{-n-\alpha}) \) and so \( |z|^{-\alpha} \exp \left[ -\epsilon|z| \right] \in L(E^*) \). Thus \( \int_{\mathbb{R}^n} \left| z \right|^{-\alpha} \exp \left[ -\epsilon|z| \right] \) \( \in L(E^*) \), or what is the same thing, \( \int_{\mathbb{R}^n} v_0^{(\alpha)}(\epsilon/|z|) |z|^{-n-\alpha} \) \( = 0 \). Since \( \int_{\mathbb{R}^n} Y_m(z') \, dz' = 0 \) for \( m \neq 0 \), we obtain \( \int_{|z| = 1} K_\epsilon(z) \, dz = 0 \) (that we may integrate \( K_\epsilon \) termwise is clear from Lemma (1.2)), and

\[
(1.2) \quad \tilde{f}(x, \epsilon) = (2\pi)^{-n} \int_{\mathbb{R}^n} \left[ f(x + z) - f(x) \right] K_\epsilon(z) \, dz.
\]

**Lemma (1.3).** \( |w_m^{(\alpha)} v_m^{(\alpha)}(r) - 1| \leq A [(m+1)r^{1/2} + (m+1)^{3/2}] \) \( for all \( m \) if \( 0 < \alpha < 1 \), and for all \( m \neq 1 \) if \( 1 \leq \alpha < 2 \). In any case, \( A \) is independent of \( r \) and \( m \).

Lemma 3 was proved for \( \alpha = 1 \) in [11], and the proof for other \( \alpha \) is similar. For \( r \geq 1/2 \), \( |w_m^{(\alpha)} v_m^{(\alpha)}(r) - 1| \leq A_{n, \alpha} \) by Lemma (1.2), and Lemma (1.3) is established in this case. By [10, p. 385 (2)], and [5, p. 59 (10)], if \( m > \alpha + 1 \),

\[
(1.3) \quad v_m^{(\alpha)}(r) = 2^{-m-1} \Gamma(m+n+\alpha) / \Gamma \left( \frac{m+n+\alpha+1}{2} \right) \Gamma \left( \frac{m-\alpha-1}{2} \right) \int_0^1 t^{(m+n+\alpha-1)/2} (1-t)^{(m-\alpha-3)/2} \frac{dt}{(r^2 + t)^{(m+n+\alpha)/2}}.
\]
Hence for \( m > \alpha + 1 \), \( \nu_m(r) \leq \nu_m(0) = 1/w_m^\alpha \) by [5, p. 9 (5) and p. 5 (15)]. For \( m > \alpha + 1 \) and \( 0 < r < \frac{1}{2} \), it follows exactly as in [11, Lemma 6, §2], that
\[
|w_m^{(a)}\nu_m^{(a)}(r) - 1| = w_m^{(a)}[f_m^{(a)}(0) - f_m^{(a)}(r)] = O((m+1)r)^{1/2} + [(m+1)r]^{3/2}).
\]

It remains only to prove the same estimate for \( m \leq \alpha + 1 \). Hence for \( 0 < \alpha < 1 \) we must consider the cases \( m = 0, 1 \), and for \( 1 \leq \alpha < 2 \) the cases \( m = 0, 2 \).

Suppose \( 0 < \alpha < 1 \) and write
\[
\nu_0^{(a)}(r) = \int_0^\infty \exp[-rs]s^{\alpha-1} d\frac{d}{ds}(s^{\alpha+2}J_{\alpha+2}(s)) \ ds
\]
by [10, p. 45]. Performing an integration by parts,
\[
|\nu_0^{(a)}\nu_2^{(a)}(r) - 1| = r[w_0^{(a)}\nu_2^{(a)}(r) + (1 - \alpha)w_0^{(a)}] \int_0^\infty \exp[-rs]s^{\alpha+2}J_{\alpha+2}(s) \ ds - 1.
\]
By (1.3), \( |rw_0^{(a)}\nu_2^{(a)}(r)| \leq A_{\alpha, a}r \leq A_{\alpha, a}r^{1/2} \). By [10, p. 385 (2)], and [5, p. 59], and an argument practically identical to that given for \( m > \alpha + 1 \), the expression in curly brackets is \( O(r^{1/2} + r^{3/2}) \), \( 0 < r < \frac{1}{2} \), and the lemma is proved for \( 0 < \alpha < 1 \) and \( m = 1 \).

For \( 0 < \alpha < 1 \) and \( m = 0 \), we can use a similar argument after integrating \( \nu_0^{(a)}(r) \) by parts twice.

The case \( 1 \leq \alpha < 2 \), \( m = 0 \) and \( m = 2 \) are analogous, and Lemma (1.3) is proved.

To prove Lemma (1.1) we need one more fact.

**Lemma (1.4).** If \( f \in C_0^\infty \) then

(i) \( \|f(x + z) - f(x)\|_p \leq c\|\partial f/\partial z\|_p|z|^{\beta} \)

if \( 0 < \beta \leq 1 \) and \( 1 < p < \infty \),

(ii) \( \|f(x + z) - f(x) - \sum_{j=1}^n z_j \frac{\partial f}{\partial x_j}(x)\|_p \leq c\|\partial f/\partial z\|_p|z|^{\beta} \)

if \( 1 \leq \beta \leq 2 \) and \( 1 < p < \infty \), and

(iii) \( \|f(x + z) + f(x - z) - 2f(x)\|_p \leq c\|\partial f/\partial z\|_p|z|^{\beta} \)

if \( 0 < \beta < 2 \) and \( 1 \leq p \leq \infty \), with \( c \) independent of \( f \).

When \( \beta \) is an integer and \( 1 < p < \infty \), Lemma (1.4) follows from the identification of \( L^p_\beta \) with the classical Sobolev space of functions with partial derivatives up to order \( \beta \) in \( L^p \). For all other values of \( \beta \) and \( p \), Lemma (1.4) follows easily from writing \( f = J^\beta(\partial f/\partial z) = (J^\beta \partial f) \ast G_\beta \). See [2] for similar statements.

Returning to the proof of Lemma (1.1), let us first suppose that \( 0 < \alpha < 1 \). By Lemma (1.2) the \( L^p \) norm of the part of (1.2) extended over \( |z| < \epsilon \) is majorized by a constant times
\[
(1.4) \int_{|z| < \epsilon} \|f(x + z) - f(x)\|_p e(|z|^{-n - a}) dz,
\]
which by Lemma (1.4) (i) is in turn majorized by
\[ c\|f\|_{p,\beta} e^{-n-\alpha} \int_{|z|<\varepsilon} |z|^\beta \, dz = c\|f\|_{p,\beta} e^{-n-\alpha} \]
for any $0<\beta \leq 1$. Choosing first $\beta = \alpha$ and then $\beta = 1$, we see (1.4) is majorized by $c\|f\|_{p,\alpha}$ and tends to zero with $\varepsilon$, respectively.

On the other hand, if $1 \leq \alpha < 2$ then $Y_1 \equiv 0$ and the part of (1.2) extended over $|z| < \varepsilon$ is unchanged if we replace $f(x+z) - f(x)$ in the integrand by $f(x+z) - f(x) - \sum_{j=1}^{\infty} z_j (\partial f/\partial x_j)(x)$. Applying Lemma (1.4) (ii) and arguing as above with $\beta = \alpha$ and $\beta = 2$, respectively, we see the $L^p$ norm of this part is bounded by $c\|f\|_{p,\alpha}$ and tends to zero with $\varepsilon$.

Hence since
\[ f_\varepsilon(x) = (2\pi)^{-n} \int_{|z|>\varepsilon} [f(x+z) - f(x)] \sum_0^\infty Y_m(-z) |z|^{-n-\alpha} \, dz, \]
Lemma (1.1) will follow once we show that the $L^p$ norm of
\[ \int_{|z|>\varepsilon} [f(x+z) - f(x)] \sum_0^\infty Y_m(-z) \left[ \frac{|z|}{|z|^\alpha} \right] |z|^{-n-\alpha} \, dz \]
is bounded by $c\|f\|_{p,\alpha}$ and tends to zero with $\varepsilon$. If $0<\alpha<1$, Lemmas (1.3) and (1.4) (i) imply the $L^p$ norm of (1.5) is majorized by
\[ c\|f\|_{p,\alpha} \int_{|z|>\varepsilon} |z|^\alpha (e/|z|) \frac{1}{2} |z|^{-n-\alpha} \, dz = c'\|f\|_{p,\alpha}. \]
On the other hand, for fixed $\delta > \varepsilon$ it is majorized by a constant times
\[ \int_{|z|<0} \|f(x+z) - f(x)\|_p (e/|z|)^{1/2} |z|^{-n-\alpha} \, dz + \|f\|_p \int_{|z|>\delta} (e/|z|)^{1/2} |z|^{-n-\alpha} \, dz \leq c_1 \|f\|_{p,1} \varepsilon^{1/2} \int_0^\delta \frac{dt}{t^{\alpha+1/2}} + c_2 \|f\|_{p,\varepsilon}^{1/2}, \]
and so tends to zero with $\varepsilon$. If $1 \leq \alpha < 2$, we replace $f(x+z) - f(x)$ by $f(x+z) - f(x) - \sum_{j=1}^{\infty} z_j (\partial f/\partial x_j)(x)$ in the integrand of (1.5) and argue in the same way.

Having established (a) and (b) for $f \in C_\alpha^0$, we now claim they hold for any $f \in L^p_\alpha$. For if $f \in L^p_\alpha$, pick $f_k \in C_\alpha^0$ such that $f_k \to f$ in $L^p_\alpha$. Then for each fixed $\varepsilon > 0$ $(f_k)_\varepsilon \to f_\varepsilon$ in $L^p$ by Young's inequality. Since $\|f_k\|_p \leq c\|f_k\|_{p,\alpha}$, we see by making $k \to \infty$ that (b) is true for any $f \in L^p_\alpha$. Given $f \in L^p_\alpha$, pick $g \in C_\alpha^0$ with $\|f-g\|_{p,\alpha}$ arbitrarily small. With $h = f-g$,
\[ \|f_\varepsilon - f_\alpha\|_p \leq \|\tilde{g}_\varepsilon - \tilde{g}_\alpha\|_p + \|\tilde{h}_\varepsilon\|_p + \|\tilde{h}_\alpha\|_p \leq \|\tilde{g}_\varepsilon - \tilde{g}_\alpha\|_p + 2\|h\|_{p,\alpha}. \]
It follows that $f_\varepsilon$ converges in $L^p$ to a limit $\tilde{f}$ and $\|\tilde{f}\|_p \leq c_{p,\alpha,\alpha} \|f\|_{p,\alpha}$ for any $f \in L^p_\alpha$.  

Our result also has versions for the cases \( p = 1 \) and \( p = \infty \) provided \( \Omega = 1 \). Consider first \( p = 1 \), \( \Omega = 1 \) and \( f \in C_0^\infty \). Then

\[
\tilde{f}(x, \varepsilon) = c_0^{(\varepsilon)} \int_{\mathbb{R}^n} f(x+z)[|z|^\alpha \exp \{-\varepsilon|z|\}] dz
\]

(1.6)

is the Poisson integral of \( J^{-\alpha} f \ast d\mu \in L^1(\mathbb{R}^n) \). Since

\[
\tilde{f}_\varepsilon(x) = \frac{(2\pi)^{-n}}{2} \int_{|z| > \varepsilon} [f(x+z)+f(x-z)-2f(x)][|z|^\alpha \exp \{-\varepsilon|z|\}] \frac{dz}{|z|^{n+\alpha}},
\]

the remainder of the proof that \( f_\varepsilon \) converges in \( L^1 \) and \( \|f_\varepsilon\|_1 \leq C \|f\|_{1, \alpha} \) for \( f \in L_1^\infty \) follows the lines of the argument for \( 1 < p < \infty \), using Lemma (1.4) (iii) with \( \beta = \alpha \) and \( \alpha < \beta < 2 \) respectively.

In case \( p = \infty \) and \( \Omega = 1 \), the approximation argument used above fails. However, if \( f \in L_1^\infty \) we can still form (1.6) since \( f \in L_1^\infty \) and \( [|z|^\alpha \exp \{-\varepsilon|z|\}]^{-1} \in L^1 \). Moreover since \( f = (J^{-\alpha} f) \ast G_\varepsilon \), Lemma (1.4) (iii) is valid for \( p = \infty \) even though \( f \notin C_0^\infty \), and it follows as usual that \( \|f_\varepsilon\|_\infty \leq C \|f\|_{\infty, \alpha} \). To show \( \|f_\varepsilon\|_\infty \leq C \|f\|_{\infty, \alpha} \) it is therefore enough to show that \( \tilde{f}(x, \varepsilon) \) is a constant times the Poisson integral of \( J^{-\alpha} f \ast d\mu \in L^\infty \). If \( h(\varepsilon) = h(\varepsilon, z) = |z|^\alpha \exp \{-\varepsilon|z|\} \) then since \( f = (J^{-\alpha} f) \ast G_\varepsilon \),

\[
\frac{1}{c_0^{(\varepsilon)}} \tilde{f}(x, \varepsilon) = \int \left[ \int (J^{-\alpha} f)(x+y)G_\varepsilon(y) dy \right] h(z) dz
\]

However,

\[
\tilde{G}_\varepsilon(z) h(z) = \frac{|z|^\alpha}{(1+|z|^{\alpha+\beta})} \exp \{-\varepsilon|z|\} = [\mu(\varepsilon, z)]^{-1}
\]

where \( \mu(\varepsilon, z) \) denotes the Poisson integral of \( d\mu \). Since \( \tilde{G}_\varepsilon h \in L^1 \), we obtain by Fourier inversion

\[
\tilde{f}(x, \varepsilon)/c_0^{(\varepsilon)} = \mu(\varepsilon, x) \ast (J^{-\alpha} f)(x),
\]

and changing the order of integration we see \( \tilde{f}(x, \varepsilon)/c_0^{(\varepsilon)} \) is the Poisson integral of \( J^{-\alpha} f \ast d\mu \).

We conclude §1 with several remarks.

(1) **Theorem 3.** If \( f \in L^p_{\infty}, 1 < p < \infty, 0 < \alpha < 2, \) and \( \Omega \) satisfies the hypothesis of Theorem 1 then

\[
\lim_{\varepsilon \to 0} \tilde{f}_\varepsilon(x) = \lim_{\varepsilon \to 0} (2\pi)^{-n} \int_{|z| > \varepsilon} [f(x-z)-f(x)] \frac{\Omega(z)}{|z|^{n+\alpha}} \frac{dz}{|z|^{n+\alpha}}
\]
exists and is finite almost everywhere. The result is also valid for \( p = 1 \) provided \( \Omega \equiv 1 \).

The proof is similar to that given above and we shall be as brief as possible.

**Lemma (1.5).** If \( f \in L^p_\alpha \) then for almost every \( x \)

(i) \[
\int_{|z| < \epsilon} |f(x + z) - f(x)| \, dz = o(\epsilon^{n + \alpha})
\]
if \( 0 < \alpha < 1 \) and \( 1 < p < \infty \),

(ii) \[
\int_{|z| < \epsilon} \left| f(x + z) - f(x) - \sum_{j=1}^{N} \frac{\partial f}{\partial x_j}(x) \right| \, dz = o(\epsilon^{n + \alpha})
\]
if \( 1 \leq \alpha < 2 \) and \( 1 < p < \infty \), and

(iii) \[
\int_{|z| < \epsilon} |f(x + z) + f(x - z) - 2f(x)| \, dz = o(\epsilon^{n + \alpha})
\]
if \( 0 < \alpha < 2 \) and \( p = 1 \).

For \( \alpha = 1 \), (ii) is a consequence of Theorem 12 of [3] and the identification of \( L^p_1 \) with the classical Sobolev space. If \( \alpha \) is not an integer, \( 0 < \alpha < 2 \) and \( f \in L^p_\alpha \) for \( 1 < p < \infty \), then \( J^{-\alpha}f \in L^p \) and therefore satisfies

\[
\left( \epsilon^{-n} \int_{|x| < \epsilon} |(J^{-\alpha}f)(x + z) - (J^{-\alpha}f)(x)|^p \, dz \right)^{1/p} = o(1)
\]
almost everywhere. By Theorem 4 of [3], \( f = J^\alpha(J^{-\alpha}f) \) satisfies (i) or (ii) almost everywhere. The proof of (iii) follows from the method of the proof of Theorem 4 of [3] and we omit it.

**Lemma (1.6).** If \( f \in L^p_\alpha \), \( 1 \leq p < \infty \), \( 0 < \alpha < 2 \), and \( \Omega = 1 \) when \( p = 1 \), then

\[
\hat{f}_\epsilon(x) - f(x, \epsilon) \to 0
\]
as \( \epsilon \to 0 \) at each point where the conclusion of Lemma (1.5) is valid.

**Proof.** Suppose \( 0 < \alpha < 1 \) and \( 1 < p < \infty \). Then from Lemmas (1.2) and (1.3)

\[
|f_\epsilon(x) - f(x, \epsilon)| \leq c_1 \int_{|z| < \epsilon} |f(x + z) - f(x)| \left( \frac{\epsilon}{|z|} \right)^{-\alpha} |z|^{-\alpha} \, dz
\]

\[
+ c_2 \int_{|z| > \epsilon} |f(x + z) - f(x)| \left( \frac{\epsilon}{|z|} \right)^{1/2} |z|^{-\alpha} \, dz.
\]

The first integral on the right tends to zero with \( \epsilon \) by (1.7), and the second is majorized by a constant times

\[
\epsilon^{1/2} \int_{|z| < \epsilon} + \int_{|z| > \epsilon} |f(x + z) - f(x)| \frac{dz}{|z|^{n + \alpha + 1/2}}.
\]
For fixed $\delta > 0$,
\[ e^{1/2} \int_{|z| > \delta} |f(x+z) - f(x)| \frac{dz}{|z|^{n+\sigma+1/2}} = O(\epsilon^{1/2}) \]
while if $G(t) = \int_{|z| < \epsilon} |f(x+z) - f(x)| \, dz$ then
\[ e^{1/2} \int_{\epsilon < |z| < \delta} |f(x+z) - f(x)| \frac{dz}{|z|^{n+\sigma+1/2}} = c \epsilon^{1/2} \int_{\epsilon}^{\delta} \frac{dG(t)}{t^{n+\sigma+1/2}} \]
\[ = c \left( \epsilon^{1/2} \frac{G(t)}{t^{n+\sigma+1/2}} \right)' + c' \epsilon^{1/2} \int_{\epsilon}^{\delta} G(t) \frac{dt}{t^{n+\sigma+3/2}}. \]
Since $G(t) = o(t^{n+\sigma})$ as $t \to 0$, the lemma follows in this case. The proof for $1 \leq \alpha < 2$ and $1 < p < \infty$ is similar using Lemma (1.5) (ii) and the orthogonality of $\Omega$ to polynomials of degree 1. When $p = 1$ and $\Omega = 1$, we use Lemma (1.5) (iii) and argue as above.

To prove Theorem 3, we recall that for $f \in C_0^\infty$, $\tilde{f}(x, \epsilon)$ is the Poisson integral of the sum of a constant times $J^{-\sigma} f \ast d\mu$ and a singular integral of $J^{-\sigma} f \ast d\mu$. By Lemmas (1.2) and (1.3) $K_r(x)$ belongs to all $L^p$, $1 \leq q < \infty$, for each $\epsilon$, and since $C_0^\infty$ is dense in $L^p$, $1 \leq p < \infty$, it follows $\tilde{f}(x, \epsilon)$ is the Poisson integral of an $L^p$ function for any $f \in L_p^\infty$ ($\Omega = 1$ if $p = 1$). Hence $\tilde{f}(x, \epsilon)$ converges almost everywhere and Theorem 3 follows.

(2) The assumption that $\Omega$ is infinitely differentiable can be considerably relaxed in both Theorem 1 and the preceding remark. This will be the subject of a continuation of this paper to appear in the future.

(3) Finally, it was shown in [11] that when $\alpha = 1$, $f(x, \epsilon) = - \sum_{r=1}^\infty \tilde{f}(x, \epsilon)$ when $f(x, \epsilon)$ is the Poisson integral of p.v. $(2\pi)^{-n} \langle \partial f/\partial x^* K_r \rangle$, $K_r(x) = |x|^{-n} x^* \Omega(x')$, $f \in L^p_2$, $1 < p < \infty$.

2. In this section, we will prove the necessity of Theorem 1. Let us again suppose for the time being that $f \in C_0^\infty$ and consider (see §1)
\[ \tilde{f}_e(x) = (2\pi)^{-n/2} \tilde{f}(x)|x|^\sigma \sum_0^\infty (i^m)^{\alpha} \tilde{W}_m(\epsilon |x|) Y_m(x'), \]
which converges pointwise to $f(x)|x|^\sigma \sum_0^\infty c^{(\alpha)} Y_m(x')$. If $\tilde{f}$ is the limit in $L^2$ of $\tilde{f}_e$ then by the Parseval-Plancherel formula,
\[ f(x) = \tilde{f}(x)|x|^\sigma \sum_0^\infty c^{(\alpha)} Y_m(x') \]
\[ = c^{(\alpha)} Y_0(x') \tilde{f}(x)|x|^\sigma + \tilde{f}(x) \tilde{K}(x)|x|^\sigma, \]
where $\tilde{K}(x)$ is the principal-valued Fourier transform of $K(x) = |x|^{-n} \sum_{m=1}^{\infty} d^{(\alpha)} Y_m(x')$.

Suppose $\Omega(x') = Y_m(x')$ for some $m \geq 1$. Then
\[ (2.1) \quad \tilde{f}(x) = d^{(\alpha)} |x|^\sigma \tilde{f}(x)|\Omega(x')|/|x|^\sigma. \]
and by Lemma (0.1), if \( f' = \text{p.v.} \left( f * \Omega(x) / |x|^\alpha \right) \),

\[
J^{-\alpha} f' = (1/d\Omega(x))(f * \Omega(x) / \alpha) + (2\pi)^{-\alpha} (f' * d\tau).
\]

Taking \( L^p \) norms, \( 1 < p < \infty \), and observing that \( J^{-\alpha} f' = (J^{-\alpha} f)' \),

\[
\|J^{-\alpha} f'\|_p \leq d\|f\|_p + \|f\|_p, \quad c = c_{p, \alpha, m}.
\]

Taking successively for \( \Omega \) each element \( \Omega_i, i = 1, \ldots, M_m \), of a normalized basis for
the spherical harmonics of degree \( m \) and letting \( \tilde{f}(x) \) denote the limit in \( L^p \) of

\[
(2\pi)^{-\alpha} \int_{|x| > \epsilon} \left[ f(x - z) - f(x) \right] \Omega_i(z) \frac{d\nu}{|z|^\alpha} dz,
\]

we obtain (see the introduction)

\[
\|f\|_{p, \alpha} = \|J^{-\alpha} f\|_p \leq c \left( \sum_i \|f_i\|_p + \|f\|_p \right),
\]

c = c_{p, \alpha, m}. Moreover, since \( \|f_i\|_p \leq c_{p, \alpha} \|f\|_{p, \alpha} \) for \( f \in L^p \) and \( C_0^\infty \) is dense in
\( L^p \), \( 1 < p < \infty \), there is a constant \( c = c_{p, \alpha, m} \) such that for any \( f \in L^p \)

\[
c^{-1} \|f\|_{p, \alpha} \leq \sum_i \|f_i\|_p + \|f\|_p \leq c \|f\|_{p, \alpha}.
\]

Here we have assumed of course that \( m \geq 1 \) when \( 0 < \alpha < 1 \) and \( m \geq 2 \) when \( 1 \leq \alpha < 2 \).

Suppose now that \( f \in L^p \), \( 1 < p < \infty \), and each

\[
(2\pi)^{-\alpha} \int_{|x| > \epsilon} \left[ f(x - z) - f(x) \right] \frac{\Omega_i(z)}{|z|^\alpha} dz = (2\pi)^{-\alpha} \int_{|x| > \epsilon} \frac{\Omega_i(z)}{|z|^\alpha} dz
\]

converges in \( L^p \) to a limit \( \tilde{f}_i \), where \( \{\Omega_i\} \) is a normalized basis for the spherical
harmonics of a fixed degree \( m \geq 1 \). Pick \( \phi \in \mathcal{S} \) (the Schwartz space of rapidly
decreasing functions) with \( \phi \geq 0 \) and \( \int \phi(x) \, dx = 1 \) and set \( \phi_u(x) = \delta^{-\alpha} \phi(x/\delta), \delta > 0, f(x, \delta) = (f * \phi_u)(x). \) Then

\[
\int_{|x| > \epsilon} \frac{f(x - z, \delta)}{|z|^\alpha} \frac{\Omega_i(z)}{|z|^\alpha} dz = \int_{|x| > \epsilon} \left[ \int_{|z| > \epsilon} f(x - z - \gamma) \phi_u(y) dy \right] \frac{\Omega_i(z)}{|z|^\alpha} dz
\]

converges in \( L^p \) as \( \epsilon \to 0 \) to \( \int_{|z| > \epsilon} \tilde{f}_i(x - y) \phi_u(y) dy \), whose \( L^p \) norm is bounded by
\( \|f_i\|_p \|\phi_u\|_p = \|f_i\|_p \) for all \( \delta > 0 \). Since \( f(x, \delta) \in L^p \) for each fixed \( \delta > 0 \), it follows from
(2.3) that

\[
\|J^{-\alpha} f(x, \delta)\|_p \leq c \left( \sum \|f_i\|_p + \|f\|_p \right).
\]

Pick \( \delta_0 \to 0 \) so that \( J^{-\alpha} f(x, \delta_0) \) converges weakly to \( h(x) \in L^p \). Then \( J^{-\alpha} f(x, \delta) \)
converges to \( h(x) \) in the sense of distributions. If \( g = J^{-\alpha} f, g \in \mathcal{S}' \) (the space of
tempered distributions), then

\[
[J^{-\alpha} f(x, \delta_0)]^\gamma = f(x)(1 + |x|^2)^{\alpha/2} \left[ \phi_u(x) \right]^\gamma = \delta \phi^\gamma(\delta_0 x).
\]
Since \( \phi(\delta_k x) - \phi(0) = \phi(\delta_k x) - 1 \) and all its derivatives are bounded and converge uniformly to zero on compact sets, \( [J^{-\alpha} f(x, \delta_k)]^* \to \tilde{g} \) in the sense of distributions. Hence \( J^{-\alpha} f(x, \delta_k) \to g \) as distributions, and therefore the action of \( g \) on a function \( \psi \in \mathcal{S}' \) is given by \( \int_{\mathbb{R}^n} h(x)\psi(x) \, dx \). Since \( h \in L^p, f \in L^p_\alpha \) and the theorem is proved in this case.

The case \( \Omega = 1 \) and \( 0 < \alpha < 2 \) is practically the same. For if \( f \in C^{\infty}_0 \) and \( \tilde{f}(x) \) is the limit of

\[
J^{-\alpha} f(x) = (2\pi)^{-n} \int_{|z| > \varepsilon} [f(x - z) - f(x)] \frac{dz}{|z|^{n + \alpha}},
\]

then \( \tilde{f}^*(x) = c_{\alpha}^\alpha \tilde{f}(x)|x|^{\alpha} \) and the analogue of (2.2) is

(2.4) \[ J^{-\alpha} f = a(f* d\alpha) + b(f* d\tau), \]

where \( a \) and \( b \) depend only on \( \alpha \) and \( n \). Hence for \( f \in L^p_\alpha, 1 < p < \infty \),

\[
c^{-1} \|f\|_{p, \alpha} \leq \|\tilde{f}\|_p + \|f\|_p \leq c \|f\|_{p, \alpha}.
\]

The remainder is similar to the proof above and we obtain that \( f \in L^p_\alpha \) if \( f \in L^p \) and \( \tilde{f}_\varepsilon \) converges in \( L^p, 1 < p < \infty \).

Again the results have analogues for \( p = 1 \) and \( p = \infty \) provided we take \( \Omega = 1 \). In fact for \( p = 1 \) and \( \Omega = 1 \) the argument just given is still valid, if we use (2.4) for \( f(x, \delta) \) to show \( J^{-\alpha} f(x, \delta) \) converges in \( L^1 \). For \( p = \infty \) and \( \Omega = 1 \), however, it must be modified.

Let \( f \in L^\infty_\alpha \) so that \( \|\tilde{f}\|_\infty \leq C \),

\[
\tilde{f}_\varepsilon(x) = (2\pi)^{-n} \int_{|z| > \varepsilon} [f(x - z) - f(x)] \frac{dz}{|z|^{n + \alpha}}.
\]

Choose \( \varepsilon_\alpha \to 0 \) so that \( \tilde{f}_{\varepsilon_\alpha} \) converges in the weak-star topology of \( L^\infty \) to a function \( \tilde{f}_\alpha \) \( \|\tilde{f}\|_\infty \leq C \). We claim there are constants \( a \) and \( b \) depending only on \( \alpha \) and \( n \) such that \( J^{-\alpha} f = a(f* d\alpha) + b(f* d\tau) \) almost everywhere. If \( l \in \mathcal{S}' \) and \( \psi \in \mathcal{S} \), let \( \langle l, \psi \rangle \) denote the action of \( l \) on \( \psi \); and for any \( g \), let \( g_1(x) = g(-x) \). Then

\[
\int_{\mathbb{R}^n} (J^{-\alpha} f) \psi \, dx = \langle J^{-\alpha} f, \psi \rangle = \langle f, (1 + |x|^2)^{\alpha/2} \tilde{\psi}_1 \rangle
\]

\[
= \langle f, (1 + |x|^2)^{\alpha/2} \tilde{\psi}_1 \rangle
\]

\[
= \langle f, a(\tilde{\psi}_1 \ast d\alpha) + b(\tilde{\psi}_1 \ast d\tau)_1 \rangle
\]

\[
= a \int_{\mathbb{R}^n} f(\tilde{\psi}_1 \ast d\alpha)_1 \, dx + b \int_{\mathbb{R}^n} f(\tilde{\psi}_1 \ast d\tau)_1 \, dx.
\]

Since \( \int_{\mathbb{R}^n} f(\tilde{\psi}_1 \ast d\tau)_1 \, dx = \int_{\mathbb{R}^n} (f \ast d\tau) \psi \, dx \), our claim will follow if we show

\[
\int_{\mathbb{R}^n} f(\tilde{\psi}_1 \ast d\alpha)_1 \, dx = \int_{\mathbb{R}^n} (f \ast d\alpha) \psi \, dx.
\]
Taking Fourier transforms it is easy to see that \( \hat{\psi}_t = (\hat{\psi})_t \) and \( \hat{\psi}(x + y) = [\hat{\psi}(x + y)]^\sim \). Moreover, \( \int_{\mathbb{R}^n} f^* \psi \, dx = \int_{\mathbb{R}^n} f^* \psi \, dx \rightarrow \int_{\mathbb{R}^n} f^* \psi \, dx \) by the definition of \( f^* \) and \( \int_{\mathbb{R}^n} f^* \psi \, dx \rightarrow \int_{\mathbb{R}^n} f^* \psi \, dx \) since \( \psi_k \) converges to \( \psi \) in \( L^1 \) (cf. Theorem 1 with \( p = 1, \Omega = 1 \)) and \( f \in L^\infty \). Hence \( \int_{\mathbb{R}^n} f^* \psi \, dx = \int_{\mathbb{R}^n} f^* \psi \, dx \) and

\[
\int_{\mathbb{R}^n} f(\hat{\psi}_t * \psi) \, dx = \int_{\mathbb{R}^n} f(\hat{\psi}_t) \hat{\psi}_t(-x-y) \, dx
= \int_{\mathbb{R}^n} f(\hat{\psi}_t) \hat{\psi}_t(x+y) \, dx
= \int_{\mathbb{R}^n} \sigma(\psi) f(\hat{\psi}_t) \hat{\psi}_t(x+y) \, dx
= \int_{\mathbb{R}^n} \sigma(\psi) f(x) \hat{\psi}_t(x+y) \, dx
= \int_{\mathbb{R}^n} \sigma(\psi) f(x) \hat{\psi}_t(x-y) \, dx,
\]

which establishes the claim. Taking \( L^\infty \) norms, it follows \( \| f \|_{\Lambda(\alpha, p, q)} \leq c(1 + \| f \|_{\Lambda(1, p, q)}) \) for \( f \in L^\infty_{\alpha, \psi} \) with \( \| \hat{f} \|_\infty \leq C \).

Suppose now that \( f \in L^\infty \) and \( \| f \|_{\Lambda(\alpha, p, q)} \leq C \). Let \( f(x, \delta) = (f * \phi_\delta)(x) \) where \( \phi_\delta \) is the approximation to the identity introduced earlier. Then \( \| f(x, \delta) \|_{\Lambda(\alpha, p, q)} \leq \| f \|_{\Lambda(\alpha, p, q)}, \| (f(x, \delta))_\sim \|_{\Lambda(\alpha, p, q)} \leq \| f \|_{\Lambda(\alpha, p, q)} \leq C \), and \( f(x, \delta) \in L^\infty_{\alpha, \psi} \). By the above,

\[
\| J^{-\alpha} f(x, \delta) \|_{\Lambda(\alpha, p, q)} \leq c(1 + \| f \|_{\Lambda(1, p, q)}),
\]

and we can pick \( \delta_k \) such that \( J^{-\alpha} f(x, \delta_k) \) converges in the weak-star topology to \( h(x) \in L^\infty \). It now follows as usual that \( f \in L^\infty_{\alpha, \psi} \).

Remark. We add one final remark concerning the \( \Lambda(\alpha, p, q) \) spaces. For the definition and properties of these spaces, we refer the reader to [8] and [9].

If \( f \in L^\infty_{\alpha, \psi} \cap \Lambda(\alpha, p, q) \) where \( 1 \leq p < \infty, 1 \leq q \leq \infty \), and \( 0 < \alpha < 2 \) then \( f \in \Lambda(0, p, q) \) and \( \| f \|_{\Lambda(0, p, q)} \leq c \| f \|_{\Lambda(\alpha, p, q)} \) with \( c \) independent of \( f \). Here of course \( \Omega \equiv 1 \) if \( p = 1 \). Moreover, if \( f \in \Lambda(0, p, q) \cap L^\infty_{\alpha, \psi} \) and each

\[
\hat{f}(x) = \lim_{\epsilon \to 0} \int_{|z| > \epsilon} f(x - z) f(x) \frac{\Omega(z)}{|z|^{n+a}} \, dz
\]

belongs to \( \Lambda(0, p, q) \) where \( \{ \Omega_m \} \) is a normalized basis for the spherical harmonics of degree \( m \) \( (m \neq 1 \text{ if } 1 \leq \alpha < 2 \text{ and } m = 0 \text{ if } p = 1) \) then \( f \in \Lambda(\alpha, p, q) \).

In view of the inclusion relations between \( L^\infty_{\alpha, \psi} \) and \( \Lambda(\alpha, p, q) \) (see [8, p. 452]), this remark is trivial in many cases.

If \( f \in C^\infty_0 \), the formula in section 2 for \( \hat{f}^* \) and Lemma (0.1) imply that the Poisson integral of \( \hat{f} \) is the Poisson integral of the sum of a constant times \( J^{-\alpha} f * d\mu \) and a singular integral of \( J^{-\alpha} f * d\mu \). Hence the same is true for any \( f \in L^\infty_{\alpha, \psi} \) and

\[
\| f \|_{\Lambda(0, p, q)} \leq c \| J^{-\alpha} f \|_{\Lambda(0, p, q)} = c \| f \|_{\Lambda(\alpha, p, q)}
\]

(see [9, p. 827–829]).
Conversely, if \( f \in L^p_\alpha \) it is easy to see that (2.2) (or (2.4)) holds. Hence if, for example, \( 1 < p < \infty \), we obtain by taking the \( \Lambda(0, p, q) \) norm
\[
\| f \|_{\Lambda(\alpha, p, q)} \leq c \left( \| f \|_{\Lambda(0, p, q)} + \sum_{i} \| f_i \|_{\Lambda(0, p, q)} \right)
\]
for \( f \in \Lambda(\alpha, p, q) \). For any \( f \in \Lambda(0, p, q) \cap L^p_\alpha \) we apply the last inequality to the Poisson integral of \( f \) and invoke [8, Lemma 5, p. 426].
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