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1. Introduction. The primary purpose of this paper is to generalize Browder’s
results contained in [1], to the case of wave equations with time variable coefficients.
The origin of this problem may be presented as follows. In the applications of
mathematical methods to physics, one is often concerned with the study of non-
linear partial differential equations, for example, the Klein-Gordon equation

\[ \frac{\partial^2 u}{\partial t^2} - \Delta u + \mu^2 u + \eta^2 u^3 = 0, \]

where \( \mu, \eta \) are constants and \( \Delta \) is the Laplace operator.

K. Jörgens in Math. Z. 77 (1961), 295–308, has studied the Cauchy initial value
problem for equations of the form

\[ \frac{\partial^2 u}{\partial t^2} - \Delta u + F(|u|^2)u = 0 \]

which are generalizations of (1), where \( F \) is a numerical function with derivative \( F' \).
Jörgens used concrete analytical methods in order to obtain his results.

Browder in [1], has given the proof of the solvability of the Cauchy initial value
problem for a class of operator differential equations in an abstract Hilbert space,
which contains the equation (2) as a particular case. Following is a summary of
Browder’s ideas contained in [1]. Given a Hilbert space \( H \), let \( A \) be a selfadjoint
and positive semibounded operator with domain \( D(A) \), dense in \( H \), and range in \( H \)
and \( M(u) \) be a nonnecessarily linear mapping from \( D(A^{1/2}) \) into \( H \) satisfying certain
conditions (cf. [1, conditions I, II, III, IV]). Let us consider the vector functions
\( u: \mathbb{R} \to D(A) \), where \( \mathbb{R} \) is the field of real numbers, twice strongly continuously
differentiable in \( H \) and the operator differential equations:

\[ \frac{d^2 u}{dt^2} + Au + M(u) = 0. \]

Browder has given the proof of the solvability of the Cauchy initial value problem
for the strict solutions of (3), when the initial data \( (u(0), u'(0)) \) is prescribed in
\( D(A) \times D(A^{1/2}) \). He used the operational calculus for selfadjoint operators in
Hilbert spaces and the Picard method of successive approximations. An application
is given when \( A \) is a selfadjoint realization of an elliptic partial differential operator
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on the Hilbert space $L^2(\mathbb{R}^n)$ and $M(u) = F'(|u|^2)u$ with convenient hypothesis on $F$, and then he obtained Jörgens results.

The equations (3) are taken as the model for our study. The unique novelty, in this step of our research, is the perturbation that shall be introduced in the coefficients of (3), i.e., we shall consider equations of the form

$$d^2u/dt^2 + A(t)u + M(u) = 0,$$

where $A(t)$ is a family of operators with domain and range in $H$ and for technical reasons, we shall assume $M(u)$ is a map from $D(A(0)^{1/2})$ into $D(A(0)^{1/2})$. The method used by Browder, cannot be adapted naturally to the case of equations (4). Instead, by a convenient change of variable, the Cauchy problem for (4) shall be transformed in a nonlinear first order system (cf. §5, (20) and (21)), and the latter system can be considered as a nonlinear first order equation (cf. §5 (24) and (25)), in the Hilbert space $X$, which is the direct sum of $H$ with $H$. To solve the nonlinear Cauchy problem, we have used the Kato's results, (cf. [6]) and the Picard-Banach fixed point theorem.

In §5 we shall give an example of a family of partial differential operators, realized on $L^2(G)$, where $G$ is a bounded open set in $\mathbb{R}^n$, which satisfies the abstract hypothesis assumed on the coefficient $A(t)$ of the equation (4).
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2. **On the domain of the square root.** We denote by $H$ a Hilbert space with inner product $(\cdot | \cdot)$ and norm $\| \cdot \|$. Let $\{A(t), t \geq 0\}$ be a family of selfadjoint operators of $H$, bounded below by a bounded continuous function $k(t) > 0$, i.e., $(A(t)u | u) \geq k(t)(u | u)$ for all $u$ in the domain of $A(t)$, which shall be represented by $D(A(t))$. If $A = A(t_0)$ is an operator in that family, then we consider the positive square root of $A$, represented by $A^{1/2}$. As a consequence of the spectral decomposition, it follows that $D(A) \subseteq D(A^{1/2})$.

In the following, we will construct $D(A^{1/2})$ from $D(A)$ by a method used by Friedrichs to obtain selfadjoint extensions for semibounded symmetric operators (cf. Riesz-Sz. Nagy, Functional analysis, Ungar, New York, 1955, §124, p. 331). By hypotheses, we have $(Au | u) \geq k(u | u)$, and let us suppose that $k = 1$. If we define in $D(A)$ a new inner product by $[u | v] = (Au | v)$, it follows that the norm induced in $D(A)$ by $[ | ]$, is greater than the original norm of $H$, i.e., $[u | u] = (Au | u) \geq (u | u)$. 

Let us represent by \([\quad\quad]\) the norm induced by \([\quad\quad]\). \(D(A)\) equipped with \([\quad\quad]\) is a pre-Hilbert space. The completion of \(D(A)\) with respect to \([\quad\quad]\), can be identified with a subspace \(H_0\) of \(H\), and we have \(D(A) \subseteq H_0 \subseteq H\). We shall prove in Proposition 1, that \(H_0 = D(A^{1/2})\). We say that a sequence \(\{u_n\} \subseteq D(A)\) converges to \(u \in D(A^{1/2})\) in the graph norm, if and only if \(\|u_n - u\| \to 0\) and \(\|A^{1/2}u_n - A^{1/2}u\| \to 0\).

**Lemma 1.** The domain of \(A\) is dense in the domain of \(A^{1/2}\) with respect to the graph norm.

**Proof.** In fact, let \(E(\lambda) = \{ -\infty < \lambda < +\infty, \text{ be the spectral family associated to } A\). Since \(A \geq 1\), we have \(E(\lambda) = 0\) for \(\lambda < 1\). For \(v \in D(A^{1/2})\), \(v_n = E(n)v\), for each positive integer \(n\) belongs to \(D(A)\) and \(\lim v_n = v\), \(\lim A^{1/2}v_n = A^{1/2}v\) with respect to the norm of \(H\).

**Proposition 1.** The completion \(H_0\) of \(D(A)\) is the domain of the square root \(A^{1/2}\).

**Proof.** If \(u \in H_0\), there exists a sequence \(\{u_n\}, u_n \in D(A)\), such that \(\{u_n\}\) is a Cauchy sequence in \(H_0\) normed by \([\quad\quad]\), and converges to \(u\) in the original metric of \(H\). It follows that \(\{A^{1/2}u_n\}\) is a Cauchy sequence of \(H\), and thus convergent. Hence it follows that \(u \in D(A^{1/2})\), since \(A^{1/2}\) is closed.

Let \(u\) be a vector of \(D(A^{1/2})\). By Lemma 1, there exists a sequence \(\{u_n\} \subseteq D(A)\) such that \(u_n \to u\) and \(A^{1/2}u_n \to A^{1/2}u\) in \(H\). Therefore \(\{u_n\}\) is a Cauchy sequence in the metric given by \([\quad\quad]\) and it follows that \(u \in H_0\).

**Proposition 2.** Let \(A_1 = A(t_1), A_2 = A(t_2)\) be two operators of the family \(\{A(t), t \geq 0\}\) such that \(D(A_1) \subseteq D(A_2)\). If there exists a constant \(c > 0\) such that \((A_2u | u) \leq c(A_1u | u)\) for all \(u \in D(A_1)\), then \(D(A_1^{1/2}) \subseteq D(A_2^{1/2})\).

**Proof.** In fact, let \(u\) be an element of \(D(A_1^{1/2})\). Then, there exists a sequence \(\{u_n\}\) contained in \(D(A_1)\) such that \(u_n \to u\) and \(A_1^{1/2}u_n \to A_1^{1/2}u\). It follows that \(\{u_n\}\) is a Cauchy sequence with respect to the metric given by \([\quad\quad]_2 = (A_2v | v)\), since \((A_2v | v) \leq c(A_1v | v)\). Hence, \(u_n \to u\) and \(A_2^{1/2}u_n \to w\) in \(H\). Therefore \(u \in D(A_2^{1/2})\).

**Remark 1.** The result contained in the Proposition 2, is a natural consequence of the method used to construct the domain of the square root. In fact, if we define \([u]_1 = (A_1u | u)\) and \([u]_2 = (A_2u | u)\), we have by hypotheses \([u]_2 \leq c[u]_1\), for all \(u\) in \(D(A_1)\). Hence, it follows that there are at least as many Cauchy sequences with respect to \([\quad\quad]_2\) as with respect to \([\quad\quad]_1\).

**Remark 2.** Assuming the hypotheses of the Proposition 2, if \(D(A_2) \subseteq D(A_1)\) and if there exists a constant \(c' > 0\) such that \((A_2u | u) \leq c'(A_1u | u)\) for all \(u \in D(A_1^{1/2})\), it follows that \(D(A_2^{1/2}) \subseteq D(A_1^{1/2})\).

**Remark 3.** When \(D(A_1) = D(A_2)\) and there are constants \(c > 0, c' > 0\) such that

\[c'(A_1u | u) \leq (A_2u | u) \leq c(A_1u | u)\]

for all \(u \in D(A_1) = D(A_2)\), then \(D(A_1^{1/2}) = D(A_2^{1/2})\).
Lemma 2. If \( A \) is an operator of the family \( \{A(t), t \geq 0\} \), its range is equal to the space \( H \).

Proof. The range of \( A \) is dense in \( H \) because \( A \) is selfadjoint. It is sufficient to prove that, if \( u \in H \) then \( u \) belongs to the range of \( A \). In fact, if \( u \in H \), there exists a sequence \( \{u_n\} \) contained in the range of \( A \) such that \( u_n \to u \) in \( H \). Let \( v_n \in D(A) \) be such that \( Av_n = u_n \), \( n = 1, 2, \ldots \). Hence it follows that

\[
0 < k \|v_n - v_m\|^2 \leq \|Av_n - Av_m\|^2 \leq \|Av_n - Av_m\| \cdot \|v_n - v_m\|.
\]

Whence, we have that \( \{v_n\} \) is a Cauchy sequence in \( H \), then convergent to a vector \( v \in D(A) \) and such that \( Av = u \).

By hypotheses on the family \( \{A(t)\} \), we know that \( 0 < k(t)(u | u) \leq (A(t)u | u) \leq \|A(t)u\| \cdot \|u\| \), for all nonzero \( u \) in \( D(A(t)) \). Then, it follows that the inverse \( A(t)^{-1} \) exists for each \( t \geq 0 \), and by Lemma 2, its domain is the space \( H \). We need to use the product \( A(t) \cdot A(s)^{-1} \) for \( t \neq s \). Such a product is always defined when \( D(A(t)) \) is constant with respect to \( t \). In order to avoid difficulties, we shall make the following assumption on \( A(t) \).

Assumption I. The domain \( D(A(t)) \) is constant for \( t \geq 0 \) i.e.

\[
D(A(t)) = D(A(s)) \quad \text{for all} \quad t, s \geq 0.
\]

By Assumption I, it follows that the operators \( A(s) \cdot A(t)^{-1} \) are well defined for all \( s, t \geq 0 \) and are bounded, by the closed graph theorem.

Assumption II. The bounded operators \( A(t) \cdot A(s)^{-1} \) are uniformly bounded and satisfy Lipschitz conditions with respect to \( t \), i.e., there exist positive constants \( M \) and \( k \), such that \( \|A(t)A(s)^{-1}\| \leq M \) and \( \|A(t)A(t_o)^{-1} - A(s)A(t_o)^{-1}\| \leq k|t - s| \) for all \( t, t_0 \) and \( s \).

Remark 6. By Remark 3, we conclude that when \( D(A(t)) = D(A(0)) = D \) and if there exist continuous positive real functions \( c(t), c'(t) \) on the semiline \( t \geq 0 \) such that

\[
c'(t)(A(0)u | u) \leq (A(t)u | u) \leq c(t)(A(0)u | u)
\]

for all \( u \) in \( D \), then \( D(A(t)^{1/2}) = D(A(0)^{1/2}) \) for all \( t \).

We will prove, in the next theorem, that the Assumptions I and II are sufficient conditions for the independence of \( D(A(t)^{1/2}) \) with respect to \( t > 0 \).

Theorem 1. If \( \{A(t), t \geq 0\} \) is a family of operators satisfying the Assumptions I and II, then \( D(A(t)^{1/2}) \) is independent of \( t \) for \( t \geq 0 \).

Proof. In fact, the operators \( A(t)A(s)^{-1} - A(0)A(s)^{-1} \) are bounded.

Hence, it follows that for each \( u \) in \( D(A(t)) = D \), we have

\[
\|A(t)u - A(0)u\| = \|[A(t)A(s)^{-1} - A(0)A(s)^{-1}][A(s)A(0)^{-1}]A(0)u]\|
\leq \|A(t)A(s)^{-1} - A(0)A(s)^{-1}\| \cdot \|A(s)A(0)^{-1}\| \cdot \|A(0)u\|
\leq Mkt \|A(0)u\|.
\]
Whence, it follows
\[\|A(t)u\| \leq \|A(t)u - A(0)u\| + \|A(0)u\| \leq c(t)\|A(0)u\|\]
for all \(u\) in \(D\), where \(c(t) = Mkt + 1\) is always positive for \(t > 0\). By Satz 3 of Heinz [5], (also Kato [7, Theorem 2]), we have
\[\|A(t)^{1/2}u\| \leq k(t)\|A(0)^{1/2}u\|\]
for all \(u\) in \(D\), where \(k(t) = +c(t)^{1/2}\).
Since we also have
\[\|A(t)u - A(0)u\| \leq \|[A(t)A(s)^{-1} - A(0)A(s)^{-1}][A(s)A(t)^{-1}]A(t)u\|,\]
we obtain by the same argument
\[\|A(0)^{1/2}u\| \leq k(t)\|A(t)^{1/2}u\|\]
By (5) and (6) we have
\[c(0)^{1/2}\|A(0)^{1/2}u\| \leq k(t)\|A(t)^{1/2}u\|\]
for all \(u\) in \(D\). Whence it follows that \(D(A(t)^{1/2})\) is independent of \(t\) (cf. Remark 6).

3. Integral representation of \(A^a\). In this paragraph, we will prove an integral representation for the fractional power \(A^a\), \(0 < a < 1\), of a positive selfadjoint operator \(A\). Let \(f(\lambda) = \lambda^a\) be the positive real branch of the mapping \(\lambda \rightarrow \lambda^a\) of \(R\) into \(R\). By the spectral decomposition, we have
\[A^au = \int_0^{\infty} \lambda^a dE(\lambda)u\]
for all \(u\) in \(D(A^a)\).

Our next step will be to obtain, from (7), another integral representation of \(A^a\). First of all, we observe that for \(t > 0\) we know that \((A \pm it)^{-1}, i^2 = -1\), exists, is defined and bounded on \(H\).
Let us prove that for \(0 < a < 1\), the mapping
\[t \rightarrow t^a((A + it)^{-1} + (A - it)^{-1})u\]
of \(0 \leq t < +\infty\) into \(H\) is integrable on \(0 \leq t < \infty\) for each \(u \in D(A^a)\) and we have
\[A^au = \frac{\cos(\alpha \pi/2)}{\pi} \int_0^{\infty} t^a((A + it)^{-1} + (A - it)^{-1})u\ dt.\]
In fact, we have
\[((A + it)^{-1} + (A - it)^{-1})u = \int_0^{\infty} \frac{2\lambda}{\lambda^2 + t^2} dE(\lambda)u\]
for all \(u\) in \(H\).
Suppose \(0 < t_1 < t_2 < +\infty\) and taking the product of both sides of (9) with \(t^a\) and integrating from \(t_1\) to \(t_2\), we obtain
\[\int_{t_1}^{t_2} t^a((A + it)^{-1} + (A - it)^{-1})u\ dt = \int_0^{\infty} \left\{\int_{t_1}^{t_2} \frac{2t^a\lambda}{\lambda^2 + t^2} dt\right\} dE(\lambda)u.\]
For all $u$ in $D(A^a)$, we obtain
\begin{equation}
\left| A^a u - \frac{\cos \left( \frac{\alpha \pi}{2} \right)}{\pi} \int_{\eta_1}^{t_2} t^a \left( (A + it)^{-1} + (A - it)^{-1} \right) u \, dt \right|
= \left| \int_0^\infty \lambda^a \left( 1 - \frac{2 \cos \left( \frac{\alpha \pi}{2} \right)}{\pi} \int_{t_1/\lambda}^{t_2/\lambda} \frac{s^a \, ds}{1 + s^2} \right) \lambda \, d(E(\lambda)u) \right|^2
= \int_0^\infty \left( 1 - \frac{2 \cos \left( \frac{\alpha \pi}{2} \right)}{\pi} \int_{t_1/\lambda}^{t_2/\lambda} \frac{s^a \, ds}{1 + s^2} \lambda \right) \lambda^{2a} \, d(E(\lambda)u \mid u).
\end{equation}

Observe that $\lambda^{2a}$ is integrable with respect to the measure $\sigma(\lambda) = (E(\lambda)u \mid u)$, because $u \in D(A^a)$ by hypotheses. Furthermore, we have
\begin{equation}
\int_0^\infty \frac{s^a \, ds}{1 + s^2} = \frac{\pi}{2 \cos \left( \frac{\alpha \pi}{2} \right)}, \quad 0 < \alpha < 1.
\end{equation}

Making $t_1 \to 0$ and $t_2 \to \infty$ in (10), we obtain the representation (8).

If we decompose the integral (8) in two pieces and change the variables in the second integral, we obtain
\begin{equation}
A^a u = \frac{\cos \left( \frac{\alpha \pi}{2} \right)}{\pi} \int_{-\infty}^{+\infty} \lambda \left| t \right|^a \left( (A + it)^{-1} + (A - it)^{-1} \right) u \, dt
\end{equation}
for all $u$ in $D(A^a)$.

When we have a family of selfadjoint operators as in §2, then by (11) we have
\begin{equation}
A(t)^a u = \frac{\cos \left( \frac{\alpha \pi}{2} \right)}{\pi} \int_{-\infty}^{+\infty} \lambda \left| x \right|^a \left( (A(t) + ix)^{-1} + (A(t) - ix)^{-1} \right) u \, dx
\end{equation}
for all $u$ in $D(A(t))$ and $0 < \alpha < 1$.

4. Differentiability of square root. In this section, we will use the representation (12) in order to study the differentiability of $A(t)^{1/2}$ in the sense of the next definition.

**Definition 1.** Let $\{A(t), \, t \text{ real}\}$ be a family of operators with constant domain $D = D(A(t))$ and range in a Banach space $B$. We say that $A(t)$ is strongly continuously differentiable with respect to $t$, when for all $u$ in $D$, the vector $v(t) = A(t)u$ is continuously differentiable with respect to the norm of $B$, that is,
\begin{equation}
\lim_{t \to t_0; \, t \neq t_0} (t - t_0)^{-1} (v(t) - v(t_0))
\end{equation}
exists in the sense of the norm of $B$ and is continuous for all $u$ in $D$ and all $t_0$.

When $A(t)$ is differentiable, the limit (13) is called the derivative of $A(t)$ and is represented by
\begin{equation}
\frac{dA(t)}{dt} \bigg|_{t = t_0}, \quad \frac{dA(t)}{dt} \text{ or } A'(t).
\end{equation}

Suppose now that $\{A(t), \, t \geq 0\}$, is a family of operators in a Hilbert space $H$, as in §2 and satisfying the Assumptions (1), (11). In the following, we will prove that if
A(t) is strongly continuously differentiable and the commutator C(t) of A(t) and A'(t) satisfies the conditions \( \gamma_1, \gamma_2 \) below, then it follows that \( A(t)^{1/2} \) is differentiable in the same sense.

By hypotheses

\[
\lim_{t \to t_0} (t - t_0)^{-1}(A(t)t_0 - A(t_0)t_0)
\]

exist for all \( \omega \) in \( D = D(A(t)) \). If \( u \in H \), \( \omega_{t_0}(x) = (A(t_0) + ix)^{-1}u \) belongs to \( D \). Hence, it follows

\[
\lim_{t \to t_0} (t - t_0)^{-1}(A(t) - A(t_0))(A(t_0) + ix)^{-1}u
\]

exists for all \( u \) in \( H \) and all real \( x \). Since the bounded operators \( (A(t) + ix)^{-1} \) are continuous in \( t \), it follows that the following limit exists:

(14) \[
\lim_{t \to t_0} (t - t_0)^{-1}[(A(t) + ix)^{-1}A(t) - A(t_0)](A(t_0) - ix)^{-1}u.
\]

It follows that

\[
\lim_{t \to t_0} (t - t_0)^{-1}[(A(t) - ix)^{-1} - (A(t_0) - ix)^{-1}]u
\]

exists for all \( u \) in \( H \), because

\[
(A(t) + ix)^{-1} - (A(t_0) + ix) = -(A(t) + ix)^{-1}[A(t) - A(t_0)](A(t_0) + ix)^{-1}.
\]

Hence, if \( A(t) \) is strongly continuously differentiable, it follows that \( (A(t) + ix)^{-1} \) is differentiable in the same sense and by (14) we have

\[
\frac{\partial}{\partial t} (A(t) + ix)^{-1} = (A(t) + ix)^{-1} \frac{dA(t)}{dt} (A(t) + ix)^{-1}.
\]

Assuming certain hypotheses on the commutator \( C(t) \) of \( A(t) \) and \( A'(t) \), we shall prove the convergence of the integral

\[
\int_0^\infty x^{1/2}(A(t) + ix)^{-1}A'(t)(A(t) + ix)^{-1}u \, dx
\]

for all \( u \) in \( D(A(t)^{1/2}) \).

Let \( A = A(t_0) \) be a fixed operator of the family \( \{A(t), t \geq 0\} \). Since \( D(A^2) \subseteq D(A) \), we have, for all \( u \in D(A^2) \), \( k\|u\| \leq (Au | u) \leq \|Au\| \) and

\[
(A^2u | u) = (Au | Au) = \|Au\|^2 \geq k^2(u | u)
\]

where \( k = k(t_0) \), which proves that \( A^2 \) is bounded below, with lower bound \( k^2 \).

By the same method used in §2, to construct \( D(A^{1/2}) \) from \( D(A) \), we can construct \( D(A) \) from \( D(A^2) \). Furthermore, we know when \( D(A(t)^2) = \) constant implies \( D(A(t)) = \) constant. Consequently, let \( A(t)^2, A(t), A(t)^{1/2} \) have constant domains
and let $A(t)$ be strongly continuously differentiable. Let us suppose that the commutator $C(t)$ of $A(t)$ and $A'(t)$ satisfies the following conditions:

(γ₁) $D(A(t)^2) \subseteq D(C(t))$

(γ₂) There exists $\gamma$, $0 \leq \gamma < 1$ and a bounded positive continuous function $c(t)$, $t \geq 0$, such that

$$
\|C(t)u\| \leq c(t)\|A(t)^{2\gamma}u\|^{1-\gamma}\|u\|^{1-\gamma}
$$

for all $u$ in $D(A(t)^2)$.

We shall prove that with the hypotheses (γ₁) and (γ₂) on the commutator $C(t)$, the integral

$$
\int_0^\infty x^{1/2}(A(t) + ix)^{-1}A'(t)(A(t) + ix)^{-1}u \, dx
$$

is convergent for all $u$ in $D(A(t)^{1/2})$ or equivalently

$$
I = \int_0^\infty x^{1/2}(A(t) + ix)^{-1}A'(t)(A(t) + ix)^{-1}A(t)^{-1/2}u \, dx
$$

is convergent for all $u$ in $H$.

In order to make the calculations easier, we shall write $A = A(t)$, $A' = A'(t)$ and $A(t)^{-1/2} = A'^{-1/2}$. Hence, we have $AA' - A'A = C$ or

$$(A + ix)A' - A'(A + ix) = C.$$

Multiplying on both sides by $(A + ix)^{-1}$, we obtain

$$(A + ix)^{-1}(A + ix)^{-1}A' = (A + ix)^{-1}C(A + ix)^{-1}$$

or

$$(A + ix)^{-1}A' = A'(A + ix)^{-1} - (A + ix)^{-1}C(A + ix)^{-1}.$$ 

Substituting the last expression in the integral $I$, we obtain:

$$I = \int_0^\infty x^{1/2}A'(A + ix)^{-2}A^{-1/2}u - x^{1/2}(A + ix)^{-1}C(A + ix)^{-2}A^{-1/2}u \, dx.$$

We have

$$I = \int_0^\infty x^{1/2}A'(A + ix)^{-2}A^{-1/2} \, dx$$

and

$$= A' \int_0^\infty x^{1/2} \left( \int_0^\infty (\mu + ix)^{-2} \mu^{-1/2} dE(\mu) \right) d\mu$$

or

$$= A' \int_0^\infty \mu^{-1/2} \left( \int_0^\infty (\mu + ix)^{-2} x^{1/2} \, dx \right) dE(\mu).$$

We know that

$$\int_0^\infty x^{1/2}(\mu + ix)^{-2} \, dx = \int_0^\infty \mu^{1/2}\eta^{1/2} \mu^{-2}(1 + i\eta) \mu \, d\eta = h\mu^{-1/2}$$

after the substitution, where $h$ is the value of the integral in $\eta$. 
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Hence it follows
\[ I_1 = k A' \int_{\mu > 0}^{\infty} \mu^{-1} dE(\mu) = k A' A^{-1} \]
which is bounded.

Let \( I_2 \) be the integral
\[ I_2 = \int_0^\infty x^{1/2} (A + ix)^{-1} C(A + ix)^{-2} A^{-1/2} u \, dx. \]

To prove the convergence of \( I_2 \), we have by \( \gamma_1, \gamma_2 \):
\[
\|x^{1/2}(A + ix)^{-1}C(A + ix)^{-2}A^{-1/2}u\|
\leq x^{1/2}\|(A + ix)^{-1}\| \cdot \|C(A + ix)^{-2}A^{-1}u\|
\leq k x^{1/2}\|(A + ix)^{-1}\| \{ \|A^2(A + ix)^{-2}A^{-1/2}u\|^{1 - \gamma} \cdot \|(A + ix)^{-2}A^{-1/2}u\|^{\gamma} \}
\]
Note that \( k \) is the continuous function \( c(t) \) of the hypotheses \( \gamma_2 \).

For large values of \( x \), we have
\[
\|(A + ix)^{-1}\| \leq x^{-1}\|(A + ix)^{-2}A^{-1/2}\| \leq K x^{-5/2}
\]
\[
\|A^2(A + ix)^{-2}A^{-1/2}u\| \leq K x^{-1/2}\|u\|.
\]
Finally we have
\[
\|x^{1/2}(A + ix)^{-1}C(A + ix)^{-2}A^{-1/2}u\|
\leq k x^{1/2} x^{-1}\{K\gamma x^{-\gamma/2}\|u\|^{\gamma} K^{1 - \gamma} x^{-5(1 - \gamma)/2}\|u\|^{1 - \gamma} + K x^{-5/2}\|u\| \}
\]
\[
= \{K_{1} x^{-5 + \gamma} + K_{1} x^{-3}\}\|u\|.
\]
Hence it follows that the integral \( I_2 \) is convergent, because \( 0 \leq \gamma < 1 \).

Whence, it follows that with the hypotheses \((\gamma_1), (\gamma_2)\) on the commutator, the integral
\[
(\pi 2^{1/2})^{-1} \int_{-\infty}^{+\infty} x^{1/2} \frac{\partial}{\partial t} (A(t) + ix)^{-1} u \, dx
\]
converges and it is equal to the derivative of the integral, i.e., the vector \( v(t) = A(t)^{1/2}u \) is strongly continuously differentiable for all \( u \) in \( D(A(t)^{1/2}) \).


5. Cauchy problem for wave equations. Let \( \{A(t), t \geq 0\} \) be a family of operators as in §2. Hence by Theorem 1, §2, it follows that \( D(A(t)^{1/2}) \) is also independent of \( t \).

Let us represent by \( C^2(R, H) \), the set of vector functions \( u = u(t) \) from \( R \) into \( H \), which are twice strongly continuously differentiable with respect to \( t \). Let \( M(u) \) be a function, not necessarily linear from \( D(A(0)^{1/2}) \) into \( D(A(0)^{1/2}) \) satisfying the conditions (I), (II), (III), (IV) of Browder [1]. Let us suppose \( D(A(0)^{1/2}) \) equipped with the norm \( \| \bullet \|_{W_0} \) defined by \( \|u\|_{W_0} = \|A(0)^{1/2}u\| $.
Definition 1. We call nonlinear wave equations in $H$, with time variable coefficients, all the equations of the form

$$d^2u/dt^2 + A(t)u + M(u) = 0$$

with $u \in C^2(\mathbb{R}, H)$, $A(t)$ and $M(u)$ as above.

We will consider the Cauchy problem

$$d^2u/dt^2 + A(t)u + M(u) = 0,$$

$$u(0) = \varphi, \quad u'(0) = \psi,$$

for $t \geq 0$, $\varphi \in D(A(0))$ and $\psi \in D(A(0)^{1/2})$.

Definition 2. A function $u$ in $C^2(\mathbb{R}, H)$, is said to be a strict solution of the Cauchy problem (16) and (17), when $u(t) \in D(A(0))$, $t \geq 0$, $du/dt \in D(A(0)^{1/2})$, $A(t)u(t)$, $d^2u/dt^2$, $A(t)^{1/2}u(t)$, $A(t)^{1/2}(du/dt)$ are uniformly continuous on every interval $[0, T]$, $T > 0$, and the system (16) and (17) is satisfied.

To prove the existence and uniqueness of strict solutions for (16) and (17), we need the following condition about $A(t)^{1/2}$.

Assumption III. The operator $A(t)^{1/2}$ is strongly continuously differentiable for all $t \geq 0$ and $(dA(t)^{1/2}/dt)A(t)^{-1/2}$ is bounded by a bounded positive continuous function.

Now, we are in conditions to prove the main results in this paragraph, that is, the Theorems 1 and 2 below. The first one gives the existence of strict solutions and the second gives bounds for these solutions and their continuous dependence on the initial values.

Theorem 1. Let $\{A(t), t \geq 0\}$ be a family of operators in a Hilbert space $H$, satisfying the Assumptions I, II in §2, III in §4, and $M(u)$ the mapping fixed before. Then, the system (16) and (17) has a strict solution $u = u(t), t \geq 0$, provided $\varphi \in D(A(0)), \psi \in D(A(0)^{1/2})$ and

$$\|\varphi\|_w^2 + \|\psi\|^2 < C$$

where $C$ is a positive constant.

Theorem 2. Under the hypotheses of Theorem 1, for each $T > 0$, if $u, u_1$ are solutions of (16) and (17) corresponding to the initial data $\varphi, \psi, \varphi_1, \psi_1$ satisfying the condition (18), we have

$$\|A(t)^{1/2}u(t) - A(t)^{1/2}u_1(t)\|^2 + \|u'(t) - u'_1(t)\|^2 \leq k(T, C)(\|\varphi - \varphi_1\|_w^2 + \|\psi - \psi_1\|^2)$$

for all $t$ in $[0, T]$.

Theorem 3. If we assume the hypotheses of Theorem 1 and hypotheses (a) and (b) of Lemma 4 and

$$\|A(0)\varphi\|^2 + \|\varphi\|_w^2 + \|\psi\|^2 < C \|A(0)\varphi_1\|^2 + \|\varphi_1\|_w^2 + \|\psi\|^2 < C$$
we have
\[ \| u(t) - u'(t) \|_2^2 + \| A(t)^{1/2}u'(t) - A(t)^{1/2}u_1(t) \|_2^2 \]
\[ \leq k(T, C)(\| \varphi - \varphi_1 \|_2^2 + \| A(0)\varphi - A(0)\varphi_1 \|_2^2 + \| \psi - \psi_1 \|_2^2) \]
for each pair of solutions \( u, u_1 \) of (16) and (17) corresponding to \( [\varphi, \psi], [\varphi_1, \psi_1] \).

**Corollary.** The solution of the system (16) and (17) with conditions (19), is uniquely determined by the initial data \( \varphi, \psi \).

The proofs of the Theorems 1, 2 and 3, follow from the lemmas below. First of all, we shall do a change of variable in order to transform the system (16) and (17) in an equivalent first order system in a convenient Hilbert space \( \mathcal{H} \).

If we take \( v = du/dt \) in (16) and (17), we obtain
\[ \frac{du}{dt} = v, \quad \frac{dv}{dt} = -A(t)u - M(u), \]
\[ u(0) = \varphi, \quad v(0) = \psi. \]

If we take \( x = A(t)^{1/2}u, y = v \) in (16) and (17) and use the Assumption III, we obtain
\[ \frac{dx}{dt} = \frac{dA(t)^{1/2}}{dt} A(t)^{-1/2}x + A(t)^{1/2}y, \]
\[ \frac{dy}{dt} = -A(t)^{1/2}x - M(A(t)^{-1/2}x); \]
\[ x(0) = A(0)^{1/2}\varphi, \quad y(0) = \psi. \]

Let us consider the Hilbert space \( \mathcal{H} = H \oplus H \), direct sum of \( H \) plus \( H \) and we shall represent its elements by column vectors \( (x) \) instead of pairs \( (x, y) \) as is usually done. We have
\[ \left( \begin{array}{c} x \\ y \end{array} \right) \cdot \left( \begin{array}{c} z \\ w \end{array} \right) = (x | z) + (y | w) \]
\[ \| \left( \begin{array}{c} x \\ y \end{array} \right) \|^2 = \| x \|^2 + \| y \|^2 \]
for the inner product and norm in \( \mathcal{H} \).

Hence, it follows that the Cauchy problem (16) and (17) in \( H \), is equivalent to the following Cauchy problem in \( \mathcal{H} \):
\[ \frac{dw}{dt} = C(t)w + f(t, w), \]
\[ w(0) = \Phi, \]
where
\[ w = \left( \begin{array}{c} x \\ y \end{array} \right), \]
\[ C(t) = \left( \begin{array}{cc} 0 & A(t)^{1/2} \\ -A(t)^{1/2} & 0 \end{array} \right), \quad \Phi = \left( \begin{array}{c} A(0)^{1/2}\varphi \\ 0 \end{array} \right), \]
\[ B(t) = \left( \begin{array}{cc} \frac{dA(t)^{1/2}}{dt} & A(t)^{-1/2} \\ 0 & 0 \end{array} \right), \]
\[ g(t, w) = \left( \begin{array}{c} 0 \\ -M(A(t)^{-1/2}x) \end{array} \right) \]
and \( f(t, w) = B(t)w + g(t, w) \).
Remark 1. The operator $B(t)$ is bounded by Assumption III. If $C > 0$ is the constant in the condition (18), then $\|\Phi\|^2 < C$. Furthermore, we observe that $0 \in D(C(0))$, $D(C(t))$ is independent of $t$ and dense in $\mathcal{H}$. The adjoint of $C(t)$ is $-C(t)$, which is the transpose of $C(t)$.

Kato in [6] has studied the Cauchy problem (24) and (25) in the linear case, that is to say, when $f(t, w)$ is a function $f(t)$ from $\mathbb{R}$ into a Banach space $\mathcal{B}$, strongly continuous in $t$ on an interval $[a, b]$. He proves the existence and uniqueness for the strict solutions, i.e., the existence of a $w = w(t)$ which is strongly, continuously differentiable, where $C(t)w(t)$ is strongly continuous and $w = w(t)$ satisfies the system $w'(t) = C(t)w(t) + f(t)$, $w(0) = w_0$. We shall use Kato’s results, when we apply the Picard-Banach fixed point theorem to the system (24) and (25), in a convenient metric space, which shall be defined later. First of all, we will establish the connection between Kato’s results and the Cauchy problem (24) and (25), (cf. Lemma 1 below).

Definition 3. By the transition mapping for the equation

$$(26) \quad \frac{dw}{dt} = C(t)w, \quad 0 \leq t \leq T,$$

we mean a family of operators $U(t, s)$, $0 \leq s \leq t \leq T$, defined on $H$, such that $w(t) = U(t, s)w_0$ is the solution of (26) with the initial condition $w(s) = w_0$, for $0 \leq s \leq t \leq T$.

Lemma 1. Let $C(t)$ be the operator in the equation (24). Then, for all real numbers $\lambda > 0$, we have:

(a) The operator $\lambda I - C(t)$ has a bounded inverse $(\lambda I - C(t))^{-1}$ defined on $H$ and

$$\| (\lambda I - C(t))^{-1} \| < \lambda^{-1}$$

for all $t$ in $[0, T]$.

(b) The bounded operators $C(t)(\lambda I - C(0))^{-1}$ are strongly continuously differentiable for all $t$ in $[0, T]$.

(c) The equation (26), for $C(t)$ as in (28), has only one solution $w = w(t)$ in an interval $[0, T]$, such that $w(0) = w_0$ for a given $w_0$ in $D(C(t))$.

Proof of (a). Since $C(t) = -C(t)$, we have

$$2 \text{Re} (C(t)w \mid w) = (C(t)w \mid w) + (C(t)w \mid w) = 0.$$

If $(\lambda I - C(t))w = z$, taking the inner products of both sides and taking real parts, we obtain $\lambda \|w\| \leq \|z\|$. Hence, it follows that if $z = 0$, we have $w = 0$, which implies that the kernel of $\lambda I - C(t)$ is $\{0\}$. Therefore, $(\lambda I - C(t))^{-1}$ exists for all $\lambda > 0$ and we have $\| (\lambda I - C(t))^{-1} \| < \lambda^{-1}$. To complete the proof, we have to prove that the range of $\lambda I - C(t)$ is the whole of $\mathcal{H}$. Since $\lambda I - C(t)$ is closed and $(\lambda I - C(t))^{-1}$ is bounded on its domain, we have the range of $\lambda I - C(t)$ is closed in $\mathcal{H}$; therefore, it is sufficient to prove that it is dense in $\mathcal{H}$. Let $v$ in $\mathcal{H}$ be orthogonal to the range of $\lambda I - C(t)$. We have $((\lambda I - C(t))u \mid v) = 0$ for all $u$ in $D(\lambda I - C(t))$ which is dense in $\mathcal{H}$. It follows that $v \in D((\lambda I - C(t))^*) = D(\lambda I + C(t))$ and $(u \mid (\lambda I - C(t))v) = 0$ or $(\lambda I + C(t))v = 0$ which implies $v = 0$. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Proof of (b). By Assumption III, it follows that $C(t)$ is strongly continuously differentiable in $D$, for $t \in \mathbb{R}$. Hence it follows that $C(t)(\lambda I - C(0))^{-1}u$ is continuously differentiable in $t$ for all $u$ in $\mathcal{H}$, since $(\lambda I - C(0))^{-1}$ is bounded.

Proof of (c). By parts (a), (b), it is permissible to construct the transition mappings $U(t, s)$, using Kato's method, associated to the operators $C(t)$ in an interval $[0, T]$. Hence, it follows that all solutions $w = w(t)$ of (26), such that $w(0) = w_0$ belongs to $D$, are given by $w(t) = U(t, 0)w_0$ for $0 \leq t \leq T$. The uniqueness of the solution of (26), is still a consequence of Kato’s results in [6].

Lemma 2. The transition mappings for the equation (26) have norm one.

Proof. In fact, taking the inner product of both sides of the equation (26) with $w$, we obtain

$$
\left( \frac{dw}{dt} \right)_w = (C(t)w | w).
$$

Hence, taking the real parts, we have

$$
\frac{1}{2} \frac{d}{dt} \|w(t)\|^2 = 0.
$$

Integrating the last equation between $s$ and $t$, it follows $\|w(t)\| = \|w(s)\|$ for all $0 \leq s \leq t \leq T$. Since $w(t) = U(t, s)w_s$, for $w_s$ in $D$, is the solution of (26) such that $w(s) = w_s$. Whence, it follows

$$
\|U(t, s)w(s)\| = \|w(t)\| = \|w(s)\|
$$

for all $w(s)$ in $D$; therefore $\|U(t, s)\| = 1$.

Lemma 3. Let $u = u(t)$ be a solution of the system (16) and (17) on $[0, T]$, for a given $T > 0$. Then we have

$$
\|A(t)^{1/2}u(t)\|^2 + \|u'(t)\|^2 \leq k(T, C)
$$

for all $t$ in $[0, T]$, provided $\|\psi_0\|^2 + \|\psi\|^2 \leq C$.

Proof. Let $u = u(t)$ be a solution of the system (16) and (17) on $[0, T]$. Then it follows that

$$
w(t) = \begin{pmatrix} (A(t)^{1/2}u) \\ u' \end{pmatrix}
$$

will be a solution of (24) and (25) on $[0, T]$, i.e., $w(t)$ satisfies the equation

$$
\frac{dw}{dt} = C(t)w + f(t, w), \quad 0 \leq t \leq T,
$$

with $C(t)$ and $f(t, w)$ defined in (24) and (25). Taking the inner product of both sides of the last equation with $w$ and taking real parts, we obtain

$$
\frac{1}{2} \frac{d}{dt} \|w(t)\|^2 = \text{Re} \left( f(t, w(t)) | w(t) \right)
$$

since $\text{Re} \left( C(t)w | w \right) = 0$. Integrating the last scalar equation from 0 to $t \leq T$, we have

$$
\|w(t)\|^2 - \|w(0)\|^2 = 2 \text{Re} \int_0^t (f(s, w(s)) | w(s)) \, ds.
$$
Since \( f(t, w) = B(t)w + g(w) \), we obtain
\[
\|w(t)\|^2 - \|w(0)\|^2 = 2 \Re \int_0^t (B(s)w(s) \mid w(s)) \, ds - 2 \Re \int_0^t (M(u(s)) \mid u'(s)) \, ds.
\]

By Browder's hypotheses on \( M(u) \), we obtain
\[
\|w(t)\|^2 - \|w(0)\|^2 \leq 2 \Re \int_0^t (B(s)w(s) \mid w(s)) \, ds + 2k_0 \left( 1 + \int_0^t \|A(s)^{1/2}u(s)\|^2 \, ds \right).
\]

Since \( 2 \Re (B(s)w(s) \mid w(s)) \leq b(s)\|w(s)\|^2 \), with \( b(s) \) continuous, we obtain
\[
\|w(t)\|^2 - \|w(0)\|^2 \leq \int_0^t b(s)\|w(s)\|^2 \, ds + 2k_0 \left( 1 + \int_0^t \|A(s)^{1/2}u(s)\|^2 \, ds \right).
\]

If we take \( g(t) = \|w(t)\|^2 \), the last inequality can be written as
\[
g(t) \leq k + k_1 \int_0^t a(s) \cdot g(s) \, ds
\]
where \( k = \|w(0)\|^2 + 2k_0 \). If we set
\[
a(t) = \int_0^t a(s)g(s) \, ds
\]
we have \( z'(t) = a(t)g(t) \) and then
\[
z'(t) \leq a(t)(k + k_1z(t)).
\]

Hence it follows,
\[
\frac{d}{dt} (k + k_1z(t)) \leq k_1a(t)(k + k_1z(t))
\]
and integrating from 0 to \( t \leq T \), we obtain
\[
\log (k + k_1z(s)) \bigg|_0^t \leq k_1 \int_0^t a(s) \, ds
\]
or
\[
z(t) \leq (k/k_1) \exp \left( k_1 \int_0^t a(s) \, ds \right) - (k/k_1).
\]

Hence, it follows
\[
g(t) \leq k \exp \left( k_1 \int_0^t a(s) \, ds \right) \leq k \exp (\lambda(T)T)
\]
where \( \lambda(T) = k_1 \max \{a(s) : 0 \leq s \leq T\} \). Since \( g(t) = \|w(t)\|^2 = \|A(t)^{1/2}u(t)\|^2 + \|u'(t)\|^2 \) and \( k \) is fixed, the lemma is proved.
Lemma 4. Let \( u = u(t) \) be a solution of (16) and (17) on \([0, T]\). Suppose that \( A(t) \) is twice strongly continuously differentiable with first and second derivatives satisfying the following conditions:

(a) \( (A'(t)u \mid u) < 0 \),

\[
\frac{d}{dt}(A'(t)u \mid v) \leq c(t)(\|A(t)^{1/2}u\|^2 + \|A(t)^{1/2}v\|^2),
\]

(b) \( |(A''(t)u \mid v)| \leq k(t)(\|A(t)^{1/2}u\|^2 + \|A(t)^{1/2}v\|^2) \),

with \( c(t) \), and \( k(t) \) positive continuous functions for \( t \geq 0 \). Then, if \( C > 0 \) is given, there exists \( k(T, C) > 0 \) such that

\[
\|u''(t)\|^2 + \|A(t)^{1/2}u'(t)\|^2 \leq k(T, C)
\]

for all \( t \) in \([0, T]\), provided

\[
\|A(0)\phi\|^2 + \|\phi\|^2_{w_0} + \|\psi\|^2_{w_0} < C.
\]

Proof. By Lemma 3, there exists a constant \( k_{C, T} > 0 \) such that

\[
\|u'(t)\|^2 + \|A(t)^{1/2}u(t)\|^2 \leq k_{C, T}
\]

for all \( t \) in \([0, T]\). If we take \( k_{C, T} \) as the constant \( C \) in the Assumption III of Browder [4], we can obtain bounds for \( \|(d/dt)M(u(t))\| \). Let \( h \) be a positive real number, such that \( 0 < t + h < T \). Then, \( \delta_h(u(t)) = h^{-1}(u(t+h) - u(t)) \), is a solution of the following equation:

\[
\frac{d^2}{dt^2} \delta_h(u)(t) + A(t)\delta_h(u)(t) + \frac{A(t+h)u(t+h) - A(t)u(t+h)}{h} + \frac{M(u(t+h)) - M(u(t))}{h} = 0.
\]

By the hypotheses III in Browder [4], we have

\[
\|h^{-1}(M(u(t+h)) - M(u(t)))\| \leq k_{C, T}\|A(t)^{1/2}\delta_h(u)(t)\| + \epsilon(h)
\]

where \( \epsilon(h) \to 0 \) as \( h \to 0 \).

If we set \( v = \delta_h(u) \), we have

\[
d^2/dt^2 + A(t)v = g(t)
\]

with \( g(t) = -A'(\xi)u(t+h) + f(t) \), where \( f(t) = -h^{-1}(M(u(t+h)) - M(u(t))) \) and \( \xi = t+h \Theta \), \( 0 < \Theta < 1 \). Hence it follows that

\[
w = \begin{pmatrix} A(t)^{1/2}v \\ v' \end{pmatrix}
\]

is a solution of

\[
dw/dt = C(t)w + g(t, w), \quad 0 < t < T,
\]

in \( \mathcal{H} \), with \( g(t, w) = B(t)w + h(t) \), where \( h(t) \) is the vector

\[
h(t) = \begin{pmatrix} 0 \\ -A'(\xi)u(t+h) + f(t) \end{pmatrix}.
\]
Taking the inner product of both sides of the last equation with $w$ and taking the real parts, we obtain:

$$(d/dt)\|w(t)\|^2 = 2 \text{Re} (g(t, w) \mid w).$$

To estimate $2 \text{Re} (g(t, w) \mid w)$, we have

$$\text{Re} (g(t, w) \mid w) = \text{Re} (B(t)w \mid w) + \text{Re} (h(t) \mid w).$$

With $\text{Re} (B(t)w \mid w) \leq b(t)\|w\|^2$, where $b(t)$ is a continuous function on $\mathbb{R}^+$. Further we have

$$\text{Re} (h(t) \mid w) = -\text{Re} (A'(\xi)u(t+h) \mid v') + \text{Re} (f(t) \mid v')$$

with

$$\text{Re} (f(t) \mid v') \leq \|f(t)\| \|v'\| \leq k_{\xi,T} [\|A(t)^{1/2}v\|^2 + \|v'\|^2] + e(h).$$

To estimate $\text{Re} (A'(\xi)u(t+h) \mid v')$, let us consider first of all $(d/dt)(A'(\xi)u(t+h) \mid v)$. In fact,

$$(d/dt)(A'(\xi)u(t+h) \mid v) = (A''(\xi)u(t+h) \mid v) + (A'(\xi)u(t+h)' \mid v) + (A'(\xi)u(t+h) \mid v').$$

Then we have:

$$-\text{Re} (A'(\xi)u(t+h) \mid v') = -\text{Re} (d/dt)(A'(\xi)u(t+h) \mid v) + \text{Re} (A''(\xi)u(t+h) \mid v) + \text{Re} (A'(\xi)u'(t+h) \mid v).$$

Therefore, for $h$ sufficiently small, we have, by hypotheses $\text{Re} (A'(\xi)u'(t+h) \mid v') \leq 0$. Still by the assumptions (a) and (b) we can estimate

$$-\text{Re} (d/dt)(A'(\xi)u(t+h) \mid v) \text{ and } \text{Re} (A''(\xi)u(t+h) \mid v).$$

For that it is important to observe that $A^{1/2}(t)A^{-1/2}(s)$ is uniformly bounded on $[0, T]$. Furthermore, if $u$ is a solution of $u'' + A(t)u + M(u) = 0$, by Lemma 3, we know that $A^{1/2}(t+h)u(t+h)$ is uniformly bounded on $[0, t]$ and then it follows that $A^{1/2}(t)u(t+h)$ is also uniformly bounded on $[0, T]$. After suitable computations, we have

$$(d/dt)\|w(t)\|^2 \leq a + b\|w(t)\|^2$$

where $a$ is a constant $\gamma(T, C) + e(h)$ and $b = b(C, T)$, and both constants are positive.

If we set $z(t) = \|w(t)\|^2$ we obtain the differential inequality $z'(t) \leq a + bz(t)$, $0 \leq t \leq T$, which implies

$$(d/dt)[e^{-bt}z(t)] \leq ae^{-bt}.$$  

Integrating the last inequality, we obtain

$$z(t) \leq e^{bt}z(0) + (a/b)(e^{bt} - 1), \quad 0 \leq t \leq T.$$

Substituting $z$ by $\|w(t)\|^2 = \|A(t)^{1/2}v(t)\|^2 + \|v'(t)\|^2$ and $v(t) = h^{-1}(u(t+h) - u(t))$ in the last inequality and then making $h \to 0$, we obtain

$$\|u''(t)\|^2 + \|A(t)^{1/2}u'(t)\|^2 \leq k'(C, T)\|A(0)v + M(v)\|^2 + \|A(0)^{1/2}v\|^2 + k''(C, T).$$
By hypotheses, we can estimate $M(q)$ and then we obtain
\[ \|u'(t)\|^2 + \|A(t)^{1/2}u'(t)\|^2 \leq k(T, C), \quad 0 \leq t \leq T. \]

Remark. The proof of Lemma 4 can be simplified if we take the inner product of $v'$ with both sides of $v'' + A(t)v + A'(\xi)u(t+h) = f(t)$.

Proof of Theorem 2(a). Let $u = u(t)$, $u_1 = u_1(t)$ be two solutions of (16), (17) corresponding to the initial data $\varphi, \psi, \varphi_1, \psi_1$. If we set $w = u - u_1$, we have that $w$ is a solution of
\[ \frac{d^2w}{dt^2} + A(t)w + M(u) - M(u_1) = 0 \]
with the initial conditions
\[ w(0) = \varphi - \varphi_1, \quad w'(0) = \psi - \psi_1. \]
Hence, it follows that
\[ v = \begin{pmatrix} A(t)^{1/2}w \\ w' \end{pmatrix} \]
is a solution of
\[ \frac{dv}{dt} = C(t)v + f(t, v) \]
with $f(t, v) = B(t)v + g(v)$ and
\[ g(v) = \begin{pmatrix} 0 \\ M(u_1(t)) - M(u(t)) \end{pmatrix}. \]
By Lemma 3 and Assumption (M1), we can estimate $g(v)$ and we obtain
\[ \|g(v)\| \leq \|M(u(t)) - M(u_1(t))\| \leq k_c \|A(t)^{1/2}v(t)\|. \]
Taking the inner product of both sides of the equation (27), with $v$, and taking the real parts, we have
\[ (d/dt)\|v(t)\|^2 = 2 \Re(f(t, v(t)) | v(t)) \]
or
\[ (d/dt)\|v(t)\|^2 \leq c(t)\|v(t)\|^2 \]
where $c(t)$ is a real continuous function on $\mathbb{R}$. If we define $z(t) = \|v(t)\|^2$, we have $z'(t) \leq c(t)z(t)$.

Since $a(t) \neq 0$, $u$ and $u_1$ are not equal, we obtain from the last inequality $z(t) \leq z(0)k(C, T)$.

When we substitute $z(t)$ as a function of $u$ and $u_1$, the last inequality proves (a) of Theorem 2.

Proof of Theorem 2(b). If we set $w = u - u_1$, it follows that
\[ \delta_h(w)(t) = [w(t+h) - w(t)]h^{-1} \]
satisfies the equation
\[ (d^2/dt^2)\delta_h(w)(t) + A(t)\delta_h(w)(t) + A'(\xi)w(t+h) \]
\[ + h^{-1}(M(u(t+h)) + M(u(t)) - h^{-1}(M(u_1(t+h)) - M(u_1(t)))) = 0. \]
By the hypotheses on \( u, u_1 \), by Assumption IV in Browder [1], and certain calculations, we have
\[
\left\| h^{-1}(M(u(t+h)) - M(u(t))) - h^{-1}(M(u_1(t+h)) - M(u_1(t))) \right\|
\leq k_{c,T} \left\| A(t)^{1/2} \delta_h(w(t)) \right\| + \left\| A(t)^{1/2} w(t) \right\| + \varepsilon(h).
\]
It follows that if we take \( v = \delta_h(w) \), the equation (28) can be written as
\[
(29) \quad \frac{d^2v}{dt^2} + A(t)v + A'(t)v(t) + f(t) = 0
\]
with
\[
\| f(t) \| \leq k_{c,T} \left\| A(t)^{1/2} v(t) \right\| + \left\| A(t)^{1/2} w(t) \right\| + \varepsilon(h).
\]
Taking the change of variables
\[
W = \begin{pmatrix} A(t)^{1/2}v \\ v' \end{pmatrix}
\]
as in the Lemma 4, the equation (29) can be written as
\[
(30) \quad (d/dt)W(t) = C(t)W(t) + g(t, W(t))
\]
with the same notation as in Lemma 4. Taking the inner product of both sides of the equation (30) with \( W \) and taking real parts, we obtain:
\[
(d/dt)\|W(t)\|^2 = 2 \text{Re} \left( g(t, W(t)) \right| W(t))
\]
We have
\[
\text{Re} \left( g(t, W(t)) \right| W(t)) = \text{Re} \left( B(t)W(t) \right| W(t))
- \text{Re} \left( A'(t)w(t+h) \right| v'(t)) + \text{Re} \left( f(t) \right| W(t)).
\]
We have
\[
\text{Re} \left( B(t)W(t) \right| W(t)) \leq b(t)\|W(t)\|^2
\]
with \( b(t) \) continuous on \( R^+ \).
\[
\text{Re} \left( f(t) \right| W(t)) \leq (1 + 5k_{c,T}^2)\|W(t)\|^2 + 4k_{c,T}^2\|A(t)^{1/2}w(t)\| + \varepsilon(h)
\]
and
\[
- \text{Re} \left( A'(t)w(t+h) \right| v') \leq \left( 2h^2k_1(t) + 1 \right)\|w(t)\|^2 + 2k_1(t)\|A(t)^{1/2}w(t)\|^2.
\]
Since \( w(t+h) = hv + w \), it follows that
\[
\|A(t)^{1/2}w(t+h)\|^2 \leq 2h^2\|A(t)^{1/2}v\|^2 + 2\|A(t)^{1/2}w(t)\|^2.
\]
Consequently we can say that
\[
(d/dt)\|W(t)\|^2 \leq \bar{K}'(C, T, h)(\|W(t)\|^2 + \|A(t)^{1/2}w(t)\|^2 + \|W'(t)\|^2) + \varepsilon(h)
\]
such that \( \lim_{h \to 0} K'(C, T, h) \) exists and is a constant which depends only on \( C \) and \( T \). If we set
\[
a(t) = \|W(t)\|^2 + \|A(t)^{1/2}w(t)\|^2 + \|W'(t)\|^2
\]
we have
\[
z'(t) \leq az(t) + \varepsilon(h).
\]
Integrating the last inequality, we obtain
\[ z(t) \leq K(C, T)(z(0) + \varepsilon(h)). \]
Substituting \( z(t) \) in functions of \( u \) and \( u_1 \), we obtain an inequality which implies that in Theorem 2.

**Lemma 5.** To prove Theorem 1, it is sufficient to prove that for each \( C > 0 \), there exists an interval \([0, T_c]\) such that the system (16) and (17) has a solution \( u = u(t) \) on \([0, T_c]\) for all sets of data \([\varphi, \psi] \) such that
\[
\|A(0)\varphi\|^2 + \|A(0)^{1/2}\psi\|^2 + \|A(0)^{1/2}\varphi\|^2 < C.
\]

**Proof (Browder [1]).** Suppose Theorem 1 is false. Hence it follows that for some \( \varphi \in D(A(0)), \psi \in D(A(0)^{1/2}) \), there exists \( T > 0 \) such that no solutions of (16) and (17) can be found outside the interval \([0, T]\). When \( \varphi, \psi, C \) vary as in the hypotheses of Lemma 5, we can construct (by the uniqueness given by the corollary of Theorem 2), a solution \( u = u(t) \) of (16) and (17) defined on an interval \([0, T_0]\) with \( T_0 \leq T \), such that \( u = u(t) \) cannot be continued as a solution of (16) and (17) after \( T_0 \). By Lemmas 3 and 4 and by the Assumption 1 in Browder [1], we can obtain a constant \( C_1 \) given by
\[
C_1 = \sup_{0 \leq t \leq T} \{ \|A(t)u(t)\|^2 + \|A(t)^{1/2}u'(t)\|^2 + \|A(t)^{1/2}u(t)\|^2 \}.
\]
Let \( T_2 \) be any point inside the interval \([0, T_0]\) and let \( \varphi_1, \psi_1 \) be defined by \( \varphi_1 = u(T_2), \psi_1 = u'(T_2) \). By the definition of \( C_1 \), we have
\[
\|A(0)\varphi_1\|^2 + \|A(0)^{1/2}\psi_1\|^2 + \|A(0)^{1/2}\varphi_1\|^2 \leq C_1.
\]
Hence, it follows that there exists a number \( T_1 = T_{C_1} > 0 \) such that the Cauchy problem (16) and (17) at the point \( T_2 \) has a solution \( u_1 = u_1(t) \) defined on the interval \([T_0, T_2 + T_1]\) for all \( T_2 \) inside \([0, T_0]\). When \( T_2 = T_0 - (1/2)T_1 \), we obtain that \( u_1 = u_1(T_2) \) at \( T_2 \). By the uniqueness, \( u \) and \( u_1 \) are equal on \([0, T_0]\) and \( u = u(t) \) is continuatable outside \([0, T_0]\) as a solution of (16) and (17) and we have a contradiction.

Now, we shall prove that for each \( C > 0 \), there exists a \( T_0 > 0 \), depending only upon \( C \) and not upon \( \varphi \in D(A(0)), \psi \in D(A(0)^{1/2}) \), such that the system (16) and (17) has a strict solution on \([0, T_c]\), for each set of data \( \varphi, \psi \), with
\[
\|A(0)\varphi\|^2 + \|\varphi\|_{w_0}^2 + \|\psi\|_{w_0}^2 < C.
\]
Let us rewrite the system (16) and (17):
\[
\begin{align*}
(31) \quad & d^2u/dt^2 + A(t)u + M(u) = 0, \\
(32) \quad & u(0) = \varphi, \quad u'(0) = \psi.
\end{align*}
\]
The system (31) and (32) is equivalent to the system
\[
\begin{align*}
(33) \quad & (dw/dt) = C(t)w + f(t, w), \quad 0 \leq t \leq T, \\
(34) \quad & w(0) = \Phi,
\end{align*}
\]
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in the space $\mathcal{H}$, as in the system (24) and (25). By Kato [6] it follows that if $w=\omega(\tau)$ is a strict solution of (33) and (34) on $[0, T]$, then $w=\omega(\tau)$ is a solution of the following integral equation:

$$
(35) \quad w(t) = U(t, 0)\Phi + \int_0^t U(t, s)f(s, w(s)) \, ds.
$$

In fact, by Kato [6], for all $w_0 \in D(C(0))$, we have

$$
(d/dt)U(t, s)w_0 = -U(t, s)C(s)w_0.
$$

Hence, if $w=\omega(t)$, $0 < t < T$ is a solution of (33) and (34), we have

$$
\frac{d}{ds} U(t, s)w(s) = -U(t, s)C(s)w(s) + U(t, s) \frac{dw(s)}{ds}
$$

or

$$
(36) \quad (d/ds)U(t, s)w(s) = U(t, s)f(s, w(s)).
$$

Integrating (36) from 0 to $t < T$, we obtain the integral equation (35).

Since $f(t, w)$ belongs to $D(C(0))$, we can use Kato’s results in [6], and conclude that $w(t)$ given by (33) is a strict solution of (33) and (34).

In order to complete the proof of Theorem 1, we have to prove that (35) has only one continuous solution on an interval $[0, T]$, for any $0 \in D$, with $\|\Phi\| \leq C$, for a given $C > 0$. For that, we will construct a mapping $S: X \rightarrow X$, where $X$ is a metric space which shall be defined later, such that for some sphere $X_1 \subseteq X$ depending upon $C$ only, we have $Sx \subseteq X$ and on $X_1$ the mapping $S$ is a contraction and its fixed point is equal to the solution of (35).

In fact, let $\Phi \in D$ be such that $\|\Phi\| \leq C$, and $T>0$ is a real number which shall be chosen later, depending upon $C$. Let us consider the set $X = X(\Phi, C, T)$ of all the mappings $w: [0, T] \rightarrow \mathcal{H}$, such that $w=w(t)$ is strongly continuous for all $t$ on $[0, T]$ and $w(0) = 0$. If we define in $X$ the distance between $w_1, w_2$ by

$$
d(w_1, w_2) = \|w_1 - w_2\|_X
$$

where

$$
\|w\|_X = \sup_{0 < t < T} \|w(t)\|.
$$

It follows that $X$ equipped with (37) is a complete metric space.

Now, suppose $S$ is defined on $X$ in the following way: for each $w$ in $X$, $w = Sw$ is the function $w=\omega(t)$ defined on $[0, T]$ by

$$
(38) \quad w(t) = U(t, 0)\Phi + \int_0^t U(t, s)[B(s)v(s) + g(v(s))] \, ds
$$

where $U(t, s)$ is the transition mapping associated to $w'(t) = C(t)w$, $B(t)$ and $g(v)$ are defined as in the system (24) and (25). Observe that the fixed points of (38) are the solutions of (35).

By Kato’s results, $w(t)$ defined by (38) belongs to $X$ and thus, $S$ is a well defined mapping from $X$ into $X$. 
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Now we shall prove that given $C > 0$, such that $\|\Phi\| < C$, we have a positive number $C_1$, depending only upon $C$, such that we can fix a number $T > 0$, depending only upon $C_1$ and therefore only on $C$, and such that if we consider the sphere

$$X_1 = \{v \in X \mid \|v\|_X < C_1\}$$

in $X$, we have $SX_1 \subseteq X_1$ and on $X_1$ the mapping $S$ is a contraction.

In fact, let $v \in X_1$ and $w = Sv$. Hence we have by definition of $S$

$$w(t) = U(t, 0)\Phi + \int_0^t U(t, s)[B(s)v(s) + g(v(s))] \, ds, \quad 0 \leq t \leq T$$

whence it follows

(39) \begin{equation}
\|w(t)\| \leq \|\Phi\| + \int_0^t \|B(s)v(s) + g(v(s))\| \, ds.
\end{equation}

**Remark 4.** We know that the bounded operator $B(s)$ is continuous for $s \geq 0$, and

$$\|g(v(s))\| = \|M(A(t)^{-1/2}x)\| \leq k(t)\|x\| \leq k(t)\|v\|_X.$$ 

By (39) we have

$$\|w(t)\| \leq \|\Phi\| + T\|v\|_X \sup_{0 \leq t \leq T} k'(t),$$

$k'(t)$ continuous. Since $\|\Phi\| < C$, we take $C_1 > 2C$ and since $k'(t)$ is continuous, we chose $T > 0$ such that

$$T \sup_{0 \leq t \leq T} k'(t) < 1/2$$

which depends only upon $C$. It follows that if $v \in X_1$, $C_1$ picked out before, we have $Sv \in X_1$ and then $S X_1 \subseteq X_1$.

Let us prove now, that $S$ is a contraction. Suppose $v_1, v_2$ in $X_1$ and let $w_1, w_2$ be such that $Sv_1 = w_1$ and $Sv_2 = w_2$. Hence it follows

$$(w_1 - w_2)(t) = \int_0^t U(t, s)[B(s)(v_1 - v_2)(s) + g(v_1(s)) - g(v_2(s))] \, ds$$

whence it follows

$$\|w_1(t) - w_2(t)\| \leq T\|v_1 - v_2\|_X \sup_{0 \leq t \leq T} k'(t)$$

and taking $T$ as fixed before, we obtain

$$\|SV_1 - SV_2\|_X \leq (1/2)\|V_1 - V_2\|_X$$

which proves that $S$ is a contraction. Q.E.D.

**Applications.** Let $G$ be a bounded domain in the real Euclidean space $\mathbb{R}^N$ of dimension $N$, with a smooth boundary $\partial G$. Let us suppose the Hilbert space $H$ equal to $L^2(G)$ of the classes of Lebesgue square-integrable functions with its usual inner product.
We will consider a selfadjoint realization in \( L^2(G) \) of a formal partial differential operator of second order, with coefficients depending on \( x = (x_1, x_2, \ldots, x_N) \in G \) and on a positive real parameter \( t \), the time variable. Thus, let \( A(t) \) be the formal differential operator

\[
A(t) = -\sum_{i,k=1}^{N} \frac{\partial}{\partial x_i} \left[ a_{ik}(x, t) \frac{\partial}{\partial x_j} \right] + c(x, t)
\]

where \( a_{ik}(x, t), c(x, t) \) are real functions defined on \( \partial G \times \mathbb{R} \), for \( i, k = 1, 2, \ldots, N \), \( a_{ik}(x, t) = a_{ki}(x, t) \) for \( 1 \leq i, k \leq N \), and there exist two bounded positive continuous functions \( C_0(t) \) and \( C_1(t) \) such that

\[
C_i(t) |\xi|^2 \geq \sum_{i,k=1}^{N} a_{ik}(x, t) \xi_i \xi_k \geq C_0(t) |\xi|^2
\]

for all \( \xi = (\xi_1, \xi_2, \ldots, \xi_N) \) and \( x = (x_1, x_2, \ldots, x_N) \in \overline{G} \) where \( |\xi|^2 = \xi_1^2 + \xi_2^2 + \cdots + \xi_N^2 \).

We suppose that \( a_{ik}(x, t), C(x, t) \) are \( C^\infty \) functions on \( G \times \mathbb{R} \) with derivatives up to the order four bounded by a positive continuous function \( \lambda(t) \) on \( G \times \mathbb{R} \). Further, we suppose that \( a_{ik}(x, t), c(x, t) \) and satisfy the Lipschitz condition with respect to \( t \) uniformly in \( x \) and that \( \inf_x c(x, t) > 0 \) for all \( t > 0 \).

Let \( W^{m,p}(G) \) be the appropriate Sobolev space. We represent by \( A_2(t) \) the realization of the formal differential operator \( A(t) \) given by (40), under Dirichlet null boundary conditions, i.e., the domain of \( A_2(t) \) is the set of functions \( u \) in \( W^{2,2}(G) \) such that \( \Delta u \in \mathbb{R} \) for all \( \alpha \). It follows that \( D(A_2(t)) \) is independent of \( t \) and dense in \( L^2(G) \). Further, \( A_2(t) \) is a mapping from \( L^2(G) \) into \( L^2(G) \) which is self-adjoint and semibounded by a positive continuous function. We have, moreover, that \( A_2(t) \) satisfies all the conditions assumed in Theorem 1. We check only the conditions \( \gamma_1 \) and \( \gamma_2 \) on the computator, (cf. §3). In fact, \( D(A_2(t)^2) \) is the set of \( u \in D(A_2(t)) \) such that \( A_2(t)u \in D(A_2(t)) \). Thus, by regularity theory (cf. Browder [2, p. 52, Theorem 4]) it follows that \( u \in W^{4,2}(G) \) and \( \gamma_1 \) is fulfilled.

Let \( C_2(t) \) the commutator of \( A_2(t) \) and \( A_2'(t) \), the derivative of \( A_2(t) \), which has order three. For all \( u \in D(C_2(t)) \) we have

\[
\| C_2(t)u \|_{3,2} \leq \beta(t) \| u \|_{3,2}
\]

where \( \beta(t) > 0 \) is a continuous function. By Browder [2, p. 42, Lemma 1], we have

\[
\| u \|_{3,2} \leq \| u \|^{3/2}_{3/2} \cdot \| u \|^{1/2}_{1/2}
\]

for all \( u \in D(A_2(t)^2) \). Again by Browder [2, p. 44], it follows that

\[
\| u \|^{3/2}_{3/2} \leq k_2(t) (\| A_2(t)^2 u \|^{3/2}_{3/2} + \| u \|^{3/2}_{3/2})
\]

Whence from (42) and (43) we have

\[
\| u \|_{3,2} \leq k(t) (\| A_2(t)^2 u \|^{3/2}_{3/2} \cdot \| u \|^{1/2}_{1/2} + \| u \|_{0,2})
\]

for all \( u \in D(A(t)^2) \).
Finally by (42) and (45) we have
\[ \|C(t)u\|_{0,2} \leq h(t)(\|A_2(t)^{1/2}u\|_{0,2}^{3/4}\|u\|_{0,2}^{1/4} + \|u\|_{0,2}) \]
which is the condition (γ2) with γ = 3/4 and this implies that A(t)^{1/2} is continuously strongly differentiable.

Since D^α, for |α| ≤ m, are bounded mappings from W^{n,p}(G) into L^p(G), it follows that dA_2(t)^{1/2}/dt is a bounded mapping from D(A_2(t)^2) into L^2(G). Whence it follows that (dA_2(t)^{1/2}/dt)A(t)^{-1/2} is a bounded operator from L^2(G) into L^2(G).
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