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Abstract. The main results of this paper are the construction of some new self-dual locally compact Abelian groups and the proof of a structure theorem for a certain class of such groups. The construction is based on an investigation of when the extension of a compact Abelian group by its dual yields a self-dual group. It turns out that such extensions can be described algebraically; the structure theorem follows from an analysis of the algebraic description.

1. Introduction. Not much is known about the structure of self-dual locally compact Abelian groups; in particular, there are not many known ways to construct them. The following list (modified slightly from [3, p. 422]) seems to include all standard examples:

1. $\mathbb{R}^n$ (for finite $n$) is self-dual; moreover, if $G$ is any LCA group and we write $G \cong \mathbb{R}^n \oplus G_0$, where $G_0$ contains a compact open subgroup, then $G$ is self-dual iff $G_0$ is. (A proof of this last statement will be given later.)

Henceforth, therefore, we shall assume that $G$ contains a compact open subgroup.

2. $\mathbb{Q}_p$ (for all primes $p$) and the finite cyclic groups with $n$ elements, $C(n)$, are self-dual.

3. If $G$ is any LCA group and $G^*$ is its dual, then $G \oplus G^*$ is self-dual.

4. The direct sum of finitely many self-dual groups is self-dual.

5. Let $G_\alpha (\alpha \in \mathcal{A})$ be a self-dual group, let $f_\alpha : G_\alpha \to G^*_\alpha$ be the isomorphism, and let $H_\alpha \leqslant G_\alpha$ be a compact open subgroup such that $H_\alpha = f_\alpha(H_\alpha)$. Then the restricted direct product $\prod_{\alpha \in \mathcal{A}} (G_\alpha; H_\alpha)$ of the $G_\alpha$ with respect to the $H_\alpha$ is self-dual. The known examples for $(G_\alpha; H_\alpha)$ are, essentially, $(\mathbb{Q}_p; \mathbb{Z}_p), (C(p^{2n}); C(p^n))$, and $(K \oplus K^*; C \oplus C^*), \text{ where } C \text{ is compact open in } K$.

There are two important observations to make about these groups:

(A) In each case, the isomorphism $f$ of $G$ with $G^*$ can be made self-adjoint. (The adjoint $f^*$ of $f$ is the map from $G$ to $G^*$ defined by $\langle f^*(g_1), g_2 \rangle = \langle g_1, f(g_2) \rangle$ for all $g_1, g_2 \in G$.) In cases 4 and 5, this statement is true if all the $f_\alpha$ are...
self-adjoint; that can be arranged in every known case. In what follows, this property of \( f \) will be assumed.

(B) In each case, \( G \) can be written as \( G = G_1 \times G_2 \), where \( G_2 \) is finite and \( G_1 \) is a self-dual group with a compact subgroup isomorphic to its own annihilator. (Recall that \( G \) has a compact open subgroup.) In what follows, we shall assume for convenience that \( G \) itself contains a compact subgroup isomorphic to its own annihilator.

Some remarks about hypotheses (A) and (B) may be in order. It is not hard to devise examples of self-dual groups with non-self-adjoint isomorphisms; I do not know, however, of an example for which there is not also a self-adjoint isomorphism. As for (B), it seems a quite reasonable conjecture that it is a consequence of (A).

Even with hypotheses (A) and (B), it is not true that the constructions 1–5 suffice to find all self-dual groups, as we shall see. However, one can find a general construction, based on the following result:

**Theorem 1.1.** Let \( f: G_0 \to G_0^\# \) be a self-adjoint isomorphism and let \( H \subseteq G_0 \) be a closed subgroup with \( H^\perp \subseteq f(H) \). Then \( H|f^{-1}(H^\perp) \) is self-dual under the self-adjoint map \( f^{-1} \) induced by \( f \).

**Proof.** \( G|f^{-1}(H^\perp) \) has as dual \( [f^{-1}(H^\perp)]^\perp = f(H) \); hence \( H|f^{-1}(H^\perp) \) has as dual \( f(H)(H/f^{-1}(H^\perp)) = f(H)/H^\perp \). The self-adjointness of \( F \) is easy to check.

We shall show that for any self-dual group \( G \) satisfying hypotheses (A) and (B), there exists a group \( G_0 \), of a reasonably well-specified type, and a subgroup \( H \) of \( G_0 \) such that \( G = f(H)/f^{-1}(H^\perp) \), as in Theorem 1.1. The approach is as follows: \( G \) is an extension of a compact group by its dual; we analyze the cocycle giving rise to that extension. In the process, we obtain an algebraic characterization of \( G \).

All groups to be used in this paper are Abelian; with the exception of the circle group \( T \), the group operation on them is +. On some occasions, we shall regard the cyclic group with \( p^n \) elements, \( C(p^n) \), and the group \( Z(p^n) = Z[l/p]/Z \) as subgroups of \( Q/Z \); the coset representatives will be understood to be in the interval \((-\frac{1}{2}, \frac{1}{2})\). The action of \( G \) on its dual is written as \( \langle, \rangle \).

We conclude this section by showing that it was indeed legitimate to consider only the case where \( G \) contains a compact open subgroup. The following theorem proves even more.

**Theorem 1.2.** Suppose \( G \approx R^n \times G_0 \approx R^n \times G_1 \), where \( G_0 \) and \( G_1 \) contain compact open subgroups. Then \( m = n \) and \( G_0 = G_1 \).

**Proof.** For a proof that \( m = n \), see [3, Theorem 24.30]. The rest of the theorem is trivial when \( G_0 \) is compact; then \( G_0 = \) set of compact elements of \( G \), and so \( G_0 = G_1 \). It is also easy when \( G_0 \) is discrete; then \( G_0 \) and \( G_1 \) have one element each in every component of \( G \). The general result now follows from these remarks and the 5-lemma [6, p. 85].

2. Some lemmas. The lemmas in this section will be used later in the paper; they have only limited interest in their own right.
Lemma 2.1. Let $G_0$ be an Abelian group whose torsion subgroup is a direct summand, and let $F$ be a finite Abelian group.

(a) If $G$ is such that $0 \to F \to G_0 \to G \to 0$ is exact, then the torsion subgroup of $G$ is a direct summand.

(b) If $G$ is such that $0 \to F \to G \to G_0 \to 0$ is exact, then the torsion subgroup of $G$ is a direct summand.

Proof. (a) is trivial, since $F \subseteq$ torsion group of $G_0$.

(b) The dual of the theorem is that if $G^*_0$ is the direct sum of a divisible subgroup $D$ and a totally disconnected subgroup $T$, then so is any finite extension of $G^*_0$. It suffices to prove this for an extension by a cyclic subgroup $C(n)$. The extension $G^*$ is defined by giving a coset representative $y$ for a generator $x$ of $C(n)$ (see [2, §15.3], for details). Because $D$ is divisible, we may pick $y$ so that $ny \in T$. This shows that $G^* = D \oplus a$ a cyclic extension of $T$; the extension is also totally disconnected, since $T$ is open in it. This proves the lemma.

Lemma 2.2. Suppose $G = G_0 \oplus F = \prod\limits_a (G_a; H_a)$, where $F$ is a cyclic group of order $p^n$. Then one of the $G_a$ contains a cyclic direct summand of order $p^n$.

Proof. Let $x$ generate $F$. In terms of the restricted direct product, $x = (\ldots, x_a, \ldots)$, say, where almost all the $x_a$ are in $H_a$. Now write $x_a = y_a + z_a$, where $y_a \in G_0$ and $z_a \in F$. $\sum_x x_a = x$, and projection on $F$ is continuous; therefore $\sum_x z_a = x$. Since $F$ is finite, almost every $z_a$ must be 0 and one of the nonzero terms must generate $F$. Say it is $z_{a_0}$. Then in $G_{a_0}$, $Z_{a_0}$ is a cyclic subgroup of order $p^n$ and a direct summand (the other summand could be $\{a \in G_{a_0} :$ the projection of $a$ on $F$ is 0$\}$).

Note that the same result clearly holds for a finite direct product as well.

3. Duals of Abelian extensions. Let $0 \to N \to G \to H \to 0$ be an exact sequence of Abelian topological groups, with $N$ compact and open in $G$. Then there is determined a dual exact sequence $0 \to H^* \to G^* \to N^* \to 0$. We begin by showing how to find (in terms of cocycles) either sequence from the other.

Let $f: H \times H \to N$ be a symmetric cocycle determining the extension $G$ of $A$ by $H$, and let $n^*$ be a character of $N$. Then $n^* \circ f: H \times H \to T$ is also a symmetric cocycle, and therefore it determines an Abelian extension of $T$ by $H$. However, all such extensions split (one proof is given in [1, Proposition 18.4, Corollary 3]); this means that $n^* \circ f$ is a coboundary, and hence that $\exists$ a function $b_n^*: H \to T$, with

$$\frac{b_n(h + h_2)}{b_n(h_1 + h_2)} = \langle n^*, f(h_1, h_2) \rangle.$$

Define $g: N^* \times H \to T$ by

$$g(n^*, h) = b_n^*(h). \quad (3.1)$$

The function $g$, of course is not uniquely determined by $f$. A straightforward computation shows that for fixed $n$ and $n_2$, $g(n_1^* + n_2^*, h)/(g(n_1^*, h)g(n_2^*, h))$ is a
character of \( H \); call it \( h^*(h) \). Define \( f^* : N^* \times N^* \to H^* \) by \( f^*(n^*_1, n^*_2) = h^* \). It is easily verified that \( f^* \) is a symmetric cocycle.

**Theorem 3.1.** The extension of \( H^* \) determined by \( f^* \) is \( \simeq G^* \).

**Proof.** We are given \( G \) in the form of a compact open subgroup \( N \), coset representatives \( h \) for each element \( h \) of \( H \), and a cocycle \( f \). (See, e.g., [2, §15.2] for a discussion of how these items determine \( G \).) Let our extension of \( H^* \) by \( N^* \) be \( K \); in \( K \), we have coset representatives \( n^* \) for each element \( n^* \) of \( N^* \), and a cocycle \( f^* \).

We define a map \( \psi : K \to G^* \) as follows:

On \( H^* \), \( \psi \) is the natural isomorphism onto \( N^* \subseteq G^* \);

\( \psi(n^*) \) is the character of \( G \) given by \( \langle \psi(n^*), n^* \rangle = \langle n^*, n^* \rangle, \langle \psi(n^*), h^* \rangle = g(n^*, h^*) \) (\( g \) is as in (3.1));

\( \psi \) is extended on the \( H^* \) cosets of \( K \) by linearity.

Some simple computations show that \( \psi \) is well-defined and a homomorphism; for instance, to show that \( \psi(n^*) \) is a character, note that

\[
\langle \psi(n^*), (h_1 + h_2) \rangle = g(n^*, h_1 + h_2) = g(n^*, h_1)g(n^*, h_2)\langle n^*, f(h_1, h_2) \rangle = \langle \psi(n^*), h_1 + h_2 + f(h_1, h_2) \rangle.
\]

If \( \psi(k) = 0 \), then \( \psi(k) = 0 \) on \( N \) and hence \( k \in H^* \); also, \( \psi(k) = 0 \) on \( H \), and so \( k = 0 \). Hence \( \psi \) is 1-1. \( \psi \) is open and continuous because \( \psi|H^* \) is. Finally, if \( x \in G \) is such that \( \psi(K) \perp x \), then \( x \in N \) (since \( \psi(H^*) = N^* \)), and hence \( x = 0 \) (since otherwise \( \langle \psi(n^*), x^* \rangle \neq 1 \) for some \( n^* \)). Therefore \( \psi(K) \) is dense in \( G^* \); it follows that \( \psi \) is a homomorphism.

The two extensions are thus determined by the function \( g \); conversely, it is easily checked that any function \( g : N^* \times H^* \to T \) such that

\[
(1) \quad \frac{g(n^*_1 + n^*_2, h)}{g(n^*_1, h)g(n^*_2, h)} \text{ is linear in } h;
\]

\[
(2) \quad \frac{g(n^*, h_1 + h_2)}{g(n^*, h_1)g(n^*, h_2)} \text{ is linear in } n^*;
\]

determines a dual pair of extensions. We shall call such a function a coxcle (since it connects two cocycles). The next lemma shows when coxcles are equivalent.

**Lemma 3.2.** Two coxcles \( g_1, g_2 \) determine the same extension \( \iff \exists \) functions \( b_1 : N^* \to H^* \) and \( b_2 : H \to N \) such that \( g_1(n^*, h) = g_2(n^*, h)b_1(n)h\langle b_2(h), n^* \rangle \).

In particular, the trivial coxcles are of the form \( \langle b_1(n^*), h \rangle \langle b_2(h), n^* \rangle \). The coxcles mod trivial coxcles form a group isomorphic to the subgroup of \( H^2(N, H) \) determining Abelian extensions.

**Proof.** The second half is obvious, given the first; the first half is easily checked by brute force.

The following lemmas are useful in analyzing coxcles:

**Lemma 3.4.** Suppose that \( N^* = \sum_{a \in \mathbb{A}} N^*_a \) and \( H = \sum_{b \in \mathbb{B}} H_b \) and that \( g \) is a coxcle
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on \( N^* \times H \); then there exist coaxles \( g_{a,b} \) on each \( N^*_a \times H_b \) such that \( g \) is equivalent to \( g' \), where \( g(\sum n^*_a, \sum h_b) = \prod a,b g_{a,b}(n^*_a, h_b) \).

**Proof.** For each \( n^*_a \) of \( N^*_a \), define \( b_{n^*_a} \) as described before Theorem 3.1; then \( \prod b_{n^*_a} \) can serve as \( b_n \). Hence \( g \) is equivalent to \( g' \), where \( g'(\sum n^*_a, h_b) = \prod a,b g_{a,b}(n^*_a, h_b) \). Repeat this argument with \( H \) to get the result.

**Lemma 3.5.** Let \( 0 \to N \to G \xrightarrow{\phi} H \to 0 \) be an exact sequence, and let \( g \) be a coaxle on \( N^* \times H \) which gives this extension. Suppose \( M \) and \( K \) are subgroups of \( N^* \) and \( H \) respectively. The restriction of \( g \) to \( M \times K \) gives the extension of \( N/M \) by \( K \) which is isomorphic to \( \phi^{-1}(K)/M \).

**Proof.** If \( M = N^* \), considering the cocycles makes the lemma clear; if \( K = H \), the lemma follows from dualizing the first half (or, again, from arguments on cocycles). Now put these two statements together.

4. **Symmetric coaxles.** The case of greatest interest to us in this paper is that in which \( N^* = H \).

**Theorem 4.1.** The extension of \( N \) by \( N^* \) described by the coaxle \( g \) is self-dual \( \iff \) \( g \) is equivalent to a symmetric coaxle \( g' \) (i.e., \( g' \) satisfies \( g'(n^*_1, n^*_2) = g(n^*_1, n^*_2) \)).

**Proof.** \( \iff \) is trivial. For \( \Rightarrow \), suppose that the associated cocycles \( f \) and \( f^* \) differ by a coboundary \( c \). Then we may write \( f^*(n^*_1, n^*_2) = f(n^*_1, n^*_2) + c(n^*_1 + n^*_2) - c(n^*_1) - c(n^*_2) \). Let \( g_1(n^*_1, n^*_2) = g(n^*_1, n^*_2) \langle c(n^*_1), n^*_2 \rangle \); then \( g \) and \( g_1 \) are equivalent, and the cocycles \( f_1, f^*_1 \) associated with \( g_1 \) are identical. Thus we may assume \( f = f^* \).

Now let

\[
k(n^*_1, n^*_2) = g(n^*_1, n^*_2)/g(n^*_1, n^*_2).
\]

It is easily checked that \( k \) is antisymmetric (i.e., \( k(n^*_1, n^*_1) = 1 \)) and

\[
k(n^*_1, n^*_2)k(n^*_2, n^*_1) = 1
\]

and bilinear. Suppose that we can write

\[
k(n^*_1, n^*_2) = l(n^*_1, n^*_2)/l(n^*_1, n^*_2),
\]

where \( l \) is bilinear. Then \( g(n^*_1, n^*_2)/l(n^*_1, n^*_2) \) is symmetric and equivalent to \( g \), and the theorem is proved.

Thus we must prove that \( l \) exists. By Proposition 6.1 of [5], \( k \) can be written in the form

\[
k(n^*_1, n^*_2) = \frac{l_0(n^*_1, n^*_2)}{l_0(n^*_1, n^*_2)} k_1(n^*_1, n^*_2),
\]

where \( k_1 \) is both symmetric and antisymmetric and is constant on the cosets of \( 2N^* \). [Note: there is a typographical error in the statement of the proposition cited above; its conclusion should read, “Then \( A(G) = B_{G^0}(G) \cdot (A(G) \cap S(G)) \).”]

It now suffices to show that

\[
\exists l_1 : k_1(n_1, n_2) = l_1(n_1, n_2)/l_1(n_1, n_2).
\]
We may regard $k_1$ as defined on $N^*/2N^*$, and hence it suffices to prove the theorem in the case where $N^*$ is a direct sum of two-element groups. Let $N^* = \sum_{a \in S} N^*_a$, where each $N^*_a$ has two elements. Since $k_1$ is bilinear, we have $k_1(\sum n_a, \sum m_\beta) = \sum_\alpha k_1(\alpha, \beta) n_\alpha m_\beta = 1$; also $k_1(\sum n_a, \sum m_\beta) = 1$, as a quick calculation shows. Well-order $S'$; set $k_1(\sum n_a, \sum m_\beta) = \sum_\alpha k_1(\alpha, \beta)n_\alpha m_\beta$. The theorem follows.

**Lemma 4.2.** Suppose $N = \prod_{a \in S} N_a$, and $g$ is a symmetric cochain on $N^* \times N^*$. Then there exist cochains $g_{ab}$ on $N^*_a \times N^*_b$, with $g_{ab} = g_{ba}$ and $g_{aa}$ symmetric, such that the cochain $g'(\sum n_a, \sum m_\beta) = \sum_\alpha g_{ab}(n_\alpha, m_\beta)$ is equivalent to $g$.

**Proof.** By Lemma 3.4, $g$ is equivalent to a product of $g_{ab}$'s. Because $g \upharpoonright N_a \times N_a$ is equivalent to $g_{aa}$ (by Lemma 3.5) and $g$ is symmetric, we may take $g_{aa}$ to be symmetric. A similar argument shows that we may take $g_{ab}(n_\alpha, m_\beta) = g_{ba}(m_\beta, n_\alpha)$.

The problem of finding all self-adjoint extensions of a compact group by its dual now becomes the problem of finding all symmetric cochains. In the next two sections, we give one classification of symmetric cochains. In the remainder of this section, we give examples of symmetric cochains; later we shall give one which describes a new self-dual group.

The problem of finding symmetric cochains on $C(p^n) \times C(q^n)$ is not difficult; one can either use the defining relations (3.2) or the extensions themselves.

**Lemma 4.3.** If $p$ and $q$ are distinct primes, then every cochain on $C(p^n) \times C(q^n)$ is trivial. Every cochain on $C(p^n) \times C(p^n)$ is equivalent to one of the form $g(a, b) = \exp(2\pi i k ab)$, $0 < k < p^{n-1}$. (Here, we are regarding $C(p^n)$ as a subgroup of $Q/Z$; see the end of §1.)

The proof involves straightforward computations and will be omitted.

**Lemma 4.4.** Every cochain of $(Z(p^n) \times Z(q^n))$, with $p \neq q$, is trivial. If $p = q$, every cochain is equivalent to one of the form $g(a, b) = \chi(k ab)$ for some $k \in Z_p$, where $\chi$ is the canonical character on $Z_p$ (see, for instance, [7, p. 66], for details).

**Proof.** Suppose first that $p \neq q$. Then we need to show that every extension of $Z_p$ by $Z(q^n)$ is trivial. Because multiplication by $q$ is a homomorphism of $Z_p$, multiplication by $q$ is a homeomorphism of the coset of $a \in Z(q^n)$ onto the coset of $qa$. It follows that if $a$ is of order $q^n$, then there is a unique element $a$ in the coset of $a$ with $q^n a = 0$. The elements $a$ form a group (because of the uniqueness) which splits the extension; this proves the theorem in this case.

For $p = q$, one can give a similar argument (looking at the extensions), or reason as follows: restricted to $C(p^n) \times C(p^n)$, $f(a, b)$ can be written as

$$\langle c_1(a), b \rangle \langle c_2(b), a \rangle \chi(kab),$$

where $c_1: Z(p^n) \to Z_p$, $c_2: Z(p^n) \to Z_p$, and $k \in Z_p$ is determined mod $p^{n-1}$. Now take limits.

The cochain $g(a, b) = \chi(k_1 p^n ab)$, with $k_1$ a unit of $Z_p$, determines an extension.
\[ \cong C(p^n) \oplus Q_p, \] with the compact subgroup equal to the closure of the group generated by \((1/p^n, k_1)\). For \(n = \infty\) (or \(k = 0\)), the extension splits.

5. A characterization. Our characterization of the self-dual groups under discussion follows from the following extension theorem:

**Theorem 5.1.** Let \(g\) be a symmetric coaxle on \(G \times G\). Then there exists an Abelian group \(G_0\) and a symmetric coaxle on \(G_0 \times G_0\) such that:

1. \(G \subseteq G_0\), and \(g_0\) extends \(g\).
2. The torsion subgroup of \(G_0\) is divisible (and hence a direct summand).

**Proof.** Let \(G_1\) be the minimal divisible extension of \(G\). Consider all pairs \((G_0, g_0)\) such that \(G \subseteq G_0 \subseteq G_1\) and \(g_0\) is a symmetric coaxle on \(G_0 \times G_0\) which extends \(g\). Then Zorn’s lemma shows that there is a maximal pair \((G_0, g_0)\). We now have to show that the torsion subgroup of \(G_0\) is divisible. If not, then \(G_0\) contains a cyclic direct summand \(H_0 \cong C(p^n)\) for some prime \(p\) (see, for instance, [4, Theorem 9]), and we may thus write \(G_0 = H_0 \oplus H_1\). Let \(H_00\) be a cyclic group of order \(p^{n+1}\). We now show that \(g_0\) can be extended to \(G_00 = H_00 \oplus H_1\); from this, the theorem follows.

The extension of \(g_0\) takes place in two steps: first we show that a coaxle equivalent to \(g_0\) can be extended. For the first half, let \(b\) be a trivial symmetric coaxle. Then there are functions \(C_1, C_2: G_0 \rightarrow G_0^*\) such that \(b(x_1, y_2) = \langle C_1(x_1) y_2 \rangle \langle C_2(x_2), x_1 \rangle\). Furthermore, since \(b\) is symmetric, the map \((x_1, y_2) \rightarrow \langle C_1(x_1) - C_2(x_1), y_2 \rangle\) is symmetric and bilinear. Thus we may write

\[ b(x_1, y_2) = \langle C_2(x_1), y_2 \rangle \langle C_2(x_2), x_1 \rangle B(x_1, y_2), \]

where \(B\) is symmetric and bilinear. Extending \(C_2\) to \(G_00\) is trivial, since every character of \(G_0\) extends to a character of \(G_00\); the problem is extending \(B\).

On \(H_0 \oplus H_1\), we may write

\[ B(h_0, h_1, h'_0, h'_1) = B_0(h_0, h'_0)B_1(h_0, h'_1)B_2(h_1, h'_1)B_3(h_1, h'_0), \]

\(B_2\) does not need extending. For \(B_0\), note that \(B_0(h_0, h'_0) = \exp(2\pi i p^{n+1} h_0 h'_0)\) extend this to \(H_00\) by using the same definition. (This extension is not necessarily bilinear, but it is a coaxle.) That leaves us with \(B_1\); on it, we use a compactness argument. Let \(k_0 = p^{-n}\) and \(k_1 = p^{-n-1}\). Then \(B_1\) is determined by the values of \(A(h_1) = B(k_0, h_1)\) for \(h_1 \in H_1\). We will define the extension \(B_01\) of \(B_1\) by \(B_01(mk_1, h_1) = [B_01(k_1, h_1)]^p\); thus \(B_01(k_1, h_1)\) will be a \(p\th\) root of \(A(h_1)\). For each \(h_1 \in H_1\), let \(S(h_1)\) denote the set of \(p\th\) roots of \(A(h_1)\), with the discrete topology, and let \(S = \bigcap_{h_1 \in H_1} S(h_1)\). For each finite set \(T\) of elements of \(H_1\), let \(C(T) = \{a \in S:\) on the subgroup generated by \(T, \) the function given by \(a\) is a coaxle\}. It is easily checked that \(C(T)\) is closed and nonempty; the sets \(C(T)\) satisfy the finite intersection property, since \(C(T_1 \cup T_2) \subseteq C(T_1) \cap C(T_2)\). By Tihonov’s theorem, \(3a \in \bigcap_T C(T)\).

So now we need only extend some coaxle equivalent to \(g_0\). We may therefore
assume that \( g_0(h_0, h_1; h'_0, h'_1) = f_0(h_0, h'_0)f_1(h_0, h'_1)f_2(h_1, h'_0)f_3(h_1, h'_1) \). Also, by Lemma 4.3, we may assume that \( f_0(h_0, h'_0) = \exp(2\pi ip'0h_0) \) for some \( r \). Extend \( f_0 \) to \( H_0 \) by using the same definition; \( f_2 \) does not need to be extended. As for \( f_3 \), it defines an extension \( K_0 \) of \( H_1 \) by \( H_0 \). To extend it, we need to show that there is an extension \( K_0_0 \) of \( H_1 \) by \( H_0 \) whose restriction to \( H_0 \) is \( K_0 \). This is easy. Let \( k_0 \) generate \( H_0 \), and suppose that \( k_0 \) is a coset representative of \( k_0 \) in \( K_0 \). We extend \( K_0 \) by \( C(p) \) to obtain \( K_0_0 \); the cocycle defining this relation is given by

\[
(a/p, b/p) = k_0 \quad \text{if } a + b > \frac{1}{2};
\]

\[
= -k_0 \quad \text{if } a + b \leq -\frac{1}{2};
\]

\[
= 0 \quad \text{otherwise}.
\]

The theorem follows.

We can now apply Theorem 5.1 to get a classification theorem for some self-dual groups.

**Theorem 5.2.** Let \( G \) be a self-adjoint extension of a compact open subgroup \( N \) by \( N^* \). Then there exists a group \( G_0 \) with subgroups \( G_p, N_p \) (one for each prime \( p \)), \( N_1 \) and \( G^* \), such that:

1. Each group \( G_p \) is a self-adjoint extension of \( N_p \) by \( N_p^* \).
2. \( N_p \) is a direct product of copies of \( Z_p \)'s (and hence \( G_p \) is a \( p \)-group).
3. \( N_1 \) is a divisible compact group.
4. \( G_0 = N_1 \times N_0^* \times \prod N_p \), a restricted direct product of the \( G_p \)'s. Hence \( G_0 \) is a self-adjoint extension of \( N_1 \times \prod N_p = N_0 \) by its dual.
5. \( N \subseteq N_0 \subseteq G^* \), and, if \( \phi: G_0 \to G_0^* \) is the isomorphism from (4), then

\[
G'/\phi^{-1}(G) \simeq G.
\]

**Proof.** We let \( N_0^* \) be the group of Theorem 5.1. Because the torsion subgroup of \( N_0^* \) is divisible, it is a direct sum of \( Z(p^n) \)'s and is itself a direct summand. Let the other direct summand be \( N_0^* \); \( N_0^* \) is the \( p \)-primary component of the torsion subgroup of \( N_0^* \). Let \( G_0 \) be the extension of \( N_0 \) by \( N_0^* \) obtained from the coaxle \( g_0 \), and let \( G_p \) be the extension of \( N_p^* \) by \( N_p^* \) obtained by restricting \( g_0 \).

The coaxle \( g_0 \) may be written as a product of coaxles, each connecting some \( N_j^* \) with \( N_j^* \). If \( j = 1 \), then \( N_j \) is divisible; as a result, every extension splits and the corresponding coaxle is trivial. If \( j \neq k \), then Lemma 4.4 shows that the coaxle is trivial. Property (4) follows; (1)–(3) are clear. For property (5), use Lemma 3.5.

Theorem 5.2 provides a sort of characterization of the self-dual groups satisfying hypotheses (A) and (B). In the next section, we show why certain simpler characterizations would be unsatisfactory.

6. **An example.** In this section, we exhibit a self-dual group \( G \) which cannot be constructed by the methods 1–5 listed in §1. The example seems to indicate that a classification theorem along the lines of Theorem 5.2 is really necessary.

To describe the group \( G \) we give a discrete group \( N^* \) and a symmetric coaxle on \( N^* \times N^* \). Pick a prime \( p \), and let \( N^*_j \) be the cyclic group on \( p^j \) elements. Regard
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Let $N^*$ be the subgroup of $\prod_{j=1}^{\infty} N_f^j$ consisting of all elements $(n_f^1, n_f^2, \ldots)$ such that $\sum_{j=1}^{\infty} n_f^{j^2}$ converges. Note that $N_f^j \subseteq N$ for all $j$ and that $\sum_{j=1}^{\infty} N_f^j = T^*$ is the torsion subgroup of $N^*$. Define the symmetric coxle $g$ by $g((n_f^1, \ldots), (m_f^1, \ldots)) = \exp (2\pi i \sum_{j=1}^{\infty} n_f^j m_f^j)$. Then $f$ gives a self-adjoint extension $G$ of $N$ by $N^*$.

**Theorem 6.1.** $G$ cannot be written as $F \times G_0$, where $F$ is finite and $G_0 = \prod_a (G_a; H_a)$ is a restricted direct product such that each pair $(G_a, H_a)$ is isomorphic to one of the following: $(C(p^{2n}); C(p^n))$, $(Q_p; Z_p)$, or $(K \oplus K^*; C \oplus C^\perp)$, where $C$ is compact open in $K$.

**Proof.** 1. First of all, suppose that $F_0$ is a cyclic direct summand of order $p^k$. If $k$ is even, $F_0$ may be included in the restricted direct product; we now show that $k$ cannot be odd. Otherwise, let $M_k = \sum_{j=1}^{k} N_f^j$, and let $L_k$ be the subgroup of $N^*$ whose first $k$ coordinates are 0. Then $N^* = M_k \oplus L_k$, and $f$ is the product of $f|L_k \times L_k = g_k$ (say) and $f|M_k \times M_k = h_k$. Therefore $G$ is a direct product of the groups $G_k$, $H_k$ determined by $g_k$ and $h_k$ respectively. Furthermore, Lemma 3.2 says that one of these groups contains a cyclic direct summand of order $p^k$. It is easily checked that $H_k$ is the direct sum of cyclic groups of order $p^2, \ldots, p^{2k}$; since $k$ is odd, $G_k$ must contain a cyclic direct summand of order $p^k$, which we call $F_1$. If $F_1 \cap L_k^k = \{0\}$, then $F$ may be regarded as in $L_k$; this is clearly impossible, since $L_k$ contains no pure subgroup of order $p^k$. Otherwise, let $\chi$ be a character on $G_k$ which is $\exp (2\pi i / p^k)$ on some generator of $F$, and is trivial on the other summand. Then $\chi|L_k^k$ is an element of $L_k$ which is of order dividing $p^k$ and which is not divisible by $p$; this, too, is impossible. Hence $k$ is even. Therefore we may assume $F = \{0\}$.

2. The preceding argument shows that $G$ has no cyclic direct summands of order $p^{2n+1}$; it is clear from similar reasoning that $G$ cannot be written as $C_0 \oplus C_1 \oplus G'$, where $C_0$ and $C_1$ are both cyclic of order $p^{2n}$.

3. Now suppose that the theorem is false and $G \cong \prod_a (G_a; H_a)$. For each $n$, $G$ contains a cyclic direct summand of order $p^{2n}$. Hence, by Lemma 2.2, some $G_a$ does. Clearly $G_a$ cannot be $\cong Q_p$; if $G_a \cong K \oplus K^*$, then $G_a$ must contain two direct summands of order $p^{2n}$ and this is impossible. So some $G_a \cong C(p^{2n})$.

4. Suppose that for some $\alpha, G_a$ is not a cyclic $p$-group; we show that $H_a^\times$ contains no torsion element of finite height. If it does, then [4, Theorem 9] $H_a^\times$ contains a finite cyclic direct summand, and hence $H_a = C \oplus C^\perp$ does. Call this summand $F_a$. If $F_a \cap N = \{0\}$, then $F_a$ (as in part 1) is a cyclic $p$-group and a direct summand of $F$; we have already accounted for all such subgroups in parts 2 and 3, and thus this case is impossible. If $F_a \cap N \neq \{0\}$, the discussion of part 1 shows that $F_a \cap N$ is contained in a cyclic direct summand of order $p^{2n}$. This, too, is impossible by the earlier discussion. It follows that the torsion subgroup of $H_a^\times$ is divisible and hence a direct summand.
5. Now let $H = \prod_a H_a$. Then the torsion subgroup of $H^*$ is a direct summand of $H^*$ (since this holds for each $H_a^*$). Since $N$ and $H$ are compact open, $N \cap H$ has finite index in $N$ and in $H$; thus Lemma 2.2 shows that the torsion subgroup $T^*$ of $N^*$ is a direct summand.

Now comes the contradiction. It is clear that no element of $N^*$ (except 0) has infinite height. But the image of $(1/p, 1/p, 1/p^2, 1/p^3, \ldots)$ in $N^*/T^*$ does have infinite height. Hence $N^*/T^*$ is not isomorphic to any subgroup of $N^*$, and so it is not a direct summand. The theorem follows.

7. Concluding remarks. As remarked in §1, it would be nice to see if either hypothesis (A) or (B) could be dispensed with. The other obvious point at which this paper is incomplete is the characterization of the groups $G_p$ in Theorem 5.2. It seems plausible to conjecture that $G_p$ can be written as a restricted direct product of groups of the form $\mathbb{Z}_p \times \mathbb{Z}(p^n)$ or $\mathbb{Q}_p \times C(p^n)$ (where in the latter case, the compact open subgroup is the closure of the group generated by $(1, 1/p^n)$). In cases where $N_p$ is a finite product of copies of $\mathbb{Z}_p$, it is not hard to prove this by extending Lemma 3.4. But in general, it seems more difficult. Perhaps the following will make the problem clearer. Suppose that we have a coaxle on $\mathbb{Z}(p^n)^{\times} \times \mathbb{Z}(p^n)^{\times}$; writing it as a product of coaxles on the $\mathbb{Z}(p^n)$ factors and applying Lemma 4.4, we see that the coaxle can be described by a symmetric $\mathbb{R} \times \mathbb{R}$ matrix over $\mathbb{Z}_p$. We want to know, essentially, if this can be diagonalized. In this case, the answer seems unclear.

In a recent paper [8], all self-dual torsion-free metric LCA groups were determined. They all satisfy hypotheses (A) and (B), and can be constructed from the rules listed in §1.
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