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Abstract. A notion of local linear approximation is defined for a nonlinear mapping, \( f \), defined on one locally convex linear topological space with values in another. By use of this notion, theorems on the local solvability of the equation \( y = f(x) \) and on the existence of a local inverse for \( f \) are obtained. The continuity and linear approximability of the inverse are discussed. In addition, a relationship between the notion of linear approximation used in the paper and the notion of Fréchet differentiability is shown in the case the intervening spaces are Banach spaces.

In the ensuing discussion, we shall develop a notion of local linear approximation for nonlinear mappings between locally convex linear topological spaces. On the basis of this notion, we shall obtain several mapping theorems, the fundamental one being Theorem 3. If \( f \) is a nonlinear mapping defined on an open subset, \( N \), of a locally convex space \( E \) with values in a locally convex space \( F \), and if, for convenience, \( 0 \in N \) and \( f(0) = 0 \), this theorem gives conditions for there to exist a neighborhood \( U \) of \( 0 \) in \( E \) such that \( f(U) \) contains a neighborhood of \( 0 \) in \( F \). Our results are related to those of L. M. Graves [4] and R. G. Bartle [2], the context of the discussion of Graves being Banach spaces, that of Bartle’s work being metric groups. The line of thought followed in the present article will be pursued in a subsequent paper, where the problem of implicit functions will be taken up. At that time, we will give an application to the problem of global existence and uniqueness of solutions for a class of nonlinear Volterra integral equations.

Throughout this article, the letters \( E \) and \( F \) will denote Hausdorff real locally convex linear topological spaces, \( N \) an open subset of \( E \) and \( f \) a mapping from \( N \) into \( F \). If \( A \) is any absolutely convex (i.e. convex and balanced) set in \( E \), the seminorm associated with \( A \), defined on the subspace \( E_A \) of \( E \) generated by \( A \), will be denoted by \( \| \cdot \|_A \). That is, we have \( \| x \|_A = \inf \{ \lambda > 0 : x \in \lambda A \} \) for all \( x \in E_A \). If \( A \) is bounded, \( \| \cdot \|_A \) is a norm on \( E_A \). In particular, \( \| x \|_A = 0 \) implies \( x = 0 \) in this...
case. If \( \alpha > 0 \), \( E_{\alpha A} \) and \( E_A \) are identical, and the relation

\[
\| x \|_{\alpha A} = \frac{1}{\alpha} \| x \|_A
\]

holds for all \( x \in E_A \). It is easy to verify that if \( U \) is any absolutely convex neighborhood of \( 0 \) in \( E \), then \( E_{A \cap U} = E_A \).

**Definition 1.** A class \( \mathcal{B} \) of subsets of \( E \) shall be called a bounded covering for \( E \) if the following three conditions hold:

(C1) Each \( B \in \mathcal{B} \) is bounded and absolutely convex.

(C2) If \( B \in \mathcal{B} \), then \( \lambda B \in \mathcal{B} \) for all real \( \lambda \geq 1 \).

(C3) \( \bigcup_{B \in \mathcal{B}} B = E \).

It is a simple matter to construct examples of bounded coverings for many familiar spaces.

**Example 1.** Let \( E \) be a normed linear space, \( B_0 \) the closed unit ball in \( E \). \( \mathcal{B} = \{ \lambda B_0 : \lambda > 0 \} \) is a bounded covering for \( E \).

**Example 2.** Let \( E \) be arbitrary. For each \( x \in E \), define \( B_x = \{ y \in E : y = \alpha x, |\alpha| \leq 1 \} \). \( \mathcal{B} = \{ B_x : x \in E \} \) is a bounded covering for \( E \).

**Example 3.** Let \( E \) be the strict inductive limit of the sequence of real normed spaces \( E_1 \subset E_2 \subset E_3 \subset \cdots \). If \( B_n \) is the closed unit ball in \( E_n \), then \( \mathcal{B} = \{ \lambda B_n : \lambda > 0, n = 1, 2, \ldots \} \) is a bounded covering for \( E \).

**Definition 2.** Let \( \mathcal{B} \) be a bounded covering for \( E \), and let \( x_0 \) be an element of \( N \). Suppose \( U \) is an absolutely convex neighborhood of \( 0 \) in \( E \) and \( \delta > 0 \) is a given real number. A linear mapping \( L : E \to F \) will be said to \((\delta, \mathcal{B})\)-approximate \( f \) at \( x_0 \) on \( U \) if the following four conditions hold:

(A1) \( x_0 + U \subseteq N \).

(A2) \( L(B) \) is bounded in \( F \) for every \( B \in \mathcal{B} \).

(A3) \( (f-L)(x_0) + (B \cap U) \subseteq (f-L)x_0 + F_{L(B \cap U)} \) for all \( B \in \mathcal{B} \).

(A4) For each \( B \in \mathcal{B} \), \( \| (f-L)x_1 - (f-L)x_2 \|_{L(B \cap U)} \leq \delta \| x_1 - x_2 \|_{B \cap U} \) for all \( x_1 \) and \( x_2 \) in \( x_0 + (B \cap U) \).

We remark that condition (A3) is required primarily to ensure that the left-hand side of the inequality in (A4) is defined. Our first result serves to relate this notion of local linear approximation to that of Fréchet differentiability in the case that the intervening spaces are Banach spaces.

**Theorem 1.** Let \( E \) and \( F \) be Banach spaces, \( x_0 \in N \). Suppose \( f \) is continuously Fréchet differentiable on \( N \), and that \( f'(x_0) \) is onto \( F \). Then, given any \( \delta > 0 \) and any neighborhood \( V \) of \( 0 \) in \( E \), there exists a neighborhood \( U \) of \( 0 \) contained in \( V \) on which \( f'(x_0) \) \((\delta, \mathcal{B})\)-approximates \( f \) at \( x_0 \), where \( \mathcal{B} \) is the bounded covering of Example 1.

**Proof.** Denote \( f'(x_0) \) by \( L \). Since \( L \) is continuous and onto \( F \), it is an open mapping. Consequently, there exists \( \alpha > 0 \) with \( L(\alpha B_0) = A_0 = \{ y \in F : \| y \| \leq 1 \} \). Let \( \delta' = \delta/\alpha \). Since \( f \) is continuously differentiable, we have (see (8.6.2) of [3]) that \( \| f(x_1) - f(x_2) - L(x_1 - x_2) \| \leq \delta' \| x_1 - x_2 \| \) for all \( x_1 \) and \( x_2 \) in a sufficiently small...
ball, say $x_0 + \beta B_0$, about $x_0$. In Definition 2, let $U = \beta B_0$. It is clear then that (A1), (A2), and (A3) are satisfied. To obtain (A4), we write

$$(1/\alpha)\|f(x_1) - f(x_2) - L(x_1 - x_2)\|_{L(B_0)} = \|f(x_1) - f(x_2) - L(x_1 - x_2)\|_{L(\alpha B_0)}$$

$$\leq \|f(x_1) - f(x_2) - L(x_1 - x_2)\|_{\alpha B_0}$$

$$= \|f(x_1) - f(x_2) - L(x_1 - x_2)\|_{\alpha B_0}$$

$$\leq \delta'\|x_1 - x_2\|_{\alpha B_0}.$$

Consequently,

$$\|f(x_1) - f(x_2) - L(x_1 - x_2)\|_{L(B_0)} \leq \alpha\delta'\|x_1 - x_2\|_{\alpha B_0} = \delta\|x_1 - x_2\|_{\alpha B_0}.$$

Given any $B = \lambda B_0 \in \mathcal{B}$, we have $U \cap B = \lambda B_0$ or $\beta B_0$. But for any real $n > 0$, we obtain from the last inequality that

$$\|f(x_1) - f(x_2) - L(x_1 - x_2)\|_{L(B_0)} \leq \delta\|x_1 - x_2\|_{\lambda B_0}.$$

Hence, (A4) is satisfied.

We now proceed to obtain a useful characterization of the injective property for a linear map $L: E \to F$.

**Theorem 2.** A linear map $L: E \to F$ is injective if and only if there exists a positive number $m > 0$ such that for every absolutely convex, bounded set $B \subseteq E$,

$$\|L(x_1 - x_2)\|_{L(B)} \geq m\|x_1 - x_2\|_B$$

for all $x_1$ and $x_2$ in $B$. If $L$ is injective, then $m$ may be taken equal to 1, and the inequality becomes an equality.

**Proof.** Suppose $L$ is injective. Let $B$ be any absolutely convex, bounded set in $E$, and suppose $x_1$ and $x_2$ are in $B$. Then

$$\|L(x_1 - x_2)\|_{L(B)} = \inf \{\lambda > 0 : L(x_1 - x_2) \in \lambda L(B)\}$$

$$= \inf \{\lambda > 0 : x_1 - x_2 \in \lambda B\} = \|x_1 - x_2\|_B,$$

using the linearity of $L$. Taking $m = 1$, we have (2). Now assume the condition of the theorem satisfied. Pick $x_1$ and $x_2$ in $E$, and suppose $Lx_1 = Lx_2$. If $x_1 \neq x_2$, let $B = \{\lambda(x_1 - x_2) : |\lambda| \leq 1\}$. This set, $B$, is absolutely convex and bounded. We have, then, $0 = \|L(x_1 - x_2)\|_{L(B)} \geq m\|x_1 - x_2\|_B = m > 0$, a contradiction. Hence, $x_1 = x_2$, and therefore $L$ is injective.

We recall that if $M \subseteq E$ is a closed subspace of $E$, then $E/M$ is a Hausdorff, locally convex, linear topological space whose topology is comprised of all sets $W \subseteq E/M$ such that $\nu^{-1}(W)$ is open in $E$, where $\nu$ is the natural homomorphism of $E$ onto $E/M$. Since $\nu$ is then not only linear but continuous as well, a bounded covering $\mathcal{B}$ for $E$ is taken by $\nu$ into a bounded covering $\mathcal{B}' = \{\nu(B) : B \in \mathcal{B}\}$ for $E/M$. Given an absolutely convex, bounded set $B$ in $E$, our next result relates the norm $\|\cdot\|_{\nu(B)}$ defined on $(E/M)_{\nu(B)}$ to $\|\cdot\|_B$ defined on $E_B$. By abuse of notation,
we shall use the same symbol, \( \xi \), to denote a generic element of \( E/M \), whether considered as an element of that vector space or as a subset of \( E \).

In this setting, we have

\textbf{Lemma 1.} For every \( \xi \in (E/M)_{v(B)} \), we have the relation

\[ \|\xi\|_{v(B)} = \inf \{ \|x\|_B : x \in \xi \cap E_B \}, \]

where \( B \) is any absolutely convex, bounded set in \( E \).

\textbf{Proof.}

\[ \|\xi\|_{v(B)} = \inf \{ \lambda > 0 : \xi \in v(B) \} \]
\[ = \inf \{ \lambda > 0 : \xi \in v(\lambda B) \} \]
\[ = \inf \{ \lambda > 0 : \exists x \in \lambda B \text{ with } v(x) = \xi \} \]
\[ = \inf \{ \lambda > 0 : \lambda B \cap \xi \neq \emptyset \}. \]

Let \( K = \{ \|x\|_B : x \in E_B \cap \xi \} \). Clearly \( \|\xi\|_{v(B)} \geq \inf K \). On the other hand, if \( \|x\|_B \in K \), then for any real number \( \gamma > \|x\|_B \), \( x \in \gamma B \cap \xi \). Hence, all such \( \gamma \) lie in \( \{ \lambda > 0 : \lambda B \cap \xi \neq \emptyset \} \), and thus \( \|\xi\|_{v(B)} \leq \|x\|_B \). But then, \( \|\xi\|_{v(B)} = \inf K \).

We are now ready to prove a mapping theorem basic for our later work. The proof employs the notion of quotient space in a manner suggested by the proof (due to H. A. Antosiewicz [1]) of a similar result in the case the intervening spaces are Banach spaces.

\textbf{Theorem 3.} Suppose \( E \) is sequentially complete and that \( \mathcal{B} \) is a bounded covering for \( E \). Let \( N \) be a neighborhood of the origin in \( E \), and assume \( f : N \to F \) is continuous on \( N \) and that \( f(0) = 0 \). If for some \( \delta, 0 < \delta < 1 \), there is an open linear map \( L \) of \( E \) onto \( F \), having a closed null space, which \( (\delta, \mathcal{B}) \)-approximates \( f \) at \( 0 \in E \), then there exists an absolutely convex neighborhood \( U \) of 0 in \( N \) such that \( f(U) \) contains an absolutely convex neighborhood \( V \) of \( 0 \in F \). In fact, \( V = L((1-k)/4)U) \), where \( k = 2\delta/(1 + \delta) \).

\textbf{Proof.} Denote the null space of \( L \) by \( M \). Since \( M \) is closed, \( E/M \) is a Hausdorff locally convex space as discussed above. We have the usual commuting diagram:

\[
\begin{array}{ccc}
E & \xrightarrow{L} & F \\
\downarrow{\nu} & & \uparrow{T} \\
E/M \\
\end{array}
\]

It is easily verified that, since \( L \) is open and \( \nu \) continuous, \( T \) is open, as well as onto \( F \). \( T \), of course, is also injective. Let \( U \) be a neighborhood of \( 0 \in E \) on which \( L \) \( (\delta, \mathcal{B}) \)-approximates \( f \) at 0, and define \( k = 2\delta/(1 + \delta) \). Set \( V = L((1-k)/4)U \). Since \( L \) is linear and open, \( V \) is an absolutely convex neighborhood of 0 in \( F \). Let \( y_0 \) be
an element of $V$, and set $\xi_0 = 0 \in E/M$, $x_0 = 0 \in E$. Define

$$\xi_1 = \xi_0 - T^{-1}(f(x_0) - y_0).$$

Choose $x_1$ in $((1-k)/4)U$ with $Lx_1 = y_0$, and find $B \in \mathcal{B}$ such that $x_1 \in E_B$ and

$$\|x_1\|_{\mathcal{B} \cap U} \leq (1-k)/4.$$ 

It follows that $\xi_1$ is in $(E/M)_{\mathcal{B} \cap U}$. We may assume without loss of generality that

$$\|x_1 - x_0\|_{\mathcal{B} \cap U} \leq (2-k)\|\xi_1 - \xi_0\|_{\mathcal{B} \cap U}.$$ 

This follows from Lemma 1 and the fact that $k < 1$. Employing Theorem 2 in conjunction with the bijectivity of $T$, we have

$$\|\xi_1 - \xi_0\|_{\mathcal{B} \cap U} = \|T^{-1}(y_0)\|_{\mathcal{B} \cap U} = \|y_0\|_{TV(\mathcal{B} \cap U)} = \|y_0\|_{UT(\mathcal{B} \cap U)} \leq (1-k)/4 < (1-k)/2,$$

and, keeping in mind that $k < 1$,

$$\|x_1 - x_0\|_{\mathcal{B} \cap U} \leq (2-k)\|\xi_1 - \xi_0\|_{\mathcal{B} \cap U} \leq (2-k)((1-k)/4) < (1-k)/2.$$ 

Now, suppose $x_0, x_1, \ldots, x_n$ and $\xi_0, \xi_1, \ldots, \xi_n$ have been found satisfying

(a, j) $\xi_j = \xi_{j-1} - T^{-1}(f(x_{j-1}) - y_0),$

(b, j) $\nu(x_j) = \xi_j = T^{-1}Lx_j,$

(c, j) $\|x_j - x_{j-1}\|_{\mathcal{B} \cap U} \leq (2-k)\|\xi_j - \xi_{j-1}\|_{\mathcal{B} \cap U},$

(d, j) $\|\xi_j - \xi_{j-1}\|_{\mathcal{B} \cap U} \leq k^{j-1}\|\xi_j - \xi_0\|_{\mathcal{B} \cap U},$

(e, j) $\|x_j\|_{\mathcal{B} \cap U} < (1-k)(1 + k + k^2 + \cdots + k^{j-1}) < 1$

for all $j = 1, 2, \ldots, n$. We then define $\xi_{n+1}$ in accordance with (a, $n+1$) and obtain, using (b, n), (b, n-1) and (a, n),

$$\xi_{n+1} - \xi_n = T^{-1}((L-f)x_n - (L-f)x_{n-1}).$$

But $x_n$ and $x_{n-1}$ are in $\mathcal{B} \cap U$ by virtue of (e, n) and (e, n-1). The property (A3) of Definition 2, ensures that the right-hand side of equation (3) is in $(E/M)_{\mathcal{B} \cap U}$. Consequently, $\xi_{n+1} \in (E/M)_{\mathcal{B} \cap U}$. Using (3), Theorem 2 and condition (A4), we obtain from (c, n) that

$$\|\xi_{n+1} - \xi_n\|_{\mathcal{B} \cap U} \leq \delta\|x_n - x_{n-1}\|_{\mathcal{B} \cap U} \leq (k/(2-k))(2-k)\|\xi_n - \xi_{n-1}\|_{\mathcal{B} \cap U} = k\|\xi_n - \xi_{n-1}\|_{\mathcal{B} \cap U},$$

which yields (d, $n+1$). There exists $x_{n+1}$ satisfying both (b, $n+1$) and (c, $n+1$). Indeed, there exists

$$x_{n+1} \in E_{\mathcal{B} \cap U} \cap (\xi_{n+1} - \xi_n)$$

with $\|x_{n+1}\|_{\mathcal{B} \cap U} \leq (2-k)\|\xi_{n+1} - \xi_n\|_{\mathcal{B} \cap U}$, according to Lemma 1. Let $x_{n+1} = x_n + x_{n+1}$. Then $x_{n+1} \in \xi_{n+1}$, and $\|x_{n+1} - x_n\|_{\mathcal{B} \cap U} = \|x_{n+1}\|_{\mathcal{B} \cap U}$, which gives (b, $n+1$) and (c, $n+1$).
We establish \((e, n+1)\) through the inequalities already established:

\[
\|x_{n+1}\|_{B \cap U} \leq \sum_{j=1}^{n+1} \|x_j - x_{j-1}\|_{B \cap U} \\
\leq (2-k) \sum_{j=1}^{n+1} \|\xi_j - \xi_{j-1}\|_{W(B \cap U)} \\
\leq (2-k) \sum_{j=1}^{n+1} k^{j-1}\|\xi_1 - \xi_0\|_{W(B \cap U)} \\
\leq (2-k) \left(\frac{1-k}{4}\right) \sum_{j=1}^{n+1} k^{j-1} < \frac{1-k}{2} \sum_{j=0}^{n} k^j.
\]

Thus, we have inductively defined the sequences \(\{x_n\}\) and \(\{\xi_n\}\) satisfying the properties \((a, j)\) through \((e, j)\) for all integers \(j \geq 1\). Using \((c, j)\) and \((d, j)\), it is easy to see that \(\{x_n\}\) is a Cauchy sequence with respect to the norm \(\| \cdot \|_{B \cap U}\). But the fact that \(B \cap U\) is bounded in \(E\) implies that \(\{x_n\}\) is then also a Cauchy sequence with respect to the topology of \(E\). Since \(E\) is sequentially complete, \(\{x_n\}\) converges to some point \(x^*\) in \(E\). \(x^*\) may not be in \(B\), but it must lie in \(U\). In fact, this is seen from the inequalities

\[
\|x^*\|_U \leq \|x^* - x_n\|_U + \|x_n\|_U \leq \|x^* - x_n\|_U + \|x_n\|_{B \cap U},
\]

which hold for all \(n \geq 1\), by employing the inequalities \((e, j)\) and the fact that \(\{x_n\}\) converges in \(E\) to \(x^*\). That \(f(x^*) = y_0\) follows by letting \(n\) tend to infinity in

\[
\xi_{n+1} = \xi_n - T^{-1}(f(x_n) - y_0),
\]

keeping in mind that \(\xi_n = \nu(x_n)\) converges to \(\nu(x)\) and that \(T^{-1}\) and \(f\) are continuous.

Before continuing, we make the following observations:

**Remark 1.** The assumption of continuity for \(f\), while concise, is stronger than necessary. It suffices to ask only that \(f\) be “sequentially continuous” in the sense that \(x_n \to x\) implies \(f(x_n) \to f(x)\) for all sequences \(\{x_n\}\) in \(N\) converging to a point in \(N\).

**Remark 2.** In the proof, we note for later reference, once the set \(B \in \mathcal{B}\) is chosen such that \(\|x_1\|_{B \cap U} \leq (1-k)/4\), the entire sequence \(\{x_n\}\) lies in \(B \cap U\), and its limit, \(x^*\), will lie in \(B\) if \(B\) is closed under sequential limits.

**Corollary 3.1.** The theorem remains true when in the hypotheses of the theorem the origin, \(0\), in \(E\) is replaced by an arbitrary element, \(x_0\), of \(E\). In this case, the conclusion takes the form: there exists an absolutely convex neighborhood \(U\) of \(0\) in \(E\) such that \(x_0 + U \subset N\), and \(f(x_0 + U) \supset f(x_0) + V\), where \(V = L(((1-k)/4)U), k=2\delta/(1+\delta)\). The assumption \(f(0) = 0\) should be omitted.

**Proof.** Apply the theorem to the map \(g(x) = f(x_0 + x) - f(x_0)\). The details are a straightforward verification that \(g\) satisfies the hypotheses of the theorem.
Definition 3. Let $\mathcal{B}$ be a bounded covering for $E$. If for each pair of points $x_1$ and $x_2$ in $E$ there exists a $B \in \mathcal{B}$ with both $x_1 \in B$ and $x_2 \in B$, then we say $\mathcal{B}$ is pair-containing.

The condition that a bounded covering be pair-containing is not particularly strong, though it is not always satisfied, as the covering in Example 2 shows in the extreme.

Definition 4. A subset $A$ of $E$ is said to be sequentially closed if, for each sequence $\{x_n\}$ contained in $A$ and convergent in $E$ to a point $x$ of $E$, the point $x$ is in $A$.

Corollary 3.2. If, in addition to the hypotheses of Corollary 3.1, we assume that $\mathcal{B}$ is pair-containing and $L$ is injective, then for each $y \in f(x_0) + V$ there exists a unique $x \in x_0 + U$ with $y = f(x)$, $U$ and $V$ as in Corollary 3.1.

Proof. That at least one $x$ exists with $y = f(x)$ is a consequence of Corollary 3.1. Suppose $x_1$ and $x_2$ are in $U$ and $f(x_0 + x_1) = f(x_0 + x_2) \in f(x_0) + V$. Find $B \in \mathcal{B}$ with $x_1 \in B$ and $x_2 \in B$. We have then, using Theorem 2,

$$\delta \|x_1 - x_2\|_{B \cap U} \geq \|f(x_0 + x_1) - f(x_0 + x_2) - L(x_1 - x_2)\|_{L(B \cap U)} = \|L(x_1 - x_2)\|_{L(B \cap U)} = \|x_1 - x_2\|_{B \cap U}.$$

But, since $\delta < 1$, we have $\|x_1 - x_2\|_{B \cap U} = 0$. Since $B \cap U$ is bounded, this implies $x_1 = x_2$.

Definition 5. We shall say $f : N \to F$ is smooth at $x \in N$ if there exists a base $\mathcal{N}_x$ of absolutely convex neighborhoods of $0$ in $E$ such that for each $U \in \mathcal{N}_x$, there is a linear map $L_U : \mathcal{E} \to F$, a bounded covering $\mathcal{B}_U$ for $E$ and a $\delta_U$, $0 < \delta_U < 1$, such that $L_U (\delta_U, \mathcal{B}_U)$-approximates $f$ at $x$ on $U$. When $f$ is smooth at every $x \in N$, we shall say $f$ is smooth on $N$. If $f$ is smooth on $N$ and all the maps $L_U$ are open, onto $F$, and have closed null space, we shall say $f$ is strongly smooth on $N$.

Theorem 4. Suppose $E$ is sequentially complete, and $f : N \to F$ is continuous. If $f$ is strongly smooth on $N$, then $f$ is an open map.

Proof. Let $K \subseteq N$ be an open set. Choose $x \in K$. The fact that $f$ is strongly smooth allows us to apply Corollary 3.1 to find an absolutely convex neighborhood $U$ with $x + U \subseteq K$ such that $f(x + U)$ covers a neighborhood of $f(x)$. But $f(x + U) \subseteq f(K)$. Hence, $f(x)$ is interior to $f(K)$. Since $x$ was a general element of $K$, $f(K)$ is, therefore, open.

Theorem 5. Suppose $E$ is sequentially complete, and $f : N \to F$ is continuous. Assume $f$ is strongly smooth on $N$, and (using the notation of Definition 5) that for some $x' \in N$, there is a $U'$ in $\mathcal{N}_{x'}$ such that $L_{U'}$ is injective and $\mathcal{B}_{U'}$ is pair-containing. Then, there exists an absolutely convex neighborhood $U$ of $0$ in $E$ such that $V = f(x' + U)$ is open in $F$ and $f$ has a continuous inverse defined on $V$ with values in $x' + U$.
Proof. Since \( f \) is continuous, there is an absolutely convex neighborhood \( U^* \) of 0 in \( E \) such that \( f(x' + U') \subset f(x') + L_{U'}((1 - k_{U'})U'/4) \), where \( k_{U'} = 2\delta_{U'}/(1 + \delta_{U'}) \). Let \( U = U' \cap U^* \). Then \( V = f(x' + U) \) is open (by Theorem 4) and is a subset of \( f(x') + L_{U'}((1 - k_{U'})U'/4) \). According to Corollary 3.2, we have that for each \( y \in f(x' + U) \), there is a unique \( x \in x' + U' \) with \( y = f(x) \). But, noting that \( x' + U \subset x' + U' \), we see that, in fact, \( x \in x' + U \). Hence, there is an inverse mapping for \( f \), defined on \( V \) with values in \( x' + U \). Since \( f \) is an open mapping on \( N \) (and consequently on \( x' + U \)), the inverse is continuous on \( V \). 

We remark that Corollary 3.2 implies the existence of a unique right inverse \( g \) for \( f|_{x_0 + U} \) defined on \( f(x_0) + V \) with values in \( x_0 + U \). That is, \( f(g(y)) = y \) for all \( y \) in \( f(x_0) + V \), and \( g(y) \in x_0 + U \). The inverse function of Theorem 5 is just a restriction of the appropriate right inverse constructed from Corollary 3.2. In any case, the right inverse \( g \) mentioned above is \((\beta, \mathscr{A})\)-approximable at \( f(x_0) \) for an appropriate choice of a bounded covering \( \mathscr{A} \) for \( F \) and of a number \( \beta > 0 \). In this regard, we have

**Theorem 6.** Let the hypotheses and notation of Corollary 3.2 be assumed. Then, there is a unique right inverse \( g \) for \( f|_{x_0 + U} \) mapping \( f(x_0) + V \) into \( x_0 + U \). Furthermore, \( L^{-1} : F \to E \) \((\beta, \mathscr{A})\)-approximates \( g \) at \( f(x_0) \) on \( V \), where \( \mathscr{A} = \{L(B) : B \in \mathscr{B}\} \) and \( \beta = \delta/(1 - \delta) \), providing each \( B \in \mathscr{B} \) is sequentially closed.

**Proof.** The existence of \( g \) is clear, as remarked above. That \( \mathscr{A} \) is a bounded covering for \( F \) is a routine verification. Taking \( N = f(x_0) + V \), the conditions (A1) and (A2) of Definition 2 are seen to be satisfied for \( g \). For condition (A3), we need to show

\[
(g - L^{-1})(f(x_0) + (A \cap V)) \subseteq (g - L^{-1})(f(x_0)) + E_{L^{-1}(A \cap V)}
\]

for each \( A \in \mathscr{A} \). Let \( h(y) = g(y + f(x_0)) - g(f(x_0)) = g(y + f(x_0)) - x_0 \). Then (4) is equivalent to

\[
(h - L^{-1})(A \cap V) \subseteq E_{L^{-1}(A \cap V)}
\]

To show (5), we note \((h - L^{-1})(A \cap V) \subset h(A \cap V) - L^{-1}(A \cap V) \). The only difficulty is in the first term on the right. Let \( A \in \mathscr{A} \) and \( A = L(B) \). Set \( B = (4/(1 - k))B' \). If \( y \in A \cap V \), then \( y \in L((1 - k)B' \cap (1 - k)U)/4 \), using the fact that \( L \) is injective. Hence, \( L^{-1}(y) \in (1 - k)(B \cap U)/4 \) and, consequently, \( \|L^{-1}(y)\|_{B \cap U} \leq (1 - k)/4 \). We now observe that \( h(y) \) coincides with the unique right inverse, \( t^{-1} \), mapping \( V \) into \( U \), for the map \( t \) defined by \( t(x) = f(x + x_0) - f(x_0) \). But following the construction of Theorem 3, \( t^{-1}(y) \) is the limit of the sequence \( x_0 = 0, x_{n+1}(y) = x_n(y) - L^{-1}(t(x_n(y)) - y) \). Thus \( \|x_n(y)\|_{B \cap U} = \|L^{-1}(y)\|_{B \cap U} \leq (1 - k)/4 \). It follows from Remark 2 that \( h(y) \in B \cap U \). Hence,

\[
h(A \cap V) \subset B \cap U \subset (4/(1 - k))(B \cap U) \subset E_{B' \cap U} = E_{B'} \cap (1 - k)U/4 = E_{L^{-1}(A \cap V)}.
\]

Thus, \( h(A \cap V) - L^{-1}(A \cap V) \subseteq E_{L^{-1}(A \cap V)} \), and (5) is established. To obtain the
inequality for $g$ corresponding to condition (A4), it suffices to show that for every $A \in \mathcal{A}$,

$$
\|h(y_1) - h(y_2) - L^{-1}(y_1 - y_2)\|_{L^{-1}(A \cap V)} \leq \beta \|y_1 - y_2\|_{A \cap V}
$$

for all $y_1, y_2 \in A \cap V$. From the remarks following (5), we see that $h(y_1)$ and $h(y_2)$ are in $B \cap U$, $B$ as above for a given $A$. Since $L$ ($\delta, \mathcal{B}$)-approximates $f$ at $x_0$ on $U$, we have, using the bijectivity of $L$ through Theorem 2,

$$
\|y_1 - y_2 - L(h(y_1) - h(y_2))\|_{L(B \cap U)} \\
\leq \delta \|L(h(y_1) - h(y_2))\|_{L(B \cap U)} \\
\leq \delta \|L(h(y_1) - h(y_2)) - (y_1 - y_2)\|_{L(B \cap U)} + \delta \|y_1 - y_2\|_{L(B \cap U)}.
$$

Hence,

$$
(1 - \delta)\|L(h(y_1) - h(y_2)) - (y_1 - y_2)\|_{L(B \cap U)} = \delta \|y_1 - y_2\|_{L(B \cap U)}
$$
or using Theorem 2 again,

$$
\|h(y_1) - h(y_2) - L^{-1}(y_1 - y_2)\|_{A \cap U} \leq \delta/(1 - \delta) \|y_1 - y_2\|_{L(B \cap U)}.
$$

But $B \cap U = (4/(1 - k))L^{-1}(A \cap V)$, and hence

$$
\|h(y_1) - h(y_2) - L^{-1}(y_1 - y_2)\|_{L^{-1}(A \cap V)} \leq \delta/(1 - \delta) \|y_1 - y_2\|_{A \cap V}.
$$

Since $\beta = \delta/(1 - \delta)$, we are finished.
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