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Abstract. In this paper, we consider two questions: one is to characterize the structure of ordered inverse semigroups and the other is to give a condition in order that an inverse semigroup is orderable.

The solution of the first question is carried out in terms of three types of mappings. Two of these consist of mappings of an $\mathcal{R}$-class onto an $\mathcal{L}$-class, while one of these consists of mappings of a principal ideal of the semilattice $E$ constituted by idempotents onto a principal ideal of $E$.

As for the second question, we give a theorem which extends a well-known result about groups that a group $G$ with the identity $e$ is orderable if and only if there exists a subsemigroup $P$ of $G$ such that $P \cup P^{-1} = G$, $P \cap P^{-1} = \{e\}$ and $xPx^{-1} \subseteq P$ for every $x \in G$.

Introduction. This paper is in the line of our systematic study of ordered semigroups. The purpose of this paper is to solve two questions about ordered inverse semigroups.

In [5], we characterized some kind of ordered inverse semigroups which we called proper. In the first place, this paper is concerned with

**Question 1.** How can we characterize the structure of ordered inverse semigroups in general?

In connection with this question, in the second place, this paper is concerned with

**Question 2.** What is a characteristic property in order that an inverse semigroup is orderable?

In order to solve Question 1, we make use of the following three mappings. Let $S$ be an inverse semigroup and let $E$ be the set of all idempotents of $S$. Firstly, for $e, f \in E$ such that $f \leq e$ in the semilattice $E$, a mapping $\psi(e, f)$ of $R_e$ into $R_f$ is defined by

$$x\psi(e, f) = fx$$

for every $x \in R_e$.

Secondly, for $x \in S$, a mapping $\varphi(x)$ of the principal ideal $P(e)$ of the semilattice $E$ generated by $e$ onto some principal ideal of $E$ is defined by

$$f\varphi(x) = x^{-1}fx$$

for every $f \in P(e)$,

where $e$ is an element of $E$ such that $x \in R_e$. Thirdly, for $x \in S$, a mapping $\lambda(x)$ of $R_f$ onto $R_e$ is defined by

$$y\lambda(x) = xy$$

for every $y \in R_f$.
where \( e \) is an element of \( E \) such that \( x \in R_e \) and \( f = e \varphi(x) \).

§2 carries the purely algebraic character and we characterize inverse semigroups in terms of these three mappings. In §3, we give a solution of the corresponding question to Question 1 concerning left ordered inverse semigroups. In §5, we give a solution of Question 1.

§6 is devoted to Question 2. In this section, a condition in order that an inverse semigroup is left orderable and a condition in order that an inverse semigroup is orderable are given.

1. Preliminaries. The terminologies and notations of Clifford and Preston [1] are used throughout.

Let \( S \) be an inverse semigroup. By [1, Theorem 1.17], the set \( E \) of all idempotents of \( S \) forms a commutative idempotent subsemigroup of \( S \).

In general, let \( E \) be a commutative idempotent semigroup. By [1, Theorem 1.12], \( E \) is a semilattice with respect to the natural ordering of \( E \). We denote the partial order of the semilattice by \( \leq \).

Let \( E \) be a semilattice with respect to a partial order \( \leq \). For \( e \in E \), the set \( \{f \in E; f \leq e\} \) is called the principal ideal of \( E \) generated by \( e \).

A semigroup \( S \) with a simple order \( \leq \) is called a left (right) ordered semigroup if it satisfies the condition that

\[
\text{if } a \leq b \text{ then } ca \leq cb \text{ (ac \leq bc) for every } c \in S.
\]

\( S \) is called an ordered semigroup if it satisfies the condition that

\[
\text{if } a \leq b \text{ then } ca \leq cb \text{ and } ac \leq bc \text{ for every } c \in S.
\]

Let \( S \) be a one-sided ordered semigroup. An element \( c \) of \( S \) is said to lie between two elements \( a \) and \( b \) of \( S \) if either \( a \leq c \leq b \) or \( b \leq c \leq a \). An element \( a \) of \( S \) is called positive (negative) if \( a < a^2 \) \((a^2 < a)\) and is called nonnegative (nonpositive) if \( a \leq a^2 \) \((a^2 \leq a)\).

Here we list some results from our previous paper.

**Lemma 1.1** [3, Lemma 2]. Let \( a \) and \( b \) be elements of an ordered idempotent semigroup \( S \). Then both \( ab \) and \( ba \) lie between \( a \) and \( b \).

**Lemma 1.2** [3, Lemma 4]. Let \( S \) be an ordered commutative idempotent semigroup and let \( c \) be an element of \( S \) which lies between two elements \( a \) and \( b \) of \( S \). Then \( ab \leq c \) in the semilattice \( S \).

A semilattice \( E \) is called a tree semilattice if the set \( \{f \in E; f \leq e\} \) is a simply ordered set for every \( e \in E \). Let \( e \) be an element of a tree semilattice \( E \). The set \( U(e) = \{f \in E; e < f\} \) is called the upper set of \( e \). We define a binary relation \( \sim \) in \( U(e) \) by

\[
\text{for } f, g \in U(e), f \sim g \text{ if and only if } e < fg.
\]
Then, by [3, Lemma 5], ~ is an equivalence relation in \( U(e) \). Each ~-equivalence class is called a branch at \( e \). The cardinal number of branches at \( e \) is called the branch number at \( e \).

**Lemma 1.3** [3, Theorem 3 and Corollary of Theorem 14]. Let \( S \) be an ordered commutative idempotent semigroup. Then the semilattice \( S \) is a tree semilattice, in which the branch number at every element is at most two.

2. A characterization of inverse semigroups. In this section, we give two theorems of purely algebraic character which characterize inverse semigroups.

**Theorem 2.1.** Let \( S \) be an inverse semigroup and let \( E \) be the set of all idempotents of \( S \). Then \( E \) is a commutative idempotent subsemigroup of \( S \) and so forms a semilattice. For each \( e \in E \), let \( R_e \) be the \( \mathcal{R} \)-class of \( S \) which contains \( e \). Then \( S = \bigcup_{e \in E} R_e \) and

1. if \( e, f \in E \) and \( e \neq f \), then \( R_e \cap R_f = \emptyset \).
2. For each pair of elements \( e, f \in E \) such that \( f \leq e \), we define a mapping \( \psi(e, f) \) of \( R_e \) into \( R_f \) by
   \[
   x\psi(e, f) = fx \quad \text{for every } x \in R_e.
   \]

Then
1. for every \( e \in E \), \( \psi(e, e) \) is the identity mapping of \( R_e \);
2. if \( e, f, g \in E \) and \( g \leq f \leq e \), then \( \psi(e, f)\psi(f, g) = \psi(e, g) \).

Moreover, for each \( x \in S \), we define a one-to-one mapping \( \varphi(x) \) of the principal ideal \( P(e) \) of \( E \) generated by \( e \) onto a principal ideal of \( E \) by

\[
f\varphi(x) = x^{-1}fx \quad \text{for every } f \in P(e),
\]

where \( e \) is the element of \( E \) such that \( x \in R_e \). Then
1. for each pair of elements \( f, g \) in the domain of \( \varphi(x) \), \( f \leq g \) if and only if \( f\varphi(x) \leq g\varphi(x) \);
2. if \( e \in E \), \( x \in R_e \), \( g \leq f \leq e \) and \( y = x\psi(e, f) \), then \( g\varphi(x) = g\varphi(y) \).

Furthermore, for each \( x \in S \), we define a one-to-one mapping \( \lambda(x) \) of \( R_f \) onto \( R_e \) by

\[
y\lambda(x) = xy \quad \text{for every } y \in R_f,
\]

where \( e \) is the element of \( E \) such that \( x \in R_e \) and \( f = e\varphi(x) \). Then
1. if \( e \in E \), \( x \in R_e \), \( f = e\varphi(x) \), \( y \in R_f \) and \( g \leq e \), then \( (y\lambda(x))\psi(e, g) = (y\psi(f, e\varphi(x)))\lambda(x)\psi(e, g) \);
2. if \( e \in E \), \( x \in R_e \), \( f = e\varphi(x) \), \( y \in R_f \) and \( g \leq e \), then \( g\varphi(y\lambda(x)) = g\varphi(x)\varphi(y) \);
3. if \( e \in E \), \( x \in R_e \), \( f = e\varphi(x) \), \( y \in R_f \), \( g = f\varphi(y) \) and \( z \in R_g \), then \( z\lambda(y\lambda(x)) = (z\lambda(y))\lambda(x) \);
4. for each \( e \in E \), there is one and only one element in \( R_e \) such that \( x\lambda(x) \) is definable and \( x\lambda(x) = x \).

Finally we have
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(10) \(xy=(y\psi(f, (eq(x))f))\lambda(x\psi(e, ((eq(x))f)\varphi(x)^{-1}))\), where \(e\) and \(f\) are the elements of \(E\) such that \(x \in R_e\) and \(y \in R_f\).

**Proof.** Since \(S\) is an inverse semigroup, \(E\) is a commutative idempotent subsemigroup of \(S\) and so forms a semilattice with respect to the natural ordering. Since every \(R\)-class of \(S\) has one and only one idempotent by [1, Theorem 1.17], we have \(S=\bigcup_{e \in E} R_e\) and also the condition (1). For each element \(x \in S\), we denote by \(e(x)\) the uniquely determined idempotent \(e\) of \(S\) such that \(xR_e\). Thus, for \(e \in E\), \(x \in R_e\) is equivalent to \(e(x)=e\) and also is equivalent to \(e=xx^{-1}\), since \(xR_{xx^{-1}}\) and \(xx^{-1} \in E\). Now we suppose that \(e, f \in E\), \(f \leq e\) and \(x \in R_e\). Then

\[e(x\psi(e, f)) = (fx)(fx)^{-1} = fx^{-1}f = fef = f.\]

Hence \(\psi(e, f)\) is really a mapping of \(R_e\) into \(R_f\). Since \(x\psi(e, e) = ex = xx^{-1}x = x\), we have the condition (2). We suppose that \(e, f, g \in E\) and \(g \leq f \leq e\). Then, for \(x \in R_e\), we have \(x\psi(e, f) \in R_f\) and so \(x\psi(e, f)\psi(f, g)\) is definable and \(x\psi(e, f)\psi(f, g) = g(fx) = (fx)x = gx = x\psi(e, g)\). Hence we have the condition (3). Next we suppose that \(x \in R_e\) and \(f \in P(e)\). Then \(f \leq e = xx^{-1}\) and so

\[(x^{-1}x)(f\varphi(x)) = (x^{-1}x)(x^{-1}fx) = x^{-1}fx = \varphi(x).\]

Hence \(f\varphi(x) \leq x^{-1}x\). Therefore \(\varphi(x)\) is a mapping of \(P(e) = P(xx^{-1})\) into \(P(x^{-1}x)\). Similarly \(\varphi(x^{-1})\) is a mapping of \(P(x^{-1}x)\) into \(P(xx^{-1})\). But, for \(f \in P(xx^{-1})\), \(f\varphi(x)\varphi(x^{-1}) = x(x^{-1}f)x^{-1} = (xx^{-1})f(xx^{-1}) = f\). Hence \(\varphi(x)\varphi(x^{-1})\) is the identity mapping of \(P(xx^{-1})\). Similarly \(\varphi(x^{-1})\varphi(x)\) is the identity mapping of \(P(x^{-1}x)\).

Hence \(\varphi(x)\) is a one-to-one mapping of \(P(e) = P(xx^{-1})\) onto \(P(x^{-1}x)\) and \(\varphi(x^{-1}) = \varphi(x)\). We suppose that \(e \in E\), \(x \in R_e\) and \(f, g \in P(e)\). If \(f \leq g\), then \(f \leq g \leq xx^{-1}\) and so

\[(f\varphi(x))(g\varphi(x)) = (x^{-1}fx)(x^{-1}gx) = x^{-1}fxx^{-1}gx = x^{-1}fgx = x^{-1}fx = f\varphi(x).\]

Hence \(f\varphi(x) \leq g\varphi(x)\). Conversely, if \(f\varphi(x) \leq g\varphi(x)\), then \(f = f\varphi(x)\varphi(x^{-1}) \leq g\varphi(x)\varphi(x^{-1}) = g\). Thus we have the condition (4). We suppose that \(e \in E\), \(x \in R_e\) and \(g \leq f \leq e\). Then \(y = x\psi(e, f)\) is definable and \(e(y) = f\). Hence \(g\varphi(x) = (fx)^{-1}g(fx) = x^{-1}fgfx = x^{-1}gx = g\varphi(x)\). Thus we have the condition (5). Next we suppose that \(e \in E\), \(x \in R_e\), \(f = eq(x)\) and \(y \in R_f\). Then \(f = x^{-1}ex = x^{-1}(xx^{-1})x = x^{-1}x\), and so

\[e(y\lambda(x)) = e(xy) = (xy)(xy)^{-1} = xyy^{-1}x^{-1} = xfxx^{-1} = x(x^{-1}x)x^{-1} = xx^{-1} = e.\]

Hence \(\lambda(x)\) is a mapping of \(R_f\) into \(R_e\). Since \(x^{-1}x = f\), we have \(x^{-1} \in R_f\) and also \(f\varphi(x^{-1}) = xffx^{-1} = xx^{-1}xx^{-1} = xx^{-1} = e\). Hence, in a similar way, \(\lambda(x^{-1})\) is a mapping of \(R_f\) into \(R_f\). Moreover, for \(y \in R_f\),

\[y\lambda(x)x^{-1} = (x^{-1}xy) = (x^{-1}x)y = fy = yy^{-1}y = y.\]
Hence $\lambda(x)\lambda(x^{-1})$ is the identity mapping of $R_f$. Similarly $\lambda(x^{-1})\lambda(x)$ is the identity mapping of $R_e$. Hence $\lambda(x)$ is a one-to-one mapping of $R_f$ onto $R_e$. We suppose that $e \in E$, $x \in R_e$, $f = e\varphi(x)$, $y \in R_f$ and $g \leq e$. Then, since $y\lambda(x) \in R_e$, $(y\lambda(x))\varphi(e, g)$ is definable and $(y\lambda(x))\varphi(e, g) = gxy$. Since $g\varphi(x) \leq e\varphi(x) = f$ and $y \in R_f$, $\psi(f, g\varphi(x))$ is definable and, since $g \leq e$, $x\psi(e, g)$ is definable. Moreover

$$e(x\varphi(e, g))\varphi(x\varphi(e, g)) = e(gx)\varphi(gx) = (gx)^{-1}(gx) = x^{-1}gx,$$

$$y\psi(f, g\varphi(x)) \in R_{\varphi(x)} = R_{x^{-1}gx}.$$

Hence $(y\varphi(f, g\varphi(x)))\lambda(x\varphi(e, g))$ is definable and

$$(y\varphi(f, g\varphi(x)))\lambda(x\varphi(e, g)) = (x\varphi(e, g))(y\varphi(f, g\varphi(x)))$$

$$(gx)(x^{-1}gx) = gexy = gxy.$$

Thus we have the condition (6). We suppose that $e \in E$, $x \in R_e$, $f = e\varphi(x)$, $y \in R_f$, $g = e\varphi(y)$ and $z \in R_f$. Then $y\lambda(x)$ and $z\lambda(y)$ are definable and

$$e(y\lambda(x))\varphi(y\lambda(x)) = e(xy)\varphi(xy) = (xy)^{-1}(xy) = y^{-1}x^{-1}xy$$

$$= y^{-1}f = e\varphi(y) = e = e(z),$$

$$e(z\lambda(y)) = e(y) = f = e\varphi(x).$$

Hence $z\lambda(y\lambda(x))$ and $(z\lambda(y))\lambda(x)$ are definable and

$$z\lambda(y\lambda(x)) = z\lambda(xy) = (xy)z = x(yz) = x(z\lambda(y)) = (z\lambda(y))\lambda(x).$$

Thus we have the condition (7). We suppose that $e \in E$, $x \in R_e$, $f = e\varphi(x)$, $y \in R_f$, $g = f\varphi(y)$ and $z \in R_f$. Then $y\lambda(x)$ and $z\lambda(y)$ are definable and

$$(e\varphi(x)f)\varphi(x^{-1}) = ((e\varphi(x))f)\varphi(x^{-1}) \leq e\varphi(x)\varphi(x^{-1})$$

$$= e\varphi(x)\varphi(x^{-1}) = e = e(x).$$

Hence $y\varphi(f, (e\varphi(x))f)$ and $x\varphi(e, ((e\varphi(x))f)\varphi(x^{-1}))$ are definable. Now

$$x\varphi(e, ((e\varphi(x))f)\varphi(x^{-1})) = (((e\varphi(x))f)\varphi(x^{-1}))x$$

$$= (x(x^{-1}xy^{-1})x^{-1})x = xxyy^{-1},$$

$$y\varphi(f, (e\varphi(x))f) = ((e\varphi(x))f)y = (x^{-1}xyy^{-1})y = x^{-1}xy,$$
and so
\[ e(x\psi(e, ((\varepsilon \psi(x))f)\varepsilon(x)^{-1}))\varepsilon(x\psi(e, ((\varepsilon \psi(x))f)\varepsilon(x)^{-1})) \]
\[ = (xyy^{-1})^{-1}(xyy^{-1}) = yy^{-1}x^{-1}xyy^{-1} = x^{-1}xyy^{-1} \]
\[ = x^{-1}xyy^{-1}x^{-1}x = (x^{-1}xy)(x^{-1}xy)^{-1} = e(\psi(f, (\varepsilon \psi(x))f)). \]
Hence \((\psi(f, (\varepsilon \psi(x))f))\lambda(x\psi(e, ((\varepsilon \psi(x))f)\varepsilon(x)^{-1}))\) is definable and
\[ (\psi(f, (\varepsilon \psi(x))f))\lambda(x\psi(e, ((\varepsilon \psi(x))f)\varepsilon(x)^{-1})) = (xyy^{-1})(x^{-1}xy) = xy. \]
Thus we have the condition (10). This completes the proof of Theorem 2.1.

Conversely we have

**Theorem 2.2.** Let \( E \) be a commutative idempotent semigroup. Suppose that, for each \( e \in E \), there corresponds a nonempty set \( R_e \), which satisfies the condition (1) in Theorem 2.1. We put \( S = \bigcup_{e \in E} R_e \). Suppose that, for every pair of elements \( e, f \in E \) such that \( f \leq e \), a mapping \( \psi(e, f) \) of \( R_e \) into \( R_f \), and, for every \( x \in S \), a one-to-one mapping \( \varepsilon(x) \) of the principal ideal \( P(e) \) of \( E \) onto a principal ideal of \( E \), where \( e \) is the element of \( E \) such that \( x \in R_e \), and moreover, for every \( x \in S \), a one-to-one mapping \( \lambda(x) \) of \( R_e \) onto \( R_e \), where \( e \) is the element of \( E \) such that \( x \in R_e \) and \( f = \varepsilon(x) \), are given. Suppose that these mappings satisfy the conditions (2)-(9) in Theorem 2.1. We define the product in \( S \) by (10) in Theorem 2.1. Then \( S \) is an inverse semigroup.

Moreover, if \( y\lambda(x) \) is definable, then \( y\lambda(x) = xy \). Also there exists a semigroup and semilattice isomorphism of \( E \) onto the commutative idempotent subsemigroup \( E^* \) of \( S \) constituted by all idempotents of \( S \) and when, for each \( g \in E \), we denote by \( g^* \) the element of \( E^* \) corresponding to \( g \) by the isomorphism, \( R_e \) is the \( \mathcal{R} \)-class of \( S \) which contains the element \( e^* \), \( x\varepsilon(e, f) = f^* x \) if \( x\varepsilon(e, f) \) is definable, and \( (\varepsilon(x))^* = x^{-1}e^* x \) if \( \varepsilon(x) \) is definable.

**Proof.** By (1) and the fact that \( S = \bigcup_{e \in E} R_e \), for each \( x \in S \) there exists one and only one \( e \in E \) such that \( x \in R_e \), which we denote by \( e(x) \). We divide the proof into several steps.

1°. If \( e \in E \), \( x \in R_e \), \( g \leq f \leq e \) and \( y = x\varepsilon(e, f) \), then \( g\varepsilon(x) \) and \( g\varepsilon(y) \) are definable.

In fact, \( g \leq e = e(x) \) and \( g \leq f = e(y) \), and so \( g\varepsilon(x) \) and \( g\varepsilon(y) \) are definable.

2°. If \( e \in E \), \( x \in R_e \), \( f = \varepsilon(x) \), \( y \in R_f \) and \( g \leq e \), then \( (y\lambda(x))\varepsilon(e, g) \) and \((y\psi(f, g\varepsilon(x)))\lambda(x\varepsilon(e, g)) \) are definable.

In fact, since \( y\lambda(x) \in R_e \), \( (y\lambda(x))\varepsilon(e, g) \) is definable. We have \( e(x\varepsilon(e, g)) = g \leq e = e(x) \) and so, by 1° and (5), \( e(x\varepsilon(e, g))\varepsilon(x\varepsilon(e, g)) = g\varepsilon(x\varepsilon(e, g)) \) is definable and
\[ e(x\varepsilon(e, g))\varepsilon(x\varepsilon(e, g)) = g\varepsilon(x). \]
On the other hand, \( g\varepsilon(x) \leq \varepsilon(x) = f = e(y) \) by (4). Hence \( y\psi(f, g\varepsilon(x)) \) is definable and
\[ e(y\psi(f, g\varepsilon(x))) = g\varepsilon(x) = e(x\varepsilon(e, g))\varepsilon(x\varepsilon(e, g)). \]
Therefore \((y\psi(f, g\varepsilon(x)))\lambda(x\varepsilon(e, g)) \) is definable.
3°. If \( e \in E, x \in R_e, f = e \varphi(x), y \in R_f, \) and \( g \leq e, \) then \( g \varphi(y \lambda(x)) \) and \( g \varphi(x) \varphi(y) \) are definable.

In fact, \( g \leq e = e(y \lambda(x)) \) and so \( g \varphi(y \lambda(x)) \) is definable. Also, by (4), \( g \varphi(x) \leq e \varphi(x) = f = e(y) \) and so \( g \varphi(x) \varphi(y) \) is definable.

4°. If \( e \in E, x \in R_e, f = e \varphi(x), y \in R_f, g = f \varphi(y) \) and \( z \in R_g, \) then \( z \lambda(y \lambda(x)) \) and \( (z \lambda(y)) \lambda(x) \) are definable.

In fact, by 3° and (7), both \( e(y \lambda(x)) \varphi(y \lambda(x)) = e \varphi(y \lambda(x)) \) and \( e \varphi(x) \varphi(y) \) are definable and

\[
e(y \lambda(x)) \varphi(y \lambda(x)) = e \varphi(x) \varphi(y) = f \varphi(y) = g = e(z).
\]

Hence \( z \lambda(y \lambda(x)) \) is definable. Also \( e \varphi(x) \varphi(y) = e \varphi(x) = f = e(z \lambda(y)) \) and so \( (z \lambda(y)) \lambda(x) \) is definable.

5°. If \( e, f \in E, x \in R_e \) and \( y \in R_f, \) then \( (y \psi(f, (e \varphi(x)) f)) \lambda(x \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1})) \) is definable.

In fact, \( (e \varphi(x) f) \varphi(x) \varphi(x)^{-1} \leq f = e(y) \) and so \( y \psi(f, (e \varphi(x)) f) \) is definable. By (4),

\[
((e \varphi(x) f) \varphi(x)^{-1}) \leq e \varphi(x) \varphi(x)^{-1} = e = e(x)
\]

and so \( x \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1}) \) is definable. Moreover, by 1° and (5),

\[
e(x \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1})) \psi(x \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1}))
\]

\[
= ((e \varphi(x)) f) \varphi(x)^{-1} \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1})
\]

\[
= ((e \varphi(x)) f) \varphi(x)^{-1} \psi(x) = (e \varphi(x)) f = e(y \psi(f, (e \varphi(x)) f)).
\]

Hence \( (y \psi(f, (e \varphi(x)) f)) \lambda(x \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1})) \) is definable.

6°. If \( e, f, g \in E, x \in R_e, y \in R_f, \) and \( z \in R_g, \) then, putting

\[
x_1 = x \psi(e, (((e \varphi(x)) f) \varphi(y)) g) \varphi(y)^{-1} \varphi(x)^{-1},
\]

\[
y_1 = y \psi(f, (((e \varphi(x)) f) \varphi(y)) g) \varphi(y)^{-1},
\]

\[
z_1 = z \psi(g, (((e \varphi(x)) f) \varphi(y)) g),
\]

\( z \lambda(y, \lambda(x_1)) \) is definable and \( (xy)z = z_1 \lambda(y_1 \lambda(x_1)) \).

In fact, by 5° and (10),

\[
xy = (y \psi(f, (e \varphi(x)) f)) \lambda(x \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1}))
\]

and the right-hand side is definable. Hence

\[
e(xy) = e(x \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1})) = ((e \varphi(x)) f) \varphi(x)^{-1}
\]

and, by 3° and (7),

\[
e(xy) \varphi(xy) = ((e \varphi(x)) f) \varphi(x)^{-1} \varphi(y \psi(f, (e \varphi(x)) f)) \lambda(x \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1}))
\]

\[
= ((e \varphi(x)) f) \varphi(x)^{-1} \varphi(x \psi(e, ((e \varphi(x)) f) \varphi(x)^{-1})) \psi(y \psi(f, (e \varphi(x)) f)).
\]
But, in the proof of 5°, it was shown that
\[ ((e\varphi(x))f)\varphi(x)^{-1}\varphi(xy(e, ((e\varphi(x))f)\varphi(x)^{-1})) = (e\varphi(x))f. \]
Moreover, since \((e\varphi(x))f \leq f = e(y)\), we have, by 1° and (5),
\[ ((e\varphi(x))f)\varphi(y(f, (e\varphi(x))f)) = ((e\varphi(x))f)\varphi(y). \]
Hence we obtain
\[ e(xy)\varphi(xy) = ((e\varphi(x))f)\varphi(y). \]
Therefore, by 5° and (10),
\[ (xy)x = z, \lambda(y'\lambda(x'))\psi(((e\varphi(x))f)\varphi(x)^{-1}, (((e\varphi(x))f)\varphi(y))\varphi(y'\lambda(x'))^{-1}) \]
and the right-hand side is definable, where
\[ x' = x\psi(e, ((e\varphi(x))f)\varphi(x)^{-1}), \quad y' = y\psi(f, (e\varphi(x))f). \]
Now \(((e\varphi(x))f)\varphi(y))g \leq ((e\varphi(x))f)\varphi(y). \) Hence \(((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \) is definable and, by (4),
\[ (((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \leq (e\varphi(x))f \leq e\varphi(x). \]
Therefore \(((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \varphi(x)^{-1} \) is definable and, again by (4),
\[ (((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \varphi(x)^{-1} \leq ((e\varphi(x))f)\varphi(x)^{-1} = e(x') \leq e = e(x). \]
Hence, by 3° and (7),
\[ (((((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1} \varphi(x)^{-1} \varphi(y'\lambda(x'))) = (((((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1} \varphi(x)^{-1} \varphi(x') \varphi(y') \]
and both sides are definable. Also, by (5),
\[ (((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \varphi(x') \]
\[ = (((((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1} \varphi(x') \varphi(xy(e, ((e\varphi(x))f)\varphi(x)^{-1})) \]
\[ = (((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \varphi(x) \]
\[ = (((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1}. \]
Since \(((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \leq (e\varphi(x))f \leq f, \) we have, again by (5),
\[ (((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \varphi(y') \]
\[ = (((((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1} \varphi(y(f, (e\varphi(x))f)) \]
\[ = (((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \varphi(y) = (((e\varphi(x))f)\varphi(y))g. \]
Hence
\[ (((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \varphi(x)^{-1} \varphi(y'\lambda(x')) = (((e\varphi(x))f)\varphi(y))g \]
and so
\[ (((e\varphi(x))f)\varphi(y))g\varphi(y'\lambda(x'))^{-1} = (((e\varphi(x))f)\varphi(y))g\varphi(y)^{-1} \varphi(x)^{-1}. \]
Therefore, by 2° and (6),

\[ y'\lambda(x')\psi(((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]
\[ = y'\lambda(x')\psi(((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]
\[ = (y'\psi((e<\lambda(x))f), (((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')) \]
\[ = \lambda(x'\psi(((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x''))^{-1}, (((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1}) \]

and all expressions are definable. But we have shown above that

\[ (((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]
\[ = (((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]

and so, by (3),

\[ y'\psi((e<\lambda(x))f), (((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]
\[ = y'\psi((e<\lambda(x))f), (((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]
\[ = y'\psi((e<\lambda(x))f), (((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]
\[ = y'\psi((e<\lambda(x))f), (((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]
\[ = x'\psi(((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]
\[ = x'\psi(((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]
\[ = x'\psi(((e<\lambda(x))f)<\lambda(y))g<\lambda(y)\lambda(x'')^{-1} \]

Thus \( z_1\lambda(y_1\lambda(x_1)) \) is definable and \( (xy)z = z_1\lambda(y_1\lambda(x_1)) \).

7°. If \( e, f, g \in E, x \in R_e, y \in R_f \) and \( z \in R_g \), then \( (z_1\lambda(y_1\lambda(x_1)) \) is definable and \( x(yz) = (z_1\lambda(y_1\lambda(x_1)) \) where \( x_1, y_1 \) and \( z_1 \) have the same meaning as in 6°.

In fact, by 5° and (10),

\[ yz = (z_1\lambda(y_1\lambda(x_1)) \)

and the right-hand side is definable. Moreover \( e(yz) = ((f(yz))g)\phi(y)^{-1} \). Again by 5° and (10), \( x(yz) = ((z_1\lambda(y_1\lambda(x_1)) \) and the right-hand side is definable. Now \( \phi(y) \) is a one-to-one mapping of \( P(f) \) onto \( P(f(y)) \) and so, by (4), \( \phi(y) \) is a semilattice isomorphism of \( P(f) \) onto \( P(f(y)) \). Moreover \( (e\phi(x))f, ((f\phi(y))g)\phi(y)^{-1} \in P(f) \). Hence

\[ ((e\phi(x))f, ((f\phi(y))g)\phi(y)^{-1}) \]
\[ = ((e\phi(x))f, ((f\phi(y))g)\phi(y)^{-1}) \]
\[ = ((e\phi(x))f, ((f\phi(y))g)\phi(y)^{-1}) \]
\[ = ((e\phi(x))f, ((f\phi(y))g)\phi(y)^{-1}) \]

since \( ((e\phi(x))f, ((f\phi(y))g)\phi(y)^{-1}) \). Therefore

\[ (e\phi(x))f, ((f\phi(y))g)\phi(y)^{-1} = (e\phi(x))f, ((f\phi(y))g)\phi(y)^{-1}. \]

Hence

\[ x_1.(e\phi(x))f, ((f\phi(y))g)\phi(y)^{-1} = x_1. \]
By 2°, (6) and (3),

\[(yz)\psi(e(yz), (e\varphi(x))e(yz)) = ((z\psi(g, (f\varphi(y))g))\lambda(y\psi(f, ((f\varphi(y))g)\varphi(y)^{-1})))
\]

\[\cdot \psi(((f\varphi(y))g)\varphi(y)^{-1}, (((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1})
\]

\[= (z\psi(g, (((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1}\varphi(f, ((f\varphi(y))g)\varphi(y)^{-1})))
\]

\[\cdot \lambda(y\psi(f, (((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1})
\]

and all expressions are definable. But \(y\psi(f, (((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1}) = y_1\) and, by (5),

\[z\psi(g, (((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1}\varphi(f, ((f\varphi(y))g)\varphi(y)^{-1}))
\]

\[= z\psi(g, (((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1}\varphi(y))
\]

\[= z\psi(g, (((e\varphi(x))f)\varphi(y))g)\varphi(y)^{-1}) = z_1.
\]

Hence \((z_1, \lambda(y_2))\lambda(x_1)\) is definable and \(x(yz) = (z_1, \lambda(y_1))\lambda(x_1)\).

8°. \(S\) is a semigroup.

In fact, we suppose that \(x, y\) and \(z\) are elements of \(S\) with \(e, f, g \in E, x \in R_e, y \in R_f\) and \(z \in R_g\). Then, by 6° and 7°, both \(z_1, \lambda(y_1, \lambda(x_1))\) and \((z_1, \lambda(y_1))\lambda(x_1)\) are definable and \((xy)z = (z_1, \lambda(y_1, \lambda(x_1)), x(yz) = (z_1, \lambda(y_1))\lambda(x_1)\). The definability implies

\[e(x_1)\varphi(x_1) = e(y_1), \quad e(y_1)\varphi(y_1) = e(z_1).
\]

Hence, by (8),

\[(xy)z = z_1, \lambda(y_1, \lambda(x_1)) = (z_1, \lambda(y_1))\lambda(x_1) = x(yz).
\]

9°. If \(y\lambda(x)\) is definable, then \(y\lambda(x) = xy\).

In fact, by the definability of \(y\lambda(x)\), we have \(e(y) = e(x)\varphi(x)\). Hence, by 5°, (10) and (2),

\[xy = (y\psi(e(y), (e(x)\varphi(x))e(y)))\lambda(x\psi(e(x), ((e(x)\varphi(x))e(y))\varphi(x)^{-1}))
\]

\[= y\psi(e(y), e(y))\lambda(x\psi(e(x), e(x))) = y\lambda(x).
\]

10°. For each \(e \in E\), let \(e^*\) be the element in \(R_e\) such that \(e^*\lambda(e^*)\) is definable and \(e^*\lambda(e^*) = e^*\). Then \(e^*\) is uniquely determined by \(e\). Moreover \(E^* = \{e^*; e \in E\}\) is the set of all idempotents of \(S\).

In fact, by (9), \(e^*\) is uniquely determined by \(e\). We take an arbitrary element \(e^*\) of \(E^*\). Then \(e^*\lambda(e^*)\) is definable. Hence, by 9°, \(e^*e^* = e^*\lambda(e^*) = e^*\), and so \(e^*\) is an idempotent of \(S\). Conversely let \(x\) be an idempotent of \(S\). Then, by 5° and (10),

\[x^2 = (x\psi(e(x), (e(x)\varphi(x))e(x)))\lambda(x\psi(e(x), ((e(x)\varphi(x))e(x))\varphi(x)^{-1}))
\]

and the right-hand side is definable. Thus \(((e(x)\varphi(x))e(x))\varphi(x)^{-1} = e(x)^2 = e(x)\) and so \(e(x)\varphi(x) = (e(x)\varphi(x))e(x)\). Therefore \(e(x)\varphi(x) \leq e(x)\). Hence, by (2),

\[x = x^2 = (x\psi(e(x), (e(x)\varphi(x)))\lambda(x\psi(e(x), e(x)))
\]

\[= (x\psi(e(x), e(x)\varphi(x)))\lambda(x).
\]
Hence, by 3°, (7), 1° and (5),
\[ e(x)\varphi(x) = e(x)\varphi((x\varphi(e(x)), e(x)\varphi(x)))\lambda(x) \]
\[ = e(x)\varphi(x)\varphi(x\varphi(e(x)), e(x)\varphi(x)) = e(x)\varphi(x)\varphi(x). \]
Therefore \( e(x) = e(x)\varphi(x) \). Hence, by (2),
\[ x\psi(e(x), e(x)\varphi(x)) = x\psi(e(x), e(x)) = x \]
and so \( x\lambda(x) \) is definable and \( x = x^2 = x\lambda(x) \). Therefore \( x = e(x)^* \in E^* \).

11°. \( \varphi(e^*) \) is the identity mapping of \( P(e) \).

In fact, \( e^*\lambda(e^*) \) is definable and \( e^* = e^*\lambda(e^*) \). Hence, by 3° and (7), for \( f \in P(e) \),
\[ f\varphi(e^*) = f\varphi(e^*\lambda(e^*)) = f\varphi(e^*)\varphi(e^*) \]
and so \( f = f\varphi(e^*) \).

12°. If \( e, g \in E \) and \( g \leq e \), then \( e^*\psi(e, g) = g^* \).

In fact, since \( g \leq e = e(e^*) \), \( e^*\psi(e, g) \) is definable. Moreover, by 2°, (6) and 11°,
\[ e^*\psi(e, g) = (e^*\lambda(e^*))\psi(e, g) \]
\[ = (e^*\psi(e, g^*))\lambda(e^*\psi(e, g)) = (e^*\psi(e, g))\lambda(e^*\psi(e, g)) \]
and all expressions are definable. Hence \( e^*\psi(e, g) \in E^* \). On the other hand, \( e^*\psi(e, g) \in R_g \) and so \( e^*\psi(e, g) = g^* \).

13°. The mapping which maps \( e \) into \( e^* \) is a semigroup and semilattice isomorphism of \( E \) onto \( E^* \).

In fact, evidently this mapping is a one-to-one mapping of \( E \) onto \( E^* \). Moreover, by 5°, (10), 11° and 12°, for \( e, f \in E \),
\[ e^*f^* = (f^*\psi(f, (e\varphi(e^*)))\lambda(e^*\psi(e, ((e\varphi(e^*)))f)\varphi(e^* - 1))) \]
\[ = (f^*\psi(f, ef))\lambda(e^*\psi(e, ef)) = (ef)^*\lambda((ef)^*) = (ef)^*. \]
Hence the mapping is a semigroup isomorphism and so also a semilattice isomorphism of \( E \) onto \( E^* \).

14°. Let \( e, f \in E, x \in R_g \) and \( f = e\varphi(x) \). We denote the element \( y \in R_f \) such that \( y\lambda(x) = e^* \) by \( x^{-1} \). Then \( x^{-1} \) is uniquely determined by \( x \).

Evident from the definition of \( \lambda(x) \).

15°. For every \( x \in S, \varphi(x^{-1}) = \varphi(x)^{-1} \).

In fact, by (4), \( \varphi(x) \) is a one-to-one mapping of \( P(e(x)) \) onto \( P(e(x)\varphi(x)) \). Hence both \( \varphi(x^{-1}) \) and \( \varphi(x)^{-1} \) have the same domain \( P(e(x)\varphi(x)) \). Let \( g \in P(e(x)\varphi(x)) \). Then
\[ f = g\varphi(x)^{-1} \in P(e(x)). \]

Now, by 11°, 14°, 3° and (7),
\[ g\varphi(x)^{-1} = f = f\varphi(e(x)^*) = f\varphi(x^{-1}\lambda(x)) = f\varphi(x)\varphi(x^{-1}) = g\varphi(x^{-1}). \]
Hence \( \varphi(x)^{-1} = \varphi(x^{-1}) \).
16°. For every $x \in S$, $x^{-1}xx^{-1} = x^{-1}$.

In fact, by 14° and 15°, $e(x^{-1})x(x^{-1}) = e(x)\varphi(x)\varphi(x)^{-1} = e(x) = e(e(x)^*)$. Hence $e(x)^*\lambda(x^{-1})$ is definable and, by 9°, 14° and 8°, $e(x)^*\lambda(x^{-1}) = x^{-1}e(x)^* = x^{-1}(x^{-1}\lambda(x)) = x^{-1}xx^{-1}$. Therefore $e(x^{-1}xx^{-1}) = e(e(x)^*\lambda(x^{-1})) = e(x^{-1}) = e(x)\varphi(x)$. Hence both $(x^{-1}xx^{-1})\lambda(x)$ and $x^{-1}\lambda(x)$ are definable and, by 9°, 8° and 14°,

$$
(x^{-1}xx^{-1})\lambda(x) = xx^{-1}xx^{-1} = (x^{-1}\lambda(x))(x^{-1}\lambda(x)) = e(x)^*e(x)^* = e(x)^* = x^{-1}\lambda(x).
$$

Since $\lambda(x)$ is one-to-one, we have $x^{-1}xx^{-1} = x^{-1}$.

17°. For every $x \in S$, $x^{-1}x = (e(x)\varphi(x))^*$ and $(x^{-1})^{-1} = x$.

In fact, we have shown in the proof of 16° that $e(x^{-1})\varphi(x^{-1}) = e(x)$. Hence $x\lambda(x^{-1})$ is definable and $x\lambda(x^{-1}) = x^{-1}x$. Therefore $e(x^{-1})x = e(x\lambda(x^{-1})) = e(x^{-1}) = e(x)\varphi(x)$. Now, by 8° and 16°, $(x^{-1}x)(x^{-1}x) = (x^{-1}xx^{-1})x = x^{-1}x$. Hence, by 10°, $x^{-1}x \in E^*$ and so $x^{-1}x = x\lambda(x^{-1}) = (e(x)\varphi(x))^*$. Therefore, by 14°, we have also $(x^{-1})^{-1} = x$.

18°. For every $x \in S$, $xxx^{-1}x = x$.

In fact, by 17° and 16°, $xxx^{-1}x = (x^{-1})^{-1}xx^{-1} = (x^{-1})^{-1} = x$.

19°. $S$ is an inverse semigroup and, for each $x \in S$, $x^{-1}$ is the inverse of $x$.

In fact, by 18°, $S$ is a regular semigroup and, by 10° and 13°, two idempotents of $S$ commute with each other. Hence, by [1, Theorem 1.17], $S$ is an inverse semigroup. Moreover, by 16° and 18°, $x^{-1}$ is the inverse of $x$.

20°. For each $e \in E$, $R_e$ is the $\mathcal{R}$-class of $S$ which contains the element $e^*$.

In fact, by 18°, $x\mathcal{R}xx^{-1}$ and $xx^{-1} \in E^*$. By [1, Theorem 1.17], each $\mathcal{R}$-class has one and only one idempotent. Hence $x$ is an element in the $\mathcal{R}$-class which contains $e^*$ if and only if $xx^{-1} = e^*$, and if and only if $e(x) = e$ by 14° and 9°, and so if and only if $x \in R_e$.

21°. If $x \in S$, $e, f \in E$ and $x\psi(e, f)$ is definable, then $x\psi(e, f) = f^*x$.

In fact, since $x\psi(e, f)$ is definable, $x \in R_e$ and $f \leq e$. By 5°, 10°, 11°, 2°, 9°, 14° and 18°,

$$
f^*x = (x\psi(e, (f\psi(f^*))e))\lambda(f^*\psi(f, ((f\psi(f^*))e)\psi(f^*)^{-1}))
= (x\psi(e, f)e)\lambda(f^*\psi(f, f)) = (x\psi(e, f))\lambda(f^*) = f^*(x\psi(e, f))
= (x\psi(e, f))(x\psi(e, f))^{-1}(x\psi(e, f)) = x\psi(e, f).
$$

22°. If $x \in S$, $e \in E$ and $e\varphi(x)$ is definable, then $(e\varphi(x))^* = e^{-1}e^*x$.

In fact, since $e\varphi(x)$ is definable, $e \leq e(x)$. By 19°, 17°, 21° and 5°,

$$
x^{-1}e^*x = (x^{-1}e^*)(e^*x) = (e^*x)^{-1}(e^*x) = (e(e^*)x)e^*(e^*x))^*
= (e(x\psi(e, x), e))\psi(x\psi(e, x), e)))^*
= (e\varphi(x))(e\varphi(x))^* = (e\varphi(x))^*.
$$

This completes the proof of Theorem 2.2.
3. A characterization of left ordered inverse semigroups. In this section, we characterize the structure of left ordered inverse semigroups. Theorems 3.4 and 3.6 give a characterization of left ordered inverse semigroups in terms of the ordered commutative idempotent subsemigroup constituted by all idempotents of the inverse semigroup $S$ and the simply ordered $\mathcal{R}$-classes of $S$. Corollaries 3.5 and 3.7 give a characterization in terms of the three mappings $\psi$, $\varphi$ and $\lambda$.

**Lemma 3.1.** A left ordered inverse semigroup $S$ contains no elements of finite order except idempotents.

**Proof.** By way of contradiction, we assume that $x$ is a nonidempotent element of finite order in $S$. Then we have either $x < x^2$ or $x > x^2$. If $x < x^2$, then $x < x^2 < \cdots < x^n < x^{n+1} = x^{n+2} = \cdots$ for some natural number $n$. If $x > x^2$, then $x > x^2 > \cdots > x^n > x^{n+1} = x^{n+2} = \cdots$ for some natural number $n$. In both cases, $y = x^n$ is an element of order 2, i.e. $y \neq y^2 = y^3 = \cdots$. We put $y^2 = a$. Since $y^2$ and $y^{-1}y$ are idempotents, we have

$$ay^{-1} = y^2y^{-1} = y^3y^{-1} = (yy^{-1})y^2 = y^2 = a.$$ 

Moreover, since $a = y^2$ is an idempotent, we have $a = a^{-1}$. First we consider the case when $yy^{-1} \leq y^{-1}y$. Then

$$a = ay^{-1} = y^2y^{-1} = y(yy^{-1}) \leq y(y^{-1}y) = y.$$ 

But $a = y^2 \neq y$ and so $a < y$. Now we have

$$(yy^{-1})(y^{-1}y) = y^4y^{-1} = yay = y^2 = a < y = (yy^{-1})y,$$

$$yy = a < y = y(y^{-1}y).$$

From the first inequality we obtain $y^{-1}y < y$ and from the second we obtain $y < y^{-1}y$, which is a contradiction. In the case when $y^{-1}y \leq yy^{-1}$, we obtain a contradiction in a similar way.

**Lemma 3.2.** Let $S$ be an inverse semigroup which contains no elements of finite order except idempotents and let $x$, $y \in S$. Then the following conditions are equivalent to each other:

(a) $yy^{-1}x = xx^{-1}y$;

(b) $y^{-1}x$ is an idempotent;

(c) $x^{-1}y$ is an idempotent;

(d) $x^{-1}yy^{-1}x = x^{-1}y$;

(e) $y^{-1}xx^{-1}y = y^{-1}x$;

(f) $y^{-1}x = x^{-1}xy^{-1}y$;

(g) $x^{-1}y = x^{-1}xy^{-1}y$;

(h) $xy^{-1}y = yx^{-1}$;

(i) $xy^{-1}$ is an idempotent;

(j) $yx^{-1}$ is an idempotent;

(k) $xy^{-1}yx^{-1} = yx^{-1}$;
Proof. (a) implies (b). In fact, \( y^{-1}x = y^{-1}(yy^{-1}x) = y^{-1}xx^{-1}y = (y^{-1}x)(y^{-1}x)^{-1} \) is an idempotent.

(b) implies (c). In fact, since \( y^{-1}x \) is an idempotent, \( x^{-1}y = (y^{-1}x)^{-1} = y^{-1}x \) is an idempotent.

(c) implies (d). In fact, \( x^{-1}yy^{-1}x = (x^{-1}y)(x^{-1}y)^{-1} = x^{-1}y \).

(d) implies (e). In fact, since \( x^{-1}y = x^{-1}yy^{-1}x = (x^{-1}y)(x^{-1}y)^{-1} \) is an idempotent, \( y^{-1}xx^{-1}y = (x^{-1}y)^{-1}(x^{-1}y) = (x^{-1}y)^2 = x^{-1}y = (x^{-1}y)^{-1} = y^{-1}x \).

(e) implies (m). In fact, \( y^{-1}x = y^{-1}xx^{-1}y \) is an idempotent and so \( (xy^{-1})^2 = x(y^{-1}x)y^{-1} = (xy^{-1})^2 \). By assumption, \( xy^{-1} \) is an idempotent.

Moreover, since \( y^{-1}x \) is an idempotent, we have \( y^{-1}x = (y^{-1}x)^{-1} = x^{-1}y \). Hence \( xy^{-1} = (xy^{-1})^2 = x(y^{-1}x)y^{-1} = x(x^{-1}y)y^{-1} = xx^{-1}yy^{-1} \).

(m) implies (n). In fact, \( xy^{-1} = (xy^{-1})^{-1} = (xx^{-1}yy^{-1})^{-1} = xx^{-1}yy^{-1} \).

(n) implies (h). In fact, \( xy^{-1} = xx^{-1}yy^{-1} \) is an idempotent and so \( xy^{-1} = (y^{-1}x)^{-1} = xy^{-1} \). Hence \( xy^{-1} = (xy^{-1})^2 = (xy^{-1})(xy^{-1}) = xy^{-1}xy^{-1} \). Therefore \( xy^{-1}y = (xy^{-1})y = (xy^{-1})y = (xy^{-1}xy^{-1})y = xy^{-1}x \).

By a dual argument, we can prove that (h) implies (i), (i) implies (j), (j) implies (k), (k) implies (l), (l) implies (f), (f) implies (g) and (g) implies (a).

Lemma 3.3. Let \( S \) be an inverse semigroup and let \( x, y \in S \) such that \( xy^{-1}y = yx^{-1}x \) and \( x^{-1}x = y^{-1}y \). Then \( x = y \).

Proof. By assumption, we have \( x = xx^{-1}x = xy^{-1}y = yx^{-1}x = yy^{-1}y = y \).

Theorem 3.4. Let \( S \) be a left ordered inverse semigroup and let \( E \) be the set of all idempotents of \( S \). Then \( E \) is an ordered commutative idempotent semigroup and, for each \( e \in E \), \( Re \) is a simply ordered set with respect to the induced orders of \( S \) on \( E \) and on \( Re \), respectively. Moreover, \( S \) satisfies the following conditions:

\begin{enumerate}
\item[(11')] \( S \) contains no elements of finite order except idempotents;
\item[(12')] if \( e, f \in E \), \( x, y \in Re \), \( x \leq y \) in \( Re \) and \( f \leq e \), then \( fx \leq fy \) in \( Rf \);
\item[(13')] if \( e, f \in E \), \( x, y \in Re \), \( x^{-1}x = f \), \( y, z \in Rf \) and \( y \leq z \) in \( Rf \), then \( xy \leq xz \) in \( Re \);
\item[(14')] \( x \leq y \) if and only if either
\begin{enumerate}
\item[(a)] \( yy^{-1}x < xx^{-1}y \) in \( Re \), or
\item[(b)] \( yy^{-1}x = xx^{-1}y \) and \( x^{-1}x \leq y^{-1}y \) in \( E \),
\end{enumerate}
where \( e \) and \( f \) are elements of \( E \) such that \( x \in Re \) and \( y \in Rf \).
\end{enumerate}

Proof. It is evident that \( E \) is an ordered commutative idempotent semigroup and \( Re \) is a simply ordered set with respect to the respective induced orders. The condition (11') is satisfied by Lemma 3.1. If \( e, f \in E \), \( x, y \in Re \), \( x \leq y \) in \( Re \) and \( f \leq e \), then
\begin{align*}
(fx)(fx)^{-1} &= fxx^{-1}f = fef = f, \\
(fy)(fy)^{-1} &= fyy^{-1}f = fef = f.
\end{align*}
Hence $fx, fy \in R_f$ and evidently $fx \leq fy$. Thus we have the condition (12'). If $e, f \in E$, $x \in R_e$, $x^{-1}x = f$, $y, z \in R_f$ and $y \leq z$ in $R_f$, then

$$(xy)(xy)^{-1} = xyy^{-1}x^{-1} = xfx^{-1} = xx^{-1}xx^{-1} = xx^{-1} = e,$$

$$(xz)(xz)^{-1} = xzz^{-1}x^{-1} = xfx^{-1} = e.$$  

Hence $xy, xz \in R_e$ and evidently $xy \leq xz$. Thus we have the condition (13'). Now we suppose that $x \leq y$ with $x \in R_e$ and $y \in R_f$. Then

$$(yy^{-1}x)(yy^{-1}x)^{-1} = xx^{-1}yy^{-1} = ef,$$

$$(xx^{-1}y)(xx^{-1}y)^{-1} = xx^{-1}yy^{-1} = ef.$$  

Hence $yy^{-1}x, xx^{-1}y \in R_{ef}$. Moreover

$$yy^{-1}x = xx^{-1}yy^{-1}x \leq xx^{-1}yy^{-1}y = xx^{-1}y.$$  

If $yy^{-1}x < xx^{-1}y$, then the condition (a) in (14') holds. Next we suppose that $yy^{-1}x = xx^{-1}y$. Then, by Lemma 3.2, $x^{-1}y = x^{-1}xy^{-1}y = y^{-1}x$. Hence $x^{-1}x \leq x^{-1}y$ and evidently $x^{-1}x, y^{-1}y \in E$. Therefore the condition (b) in (14') holds. Conversely, if (a) holds, then $xx^{-1}yy^{-1}x = yy^{-1}x < xx^{-1}y = xx^{-1}yy^{-1}y$ and so $x < y$. Next we suppose that (b) holds. By way of contradiction, we assume that $x \neq y$. Then, by the fact shown above, $x^{-1}x \leq y^{-1}y$ and so $x^{-1}x = y^{-1}y$. By Lemma 3.2, we have $xy^{-1}y = yx^{-1}x$ and so, by Lemma 3.3, we have $x = y$, which is a contradiction. Thus we have $x \leq y$.

**Corollary 3.5.** Let $S$ be a left ordered inverse semigroup and let $E$ be the set of all idempotents of $S$. Then, in addition to the fact that $S$ satisfies the conclusion of Theorem 2.1, $E$ is an ordered commutative idempotent semigroup and, for each $e \in E$, $R_e$ is a simply ordered set with respect to the induced orders of $S$ on $E$ and on $R_e$, respectively. Moreover, $S$ satisfies the following conditions:

11) $S$ contains no elements of finite order except idempotents;
12) if $e, f \in E$, $x, y \in R_e$, $x \leq y$ in $R_e$ and $f \leq e$, then $x\psi(e, f) \leq y\psi(e, f)$ in $R_f$;
13) if $e, f \in E$, $x \in R_e$, $e\psi(x) = f$, $y, z \in R_f$ and $y \leq z$ in $R_f$, then $y\lambda(x) \leq z\lambda(x)$ in $R_e$;
14) $x \leq y$ if and only if either
   (a) $x\psi(e, ef) < y\psi(f, ef)$ in $R_{ef}$, or
   (b) $x\psi(e, ef) = y\psi(f, ef)$ and $e\psi(x) \leq f\psi(y)$ in $E$,
where $e$ and $f$ are elements of $E$ such that $x \in R_e$ and $y \in R_f$.

**Theorem 3.6.** Let $S$ be an inverse semigroup. Suppose that the set $E$ of all idempotents of $S$ is an ordered commutative idempotent semigroup and, for each $e \in E$, $R_e$ is a simply ordered set. Moreover suppose that the conditions (11'), (12') and (13') in Theorem 3.4 are satisfied. Then there exists one and only one left ordered inverse semigroup $S$ such that on the set $E$ the order of $S$ coincides with the original order of $E$ and, for each $e \in E$, on the set $R_e$ the order of $S$ coincides with the original order of $R_e$. This left ordered inverse semigroup $S$ is obtained by defining the order in $S$ by (14') in Theorem 3.4.
Proof. First we prove that, when we define the order $\leq$ in $S$ by (14'), $S$ is a left ordered inverse semigroup with the property mentioned in the theorem. We divide the proof into several steps.

1°. Let $x$, $y$ be elements of $S$ such that $yy^{-1}x = xx^{-1}y$.

(a) If $x^{-1}x < x^{-1}yy^{-1}x$ in $E$, then $x^{-1}yy^{-1}x \leq y^{-1}y$ in $E$;

(b) if $x^{-1}yy^{-1}x < x^{-1}x$ in $E$, then $y^{-1}y \leq x^{-1}yy^{-1}x$ in $E$.

In fact, we suppose that $x^{-1}x < x^{-1}yy^{-1}x$ in $E$. By way of contradiction, we assume that $y^{-1}y < x^{-1}yy^{-1}x$ were true in $E$. By (11'), $S$ contains no elements of finite order except idempotents. Moreover, by assumption, we have $yy^{-1}x = xx^{-1}y$. Hence, by Lemma 3.2, $x^{-1}yy^{-1}x = x^{-1}y$, and $x^{-1}xy^{-1}y$ and $y^{-1}y < x^{-1}y$. But, by Lemma 1.1, $x^{-1}xy^{-1}y$ lies between $x^{-1}x$ and $y^{-1}y$ in $E$, which is a contradiction. Hence $x^{-1}yy^{-1}x \leq y^{-1}y$ in $E$ and so we obtain (a). We can prove (b) in a similar way.

2°. The relation $\leq$ defined in $S$ is really a simple order.

In fact, it is trivial that the relation $\leq$ in $S$ is reflexive. Now we suppose that $x \leq y$ and $y \leq x$ in $S$. Then, by (14'), $yy^{-1}x = xx^{-1}y$ and $x^{-1}x = y^{-1}y$. Hence, by Lemmas 3.2 and 3.3, we have $x = y$ and so the relation $\leq$ in $S$ is antisymmetric. Now we suppose that $x \leq y$ and $y \leq z$ in $S$ with $e, f, g \in E$, $x \in R_e$, $y \in R_f$ and $z \in R_g$. Then, by (14'), $yy^{-1}x \leq xx^{-1}y$ in $R_{ef}$ and $zz^{-1}y \leq yy^{-1}z$ in $R_{fg}$. Hence, by (12'),

\[
\begin{align*}
yy^{-1}zz^{-1}x &= efgyy^{-1}x \leq efgxx^{-1}y = xx^{-1}zz^{-1}y \quad \text{in } R_{ef}, \\
xx^{-1}zz^{-1}y &= efgzz^{-1}y \leq efgyy^{-1}z = xx^{-1}yy^{-1}z \quad \text{in } R_{fg}.
\end{align*}
\]

In the case when either $yy^{-1}zz^{-1}x < xx^{-1}zz^{-1}y$ in $R_{ef}$ or $xx^{-1}zz^{-1}y < xx^{-1}yy^{-1}z$ in $R_{ef}$, we have $efgzxx^{-1}z = xx^{-1}yy^{-1}z = efgyyz^{-1}z$ in $R_{ef}$ and so, by (12'), $zz^{-1}x < xx^{-1}z$ in $R_{eg}$. Hence, by (14'), we have $x \leq z$. Thus, in what follows, we suppose that $yy^{-1}zz^{-1}x = xx^{-1}zz^{-1}y = xx^{-1}yy^{-1}z$.

(i) The case when $yy^{-1}x < xx^{-1}y$ in $R_{ef}$. We have

\[
\begin{align*}
xx^{-1}yy^{-1}x &= yy^{-1}x \neq xx^{-1}y = xx^{-1}yy^{-1}y, \\
xx^{-1}yy^{-1}zz^{-1}x &= yy^{-1}zz^{-1}x = xx^{-1}zz^{-1}y = xx^{-1}yy^{-1}zz^{-1}y.
\end{align*}
\]

Hence $efg = xx^{-1}yy^{-1}zz^{-1} = xx^{-1}yy^{-1} = ef$. Now, in the semilattice $(E, \leq)$, $ef \leq f$ and $fg \leq f$ and so, by Lemma 1.3, $ef$ and $fg$ are comparable in $(E, \leq)$. But, if $ef \leq fg$ were true, then we would have $efg = ef$, which is a contradiction. Hence $fg \leq ef$ and so $efg = fg$. Similarly we have $efg = eg$. By assumption, $y \leq z$ in $S$ and $zz^{-1}y = fgx = efgy = xx^{-1}zz^{-1}y = xx^{-1}yy^{-1}z = efgz = fgz = yy^{-1}z$. Hence, by (14'), $y^{-1}y \leq z^{-1}z$ in $E$. Now, by way of contradiction, we assume that $x \leq z$ were false in $S$. Then, since $zz^{-1}x = egx = efgx = yy^{-1}zz^{-1}x = xx^{-1}yy^{-1}z = efgz = egz = xx^{-1}z$, we have, by (14'), $x^{-1}x > z^{-1}z$ in $E$. We put $h = y^{-1}yz^{-1}z \in E$. We have $zz^{-1}y = yy^{-1}z$ and so, by Lemma 3.2, $h = y^{-1}yz^{-1}z = z^{-1}y$. Moreover

\[
\begin{align*}
h &= z^{-1}y = z^{-1}efgy = z^{-1}efgy = z^{-1}(xx^{-1}zz^{-1}y) \\
&= z^{-1}(yy^{-1}zz^{-1}x) = z^{-1}efgx = z^{-1}egx = z^{-1}x.
\end{align*}
\]
Since \(zz^{-1}x = xx^{-1}z\), we have, by Lemma 3.2, \(h = z^{-1}x = x^{-1}xz^{-1}z = x^{-1}z\). Hence

\[ h = h^2 = (y^{-1}y^{-1}z)(x^{-1}xz^{-1}z) = x^{-1}xy^{-1}yz^{-1}z. \]

Since \(y^{-1}y \leq z^{-1}z < x^{-1}x\) in \(E\), we have, by Lemma 1.2, \(x^{-1}xy^{-1}y \leq z^{-1}z\) and so

\[ h = x^{-1}xy^{-1}yz^{-1}z = x^{-1}xy^{-1}y. \]

Hence \(x^{-1}zz^{-1}y = (x^{-1}z)(z^{-1}y) = h^2 = h = x^{-1}xy^{-1}y\). Therefore

\[ xy^{-1} = x(x^{-1}xy^{-1}y)y^{-1} = x(x^{-1}zz^{-1}y)y^{-1} = xx^{-1}zz^{-1}yy^{-1} \in E. \]

Hence, by Lemma 3.2, \(yy^{-1}x = xx^{-1}y\), which contradicts the assumption that \(yy^{-1}x < xx^{-1}y\). Thus we have \(x \leq z\) in \(S\).

(ii) The case when \(zz^{-1}y < yy^{-1}z\) in \(Rfg\). In a similar way to (i), we obtain \(x \leq y\).

(iii) The case when \(yy^{-1}x \geq xx^{-1}y\) in \(R_{ef}\) and \(zz^{-1}y \geq yy^{-1}z\) in \(R_{fg}\). Since \(x \leq y\) and \(y \leq z\) in \(S\), we have, by (14'), \(yy^{-1}x = xx^{-1}y\), \(zz^{-1}y = yy^{-1}z\) and \(x^{-1}x \leq y^{-1}y \leq z^{-1}z\) in \(E\). By way of contradiction, we assume that \(xx^{-1}z < zz^{-1}x\) in \(R_{ef}\). Then, in a similar way to (i), we obtain \(z \leq z\) in \(S\), since \(x \leq y\) in \(S\). On the other hand, by assumption, \(y \leq z\) in \(S\) and so \(y = z\), since we have proved that the relation \(\leq\) in \(S\) is antisymmetric. Hence

\[ xx^{-1}z = xx^{-1}y = yy^{-1}x = zz^{-1}y, \]

which is a contradiction. Thus we have \(zz^{-1}x \leq xx^{-1}z\) in \(R_{ef}\). Then \(x \leq z\) in \(S\) by (14'). Also if \(zz^{-1}x < xx^{-1}z\) in \(R_{ef}\), then \(x \leq z\) in \(S\), since \(x^{-1}x \leq z^{-1}z\) in \(E\). This completes the proof of the transitivity of the relation \(\leq\).

Now we take arbitrary elements \(x, y \in S\). By (14'), if \(yy^{-1}x < xx^{-1}y\) in \(R_{ef}\), then we have \(x \leq y\) in \(S\), while, if \(yy^{-1}x > xx^{-1}y\) in \(R_{ef}\), then \(x \geq y\) in \(S\). Next we suppose that \(yy^{-1}x = xx^{-1}y\). Again by (14'), if \(x^{-1}x \leq y^{-1}y\) in \(E\), then we have \(x \leq y\) in \(S\), while, if \(x^{-1}x \geq y^{-1}y\) in \(E\), then \(x \geq y\) in \(S\). This completes the proof of 2°.

3°. With respect to the order \(\leq\) in \(S\), \(x \leq y\) implies \(zx \leq zy\), where \(e, f, g \in E\), \(x \in R_{ef}\), \(y \in R_f\) and \(z \in R_g\).

In fact, we put \(x' = zx\), \(y' = zy\), \(e' = zez^{-1}\), \(f' = zefz^{-1}\), \(x^* = zezf\), \(y^* = z^{-1}zefx\), \(z^* = z^{-1}zefy\), \(e^* = zefz^{-1}\) and \(f^* = z^{-1}zef\). Then \(e', f', e^*, f^* \in E\) and

\[ e'f' = zez^{-1}zefz^{-1} = zefz^{-1} = e^*, \]
\[ x'x'^{-1} = (zx)(zx)^{-1} = zez^{-1} = e', \]
\[ y'y'^{-1} = (zy)(zy)^{-1} = zefz^{-1} = f', \]

Also we have \(x' \in R_{ef}\) and \(y' \in R_f\). Moreover

\[ y'y'^{-1}x' = zefz^{-1}zx = (zef)(z^{-1}zefx) = x^*y^*, \]

\[ x'x'^{-1}y' = zez^{-1}zy = (zef)(z^{-1}zefy) = x^*z^*. \]

Furthermore

\[ x^*x'^{-1} = (zef)(zef)^{-1} = zefz^{-1} = e^*, \]
\[ y^*y'^{-1} = (z^{-1}zefx)(z^{-1}zefx)^{-1} = z^{-1}zef = f^*, \]
\[ z^*z'^{-1} = (z^{-1}zefy)(z^{-1}zefy)^{-1} = z^{-1}zef = f^*, \]
\[ x'^{-1}x^* = (zef)^{-1}(zef) = z^{-1}zef = f^*. \]

Also we have \(x^* \in R_{ef}\) and \(y^*, z^* \in R_f\).
(i) The case when \(yy^{-1}x < xx^{-1}y\) in \(R_{ef}\). Since \(f^* = z^{-1}zef \leq ef\), we have, by (12'),
\[
y^* = (z^{-1}zef)(yy^{-1}x) \leq (z^{-1}zef)(xx^{-1}y) = z^*
\]
in \(R_{ef}\). Therefore, since \(x^* \in R_{ef}\) and \(x^*^{-1}x^* = f^*\), we have, by (13'),
\[
y'y'^{-1}x' = x^*y^* \leq x^*z^* = x'^{-1}y' \text{ in } R_{ef}.
\]
If \(y'y'^{-1}x' < x'^{-1}y'\) in \(R_{ef} = R_{ef'}\), then, by (14'),
\[
zx = x'^{-1}y' = x'^{-1}x'y'^{-1}y' = x'z^*.
\]
Hence
\[
(z^{-1}zef)x = y^* = y^*y'^{-1}y^* = f^*y^* = x^*^{-1}x^*y^* = x^*^{-1}x^*z^*
\]
\[
= f^*z^* = z^*z^*^{-1}z^* = z^* = (z^{-1}zef)y.
\]
But, by assumption, \(efx = yy^{-1}x \neq xx^{-1}y = efy\). Hence \(z^{-1}zef \neq ef\). Now \(z^{-1}zef \leq e\) and \(ef \leq e\) and so, by Lemma 1.3, \(z^{-1}zef\) and \(ef\) are comparable in the semilattice \((E, \leq)\). If \(ef \leq z^{-1}zef\) were true, then we would have \(z^{-1}zef = ef\), which is a contradiction. Hence \(z^{-1}zef \leq ef\) and so \(z^{-1}zef = z^{-1}zf\). Similarly we have \(z^{-1}zef = z^{-1}zf\).

Hence
\[
zx = z(z^{-1}zef)x = z((z^{-1}zef)x)x
\]
\[
= z((z^{-1}zef)y) = z(z^{-1}zf)y = zy.
\]
(ii) The case when \(yy^{-1}x \geq xx^{-1}y\) in \(R_{ef}\). Since \(x \leq y\) in \(S\), we have, by (14'),
\[
yy^{-1}x = xx^{-1}y \text{ and } x^{-1}x \leq y^{-1}y \text{ in } E.
\]
Hence
\[
y'y'^{-1}x' = x^*y^* = x^*z^{-1}zefx = (x^*z^{-1}z)(yy^{-1}x)
\]
\[
= (x^*z^{-1}z)(xx^{-1}y) = x^*z^{-1}zefy = x^*z^* = x'^{-1}y'.
\]
Therefore, by Lemma 3.2,
\[
x^{-1}y = x^{-1}xy^{-1}y = y^{-1}x
\]
\[
x'^{-1}y' = x'^{-1}x'y'^{-1}y' = y'^{-1}x'.
\]
By way of contradiction, we assume that \(x^{-1}yy^{-1}x < x^{-1}x\) is true in \(E\). Then, by \(1^\circ(b)\), \(y^{-1}y \leq x^{-1}yy^{-1}x < x^{-1}x\) in \(E\), which is a contradiction. Hence \(x^{-1}x \leq x^{-1}yy^{-1}x\) in \(E\). Similarly we have \(y^{-1}xx^{-1}y \leq y^{-1}y \text{ in } E\). Hence, in \(E\),
\[
x'^{-1}x' = (zx)^{-1}(zx) = (zx)^{-1}(zx)(xx^{-1}x) \leq (zx)^{-1}(zx)(yy^{-1}x)
\]
\[
= (zx)^{-1}zyy^{-1}x = (zx)^{-1}(zy)(y^{-1}x) = (x'^{-1}y')(y^{-1}x)
\]
\[
= (y'^{-1}x')(x'^{-1}y) = (zy)^{-1}(zx)(xx^{-1}y) = (zy)^{-1}xx^{-1}y
\]
\[
= (zy)(zy)(y^{-1}xx^{-1}y) = (zy)(y^{-1}y) = (zy)^{-1}(zy)
\]
\[
= y'^{-1}y'.
\]
Therefore, by (14'), we have \(zx = x' \leq y' = zy\) in \(S\). This completes the proof of 3°.

4°. On the set \(E\) the order of \(S\) coincides with the original order of \(E\).

In fact, for \(e, f \in E\), \(ff^{-1}e = ef = ee^{-1}f\) and \(e^{-1}e = e, f^{-1}f = f\). Hence, by (14'), \(e \leq f\) with respect to the order in \(S\) if and only if \(e \leq f\) with respect to the order in \(E\).

5°. For each \(e \in E\), on the set \(R_{ef}\) the order of \(S\) coincides with the original order of \(R_{ef}\).
In fact, for \( x, y \in R_e \), \( yy^{-1}x = xx^{-1}x = x \) and \( xx^{-1}y = yy^{-1}y = y \). Hence, by (14'), \( x < y \) with respect to the order of \( S \) if and only if \( x < y \) with respect to the order of \( R_e \).

This completes the proof of the fact that, when we define the order in \( S \) by (14'), \( S \) is a left ordered inverse semigroup with the property mentioned in the theorem. The uniqueness of such left ordered inverse semigroups is almost trivial by Theorem 3.4.

**Corollary 3.7.** In addition to the assumption of Theorem 2.2, we suppose that \( E \) is an ordered commutative idempotent semigroup, that, for each \( e \in E \), \( R_e \) is a simply ordered set and that the conditions (11), (12) and (13) in Corollary 3.5 are satisfied. We define the product in \( S \) by (10) in Theorem 2.1 and the order in \( S \) by (14) in Corollary 3.5. Then \( S \) is a left ordered inverse semigroup such that the semigroup and semilattice isomorphism of \( E \) onto \( E^* \) in Theorem 2.2 which maps \( e \) into \( e^* \) is an order isomorphism of the ordered semigroup \( E \) onto the ordered semigroup \( E^* \) induced by the order of \( S \) and moreover, for each \( e \in E \), the order induced in \( R_e \) by the order of \( S \) coincides with the original order in \( R_e \).

4. Some properties of left ordered inverse semigroups. In this section, we give some properties of left ordered inverse semigroups which we need in the following sections.

**Lemma 4.1.** Let \( x, y \) be elements of a left ordered inverse semigroup \( S \). Then
\[
\begin{align*}
(a) & \quad yy^{-1}x < xx^{-1}y \text{ if and only if } xy^{-1}y < xy^{-1}x; \\
(b) & \quad yy^{-1}x > xx^{-1}y \text{ if and only if } xy^{-1}y > xy^{-1}x; \\
(c) & \quad yy^{-1}x = xx^{-1}y \text{ if and only if } xy^{-1}y = xy^{-1}x.
\end{align*}
\]

**Proof.** We put \( x' = xy^{-1}y \) and \( y' = yx^{-1}x \). Then
\[
\begin{align*}
y'y'^{-1}x' &= yx^{-1}xy^{-1}xy^{-1}y = yx^{-1}x(yy^{-1}x)(yy^{-1}x)(yy^{-1})y, \\
&= yx^{-1}xy^{-1}x(yy^{-1}x)(yy^{-1})y = yx^{-1}xy^{-1}x(yy^{-1}x)(yy^{-1}x), \\
&= (xy^{-1}xy^{-1})(y)(yy^{-1}x)
\end{align*}
\]
and similarly \( x'y'^{-1}y' = (xy^{-1}xy^{-1})(xy^{-1}xy^{-1})(yy^{-1}x) \). First we suppose that \( yy^{-1}x < xx^{-1}y \). Then
\[
\begin{align*}
y'y'^{-1}x' &= (yy^{-1}xy^{-1})(xy^{-1}yx^{-1})(yy^{-1}x) \\
&= (xy^{-1}xy^{-1})(xy^{-1}yx^{-1})(yy^{-1}x) \\
&\leq (xy^{-1}yx^{-1})(yy^{-1}x)(xy^{-1}y) = x'y'^{-1}y'.
\end{align*}
\]
By way of contradiction, we assume that \( y'y'^{-1}x' = x'y'^{-1}y' \) is true. Then, by Lemma 3.2, \( x^{-1}xy^{-1}xy^{-1}y = y^{-1}x' = x^{-1}x'y'^{-1}y' = x^{-1}y'^{-1}y = y^{-1}yx^{-1}yx^{-1}x \). Hence
\[
\begin{align*}
xy^{-1}xy^{-1} &= x(x^{-1}xy^{-1}xy^{-1}y)y^{-1} = x(y^{-1}yx^{-1}yx^{-1}x)y^{-1} \\
&= (xy^{-1}yx^{-1})(xy^{-1}xy^{-1})
\end{align*}
\]
Therefore \((xy^{-1})^2\) is an idempotent and so \(xy^{-1}\) is an element of finite order. By Lemma 3.1, \(xy^{-1}\) is an idempotent and so, by Lemma 3.2, \(yy^{-1}x = xx^{-1}y\), which is a contradiction. Therefore \(x'x'^{-1}y'y'^{-1}x'y' = y'y'^{-1}x'y'^{-1}y'^{-1}y'\) and so \(xy^{-1}y = x' < y' = yx^{-1}x\). Thus we have proved that \(yy^{-1}x < xx^{-1}y\) implies \(xy^{-1}y < yx^{-1}x\). In a similar way we can prove that \(yy^{-1}x > xx^{-1}y\) implies \(xy^{-1}y > yx^{-1}x\).

The assertion (c) is contained in Lemma 3.2. Hence, conversely, \(xy^{-1}y < yx^{-1}x\) implies \(yy^{-1}x < xx^{-1}y\) and \(xy^{-1}y > yx^{-1}x\) implies \(yy^{-1}x > xx^{-1}y\). This completes the proof of Lemma 4.1.

**Lemma 4.2.** Let \(x, y\) be elements of a left ordered inverse semigroup \(S\) which are \(R\)-equivalent or \(L\)-equivalent to one another. Then

(a) \(yy^{-1}x < xx^{-1}y\) if and only if \(x < y\);
(b) \(yy^{-1}x > xx^{-1}y\) if and only if \(x > y\);
(c) \(yy^{-1}x = xx^{-1}y\) if and only if \(x = y\).

**Proof.** If \(x \not< R y\), then we have \(xx^{-1}y = yy^{-1}x\). Hence \(x = xx^{-1}x = yy^{-1}x, y = yy^{-1}y = xx^{-1}y\). Therefore we obtain the conclusion trivially. If \(x \not> L y\), then \(x^{-1}x = y^{-1}y\) and so \(x = xx^{-1}x = yy^{-1}y, y = yy^{-1}y = yy^{-1}x\). Hence we obtain the conclusion by Lemma 4.1.

**Lemma 4.3.** The following conditions for an element \(x\) of a left ordered inverse semigroup \(S\) are equivalent:

(a) \(x\) is positive;
(b) \(x^{-1}x < x\);
(c) \(xx^{-1} < x\).

**Proof.** (a) implies (b). In fact, \(xx^{-1}x = x < x^2\) and so \(x^{-1}x \neq x\).
(b) implies (c). In fact, \((x^{-1}x)x^{-1}x = x^{-1}x < x \leq xx^{-1}xx^{-1}x = x(x^{-1}x)^{-1}(x^{-1}x)\). Hence, by Lemma 4.1, \((x^{-1}x)xx^{-1} = xx^{-1}(x^{-1}x)^{-1}x = (x^{-1}x)x\). Therefore \(xx^{-1} < x\).
(c) implies (a). In fact, \(xx^{-1}(x^{-1}x) = (x^{-1}x)xx^{-1} \leq (x^{-1}x)x = (x^{-1}x)(x^{-1}x)^{-1}x\). Hence, by Lemma 4.1, \(x^{-1}x = (x^{-1}x)x^{-1}x \leq x(x^{-1}x)^{-1}(x^{-1}x) = xx^{-1}xx^{-1}x = x\). Therefore \(x = xx^{-1}x \leq x^2\). But, if \(x = x^2\), then \(x\) is an idempotent and so \(xx^{-1} = x^2 = x\), contradicting the assumption. Hence \(x\) is positive.

**Lemma 4.3'.** The following conditions for an element \(x\) of a left ordered inverse semigroup \(S\) are equivalent:

(a) \(x\) is nonpositive;
(b) \(x \leq x^{-1}x\);
(c) \(x \leq xx^{-1}\).

As the order dual of Lemma 4.3, we have

**Lemma 4.4.** The following conditions for an element \(x\) of a left ordered inverse semigroup \(S\) are equivalent:

(a) \(x\) is negative;
(b) \( x < x^{-1}x; \)
(c) \( x < xx^{-1}. \)

**Lemma 4.4'.** The following conditions for an element \( x \) of a left ordered inverse semigroup \( S \) are equivalent:
(a) \( x \) is nonnegative;
(b) \( x^{-1}x \leq x; \)
(c) \( xx^{-1} \leq x. \)

**Lemma 4.5.** Let \( x \) be an element of a left ordered inverse semigroup \( S. \) Then \( x \) is positive if and only if \( x^{-1} \) is negative.

**Proof.** By Lemma 4.3, \( x \) is positive if and only if \( xx^{-1} < x. \) If \( xx^{-1} < x, \) then \( xx^{-1} < xx^{-1}x \) and so \( x^{-1} < x^{-1}x. \) Conversely, if \( x^{-1} < x^{-1}x, \) then \( x^{-1}xx^{-1} < x^{-1}x \) and so \( xx^{-1} < x. \) Thus \( xx^{-1} < x \) if and only if \( x^{-1} < x^{-1}x \) and so, by Lemma 4.4, if and only if \( x^{-1} \) is negative.

**Lemma 4.6.** Let \( x, y \) be nonnegative elements of a left ordered inverse semigroup \( S. \) Then \( xy \) is nonnegative.

**Proof.** Since \( x \) is nonnegative, \( x^{-1} \) is nonpositive by Lemma 4.5. Hence, by Lemma 4.3', \( x^{-1} \leq x^{-1}x. \) Therefore \( (xy)(xy)^{-1} = xyy^{-1}x^{-1} \leq xyy^{-1}x^{-1}x = xyy^{-1}. \) Since \( y \) is nonnegative, we have \( yy^{-1} \leq y \) by Lemma 4.4'. Hence \( (xy)(xy)^{-1} \leq xyy^{-1} \leq xy. \) Hence, by Lemma 4.4', \( xy \) is nonnegative.

As the order dual of Lemma 4.6, we have

**Lemma 4.7.** Let \( x, y \) be nonpositive elements of a left ordered inverse semigroup \( S. \) Then \( xy \) is nonpositive.

By Lemma 4.6, the set \( P \) of all nonnegative elements of a left ordered inverse semigroup \( S \) forms a subsemigroup of \( S, \) which is called the nonnegative part of \( S. \) Also, by Lemma 4.7, the set \( Q \) of all nonpositive elements of \( S \) forms a subsemigroup of \( S, \) which is called the nonpositive part of \( S. \)

**Lemma 4.8.** Let \( x, y \) be elements of a left ordered inverse semigroup \( S. \) Then the following conditions are equivalent:
(a) \( yy^{-1}x < xx^{-1}y; \)
(b) \( y^{-1}yx^{-1}x \) is positive;
(c) \( x^{-1}y \) is positive.

**Proof.** (a) implies (b). In fact, we put \( x' = xy^{-1}y \) and \( y' = yx^{-1}x. \) Then, by Lemma 4.1, \( x' = xy^{-1}y < yx^{-1}x = y' \) and also \( x'^{-1}x' = x^{-1}xy^{-1}y = y'^{-1}y'. \) Hence \( x'^{-1}y' = x'^{-1}y'y'^{-1}y' = x'^{-1}y'x'^{-1}x' \leq x'^{-1}y'x'^{-1}y' = (x'^{-1}y')^2. \) By way of contradiction, we assume that \( x'^{-1}y' = (x'^{-1}y')^2 \) is true. Then \( x'^{-1}y' \) is an idempotent and so, by Lemma 3.2, \( y'x'^{-1}x' = y'y'x'^{-1}y'. \) Now \( x'Ly'x'^{-1}x' = y'y'Lx' \) and so \( x' \) and \( y' \) are \( L \)-equivalent. Hence, by Lemma 4.2, \( x' = y', \) which contradicts the fact that \( x' < y'. \) Hence \( x'^{-1}y' < (x'^{-1}y')^2 \) and so \( y^{-1}yx^{-1}x = x'^{-1}y' \) is positive.
(b) implies (c). In fact, by way of contradiction, we assume that $x^{-1}y$ is nonpositive. Then, by Lemma 4.7, $y^{-1}xy^{-1}yxx^{-1}x$ is also nonpositive, which contradicts the assumption. Thus $x^{-1}y$ is positive.

(c) implies (a). In fact, by Lemma 4.3, $(x^{-1}yy^{-1})(yy^{-1}x) = (x^{-1}y)(x^{-1}y)^{-1} < x^{-1}y = (x^{-1}yy^{-1})(xx^{-1}y)$ and so $yy^{-1}x < xx^{-1}y$.

**Lemma 4.9.** Let $x, y$ be elements of a left ordered inverse semigroup $S$ which are $R$-equivalent or $L$-equivalent to one another. Then $x < y$ if and only if $x^{-1}y$ is positive.

**Proof.** This lemma follows immediately from Lemmas 4.2 and 4.8.

**Lemma 4.10.** Let $x, y, z$ be elements of a left ordered inverse semigroup $S$. If $xy^{-1}y \neq yx^{-1}x$ and $xy^{-1}yz = yx^{-1}xz$, then $xz = yz$.

**Proof.** By assumption,

$$x(x^{-1}xy^{-1}y) = xy^{-1}y = yx^{-1}x = y(x^{-1}xy^{-1}y),$$
$$x(x^{-1}xy^{-1}yzz^{-1}) = (xy^{-1}yz)z^{-1} = (yx^{-1}xz)z^{-1} = y(x^{-1}xy^{-1}yzz^{-1}).$$

Hence $x^{-1}xy^{-1}y \neq x^{-1}xy^{-1}yzz^{-1}$. Now $(x^{-1}x)(y^{-1}y) \leq x^{-1}x$, $(x^{-1}x)(zz^{-1}) \leq x^{-1}x$ and so, by Lemma 1.3, $(x^{-1}x)(y^{-1}y)$ and $(x^{-1}x)(zz^{-1})$ are comparable in the semilattice $(E, \leq)$. Since $x^{-1}xy^{-1}y \neq x^{-1}xy^{-1}yzz^{-1}$, we have $(x^{-1}x)(zz^{-1}) \leq (x^{-1}x)(y^{-1}y)$ and so $x^{-1}zz^{-1} = x^{-1}xy^{-1}yzz^{-1}$. Similarly we have $y^{-1}yzz^{-1} = x^{-1}xy^{-1}yzz^{-1}$. Hence

$$xz = x(x^{-1}zz^{-1})z = x(x^{-1}xy^{-1}yzz^{-1})z = xy^{-1}yz = yx^{-1}xz = y(x^{-1}xy^{-1}yzz^{-1}z) = yz.$$

5. **A characterization of ordered inverse semigroups.** In this section, we characterize the structure of ordered inverse semigroups. Theorem 5.4 gives a condition in order that a left ordered inverse semigroup is an ordered inverse semigroup. Corollary 5.5 gives a characterization of ordered inverse semigroups in terms of the three mappings $\psi$, $\varphi$ and $\lambda$.

**Lemma 5.1.** Let $S$ be a left ordered inverse semigroup and let $E$ be the set of all idempotents of $S$. Then $S$ satisfies the condition

$$(12R) \text{ if } e, f \in E, x, y \in L_e, x \leq y \text{ in } L_e \text{ and } f \leq e, \text{ then } xf \leq yf \text{ in } L_f.$$

**Proof.** We put $x' = xf$ and $y' = yf$. Since $x \vartriangleleft y$ and $x \leq y$, we have, by Lemma 4.2,

$$yy^{-1}x \leq xx^{-1}y.$$

Hence

$$y'y'^{-1}x' = (yf)(yf)^{-1}(xf) = yfy^{-1}xf = yfy^{-1}x(x^{-1}yy^{-1}x)f$$
$$= yfy^{-1}xfx^{-1}yy^{-1}x \leq yfy^{-1}xfx^{-1}xx^{-1}y = (xfx^{-1})(yfy^{-1})xx^{-1}y$$
$$= xfx^{-1}y(y^{-1}xx^{-1}y)f = xfx^{-1}yf = (xf)(xf)^{-1}(yf)$$
$$= x'x'^{-1}y'.$$
Since \( x \preceq y \), we have \( x' = xf \preceq y' = yf \). Hence, by Lemma 4.2, \( xf = x' \preceq y' = yf \).

**Lemma 5.2.** Let \((S, \preceq)\) be a left ordered inverse semigroup and let \(E\) be the set of all idempotents of \(S\). Suppose that \((S, \preceq)\) satisfies the condition
\[(13R)\text{ if } e, f \in E, x \in L_e, xx^{-1} = f, y, z \in L_f \text{ and } y \preceq z \text{ in } L_f, \text{ then } yx \preceq zx \text{ in } L_e.
\]Then there exists one and only one right ordered inverse semigroup \((S, \preceq_1)\) such that the order \(\preceq_1\) coincides with the order \(\preceq\) on the set \(E\) and also on the set \(L_e\) for each \(e \in E\).

**Proof.** This lemma follows immediately from Theorem 3.4, Lemma 5.1 and the left-right dual of Theorem 3.6.

The right ordered inverse semigroup \((S, \preceq_1)\) in Lemma 5.2 is called the associated right ordered semigroup of the left ordered inverse semigroup \((S, \preceq)\).

**Lemma 5.3.** Let \(S\) be a left ordered inverse semigroup and let \(E\) be the set of all idempotents of \(S\). Then the condition
\[(14R)\text{ } x \preceq y \text{ if and only if either}
\begin{align*}
\text{(a)} & \enspace xy^{-1}y < xy^{-1}x \text{ in } L_e, \text{ or} \\
\text{(b)} & \enspace xy^{-1}y = xy^{-1}x \text{ and } xx^{-1} \preceq yy^{-1} \text{ in } E,
\end{align*}
\]where \(e\) and \(f\) are elements of \(E\) such that \(x \in L_e\) and \(y \in L_f\), is equivalent to the condition
\[(16')\text{ if } e, f, g \in E, x \in R_e, f \preceq e, g \preceq e \text{ and } f \preceq g, \text{ then } x^{-1}fx \preceq x^{-1}gx.
\]

**Proof.** (14R) implies (16'). In fact, we suppose that \(e, f, g \in E, x \in R_e, f \preceq e, g \preceq e \text{ and } f \preceq g\). Then \(x^{-1}f \preceq x^{-1}g\). Now \((x^{-1}f)(x^{-1}g)^{-1}(x^{-1}g) = x^{-1}fg = (x^{-1}g)(x^{-1}f)^{-1}(x^{-1}f)\). Hence, by (14R), \(x^{-1}fx = (x^{-1}f)(x^{-1}f)^{-1} \preceq (x^{-1}g)(x^{-1}g)^{-1} = x^{-1}gx\).

(16') implies (14R). In fact, by Theorem 3.4, \(x \preceq y\) if and only if either
\begin{align*}
\text{(a*)} & \enspace yy^{-1}x < xx^{-1}y \text{ or} \\
\text{(b*)} & \enspace yy^{-1}x = xx^{-1}y \text{ and } xx^{-1} \preceq yy^{-1}.
\end{align*}

By Lemma 4.1, (a) is equivalent to (a*) and also the first condition of (b) is equivalent to the first condition of (b*). Hence, in what follows, we consider the case when \(xy^{-1}y = xy^{-1}x\) and \(yy^{-1}x = xx^{-1}y\). First we suppose that \(xx^{-1} < yy^{-1}\).

By Lemma 1.1, \(xx^{-1} \preceq xx^{-1}yy^{-1} \preceq yy^{-1}\). Hence, by (16'),
\begin{align*}
xx^{-1}x = xx^{-1}(xx^{-1})x & \preceq xx^{-1}(xx^{-1}yy^{-1})x = x^{-1}yy^{-1}x, \\
yy^{-1}xx^{-1}y = yy^{-1}(xx^{-1}yy^{-1})y & \preceq yy^{-1}(yy^{-1})y = yy^{-1}.
\end{align*}

Since \(xy^{-1}y = xy^{-1}x\), we have, by Lemma 3.2, \(x^{-1}yy^{-1}x = x^{-1}y = x^{-1}yx^{-1}y = y^{-1}x = y^{-1}xx^{-1}y\), and so \(x^{-1}x \preceq x^{-1}yy^{-1}x = y^{-1}xx^{-1}y \preceq yy^{-1}y \preceq y^{-1}y\). But, if \(x^{-1}x = y^{-1}y\), then, by Lemma 3.3, we have \(x = y\), which contradicts the fact that \(xx^{-1} < yy^{-1}\). Thus we have proved that \(xx^{-1} < yy^{-1}\) implies \(x^{-1}x < y^{-1}y\). Similarly we can prove that \(yy^{-1} < xx^{-1}\) implies \(y^{-1}y < x^{-1}x\). Finally, if \(xx^{-1} = yy^{-1}\), then, by
Lemma 4.2, we have \( x = y \) and so \( x^{-1}x = y^{-1}y \). Hence

\[
\begin{align*}
xx^{-1} &< yy^{-1} \text{ if and only if } x^{-1}x < y^{-1}y; \\
xx^{-1} &> yy^{-1} \text{ if and only if } x^{-1}x > y^{-1}y; \\
xx^{-1} &= yy^{-1} \text{ if and only if } x^{-1}x = y^{-1}y.
\end{align*}
\]

Therefore (b) is equivalent to (b*). Hence (14R) holds.

**Theorem 5.4.** Let \( S \) be a left ordered inverse semigroup and let \( E \) be the set of all idempotents of \( S \). In order that \( S \) is an ordered inverse semigroup, it is necessary and sufficient that it satisfies the following conditions:

\[
(15') \text{ if } xx^{-1} = y^{-1}y = z^{-1}z \text{ and } y \leq z, \text{ then } yx \preceq zx;
\]

\[
(16') \text{ if } e, f, g \in E, x \in Re, f \leq e, g \leq e \text{ and } f \leq g, \text{ then } x^{-1}fx \preceq x^{-1}gx.
\]

**Proof.** The necessity of these conditions are trivial. We prove the sufficiency and suppose that \( S \) satisfies the conditions (15') and (16'). The condition (15') is nothing but the condition (13R) and so, by Lemma 5.2, there exists the associated right ordered semigroup \( (S, \preceq_{\mathbf{R}}) \) of the original left ordered inverse semigroup \( (S, \preceq) \). By the left-right dual of Theorem 3.6 and Lemma 5.3, the condition (16') means that the order \( \preceq_{\mathbf{R}} \) coincides with the original order \( \preceq \). Thus \( S \) is an ordered inverse semigroup.

**Corollary 5.5.** Let \( S \) be an ordered inverse semigroup and let \( E \) be the set of all idempotents of \( S \). Then, in addition to the fact that \( S \) satisfies the conclusion of Corollary 3.5, \( S \) satisfies the following conditions:

\[
(15) \text{ if } e, f, g \in E, x \in Re, y \in Rf, z \in Rg, e = fp(y) = gp(z) \text{ and } y\psi(f, fg) \preceq z\psi(g, fg) \text{ in } Rg; \text{ then } yx\psi(f, fg) \preceq z\psi(g, fg) \text{ in } Rg;
\]

\[
(16) \text{ if } e, f, g \in E, x \in Re, f \leq e, g \leq e \text{ and } f \leq g \in E, \text{ then } f\varphi(x) \preceq g\varphi(x) \text{ in } E.
\]

Conversely, in addition to the assumption of Corollary 3.7, we suppose that the conditions (15) and (16) are satisfied. We define the product in \( S \) by (10) in Theorem 2.1 and the order in \( S \) by (14) in Corollary 3.5. Then \( S \) is an ordered inverse semigroup.

**Theorem 5.6.** Let \( S \) be a left ordered inverse semigroup. Then each one of the following conditions is equivalent to the condition (15') in Theorem 5.4:

\[
(15a) \text{ if } xy^{-1}y < xy^{-1}x, \text{ then } yx^{-1} \text{ is positive};
\]

\[
(15b) \text{ if } x \mathcal{L} y \text{ and } x < y, \text{ then } yx^{-1} \text{ is positive};
\]

\[
(15c) \text{ if } x \mathcal{R} y \text{ and } x < y, \text{ then } yx^{-1} \text{ is positive};
\]

\[
(15d) \text{ if } x \mathcal{L} y \text{ and } yx^{-1} \text{ is positive, then } x < y;
\]

\[
(15e) \text{ if } x \mathcal{R} y \text{ and } yx^{-1} \text{ is positive, then } x < y;
\]

\[
(15f) \text{ if } yy^{-1}x < xx^{-1}y, \text{ then } x^{-1}xy^{-1} < y^{-1}yx^{-1};
\]

\[
(15g) \text{ if } x \mathcal{L} y \text{ and } x < y, \text{ then } y^{-1} < x^{-1};
\]

\[
(15h) \text{ if } x \mathcal{R} y \text{ and } x < y, \text{ then } y^{-1} < x^{-1};
\]

\[
(15i) \text{ if } xy \text{ is positive, then } yx \text{ is positive};
\]

\[
(15j) \text{ if } xy^{-1}y \text{ is positive, then } yxy^{-1} \text{ is positive};
\]

\[
(15k) \text{ if } yy^{-1}x \text{ is positive, then } y^{-1}xy \text{ is positive};
\]
(15i) if $y$ is positive, then $x^{-1}yx$ is nonnegative for every $x \in S$;
(15m) if $x^{-1}y$ is not idempotent and $x < y$, then $xz \leq yz$ for every $z \in S$.

Proof. (15') implies (15a). In fact, we suppose that $xy^{-1}y < xy^{-1}x$. We have

$$(y^{-1}xy^{-1})(y^{-1}xy^{-1})^{-1} = x^{-1}xy^{-1}y = (xy^{-1}y)^{-1}(xy^{-1}y) = (xy^{-1}x)^{-1}(xy^{-1}x).$$

Hence, by (15'),

$$(yx^{-1})^{-1}(yx^{-1}) = xy^{-1}yx^{-1} = (xy^{-1}y)(y^{-1}yx^{-1})$$
$$\leq (yx^{-1}x)(y^{-1}yx^{-1}) = yx^{-1}.$$

But, if $(yx^{-1})^{-1}(yx^{-1}) = yx^{-1}$ were true, then $yx^{-1}$ is an idempotent and so, by
Lemma 3.2, we have $xy^{-1}y = xy^{-1}x$, which is a contradiction. Hence $(yx^{-1})^{-1}(yx^{-1}) < yx^{-1}$ and so, by Lemma 4.3, $yx^{-1}$ is positive.

(15a) implies (15c). In fact, we suppose that $x \geq y$ and $x < y$. Then, by Lemma 4.2,

we have $yy^{-1}x < xx^{-1}y$. Hence, by Lemma 4.1, $xy^{-1}y < yx^{-1}x$ and so, by (15a),

$yx^{-1}$ is positive.

(15c) implies (15e). In fact, we suppose that $x \geq y$ and $yx^{-1}x$ is positive. By way of
contradiction, we assume that $y \geq x$. If $y < x$, then, by (15c), $xy^{-1}$ is positive and so,
by Lemma 4.5, $yx^{-1} = (xy^{-1})^{-1}$ is negative, which is a contradiction. If $y = x$, then

$yx^{-1} = xx^{-1}$ is an idempotent, which is also a contradiction. Thus we have $x < y$.

(15e) implies (15f). In fact, we suppose that $yy^{-1}x < xx^{-1}y$. Then, by Lemma 4.8,

$y^{-1}yx^{-1}yx^{-1}x$ is positive. Now $x^{-1}xy^{-1}x^{-1}xy^{-1}y^{-1}yx^{-1}x$ and moreover

$(y^{-1}yx^{-1})(x^{-1}xy^{-1})^{-1} = y^{-1}yx^{-1}yx^{-1}x$ is positive. Hence, by (15e), $x^{-1}xy^{-1}$

$< y^{-1}yx^{-1}$.

(15f) implies (15h). In fact, we suppose that $x \geq y$ and $x < y$. Then, by Lemma

4.2, $yy^{-1}x < xx^{-1}y$ and so, by (15f),

$x^{-1}(x^{-1})^{-1}y^{-1} = x^{-1}xy^{-1} < y^{-1}yx^{-1}$

$= y^{-1}(y^{-1})^{-1}x^{-1}$. Since $x \geq y$, we have $xx^{-1} = yy^{-1}$ and so $x^{-1}L^{-1}y^{-1}$. Hence, by

Lemma 4.2, we have $y^{-1} < x^{-1}$.

(15h) implies (15i). In fact, we suppose that $xy$ is positive. Then, by Lemma 4.8,

$yy^{-1}x < xx^{-1}y$. Now $yy^{-1}x^{-1}xy^{-1}x^{-1}xy^{-1}y^{-1}yx^{-1}$ and so, by (15h), $y^{-1}x^{-1}x$

$= (x^{-1}xy)^{-1} < (yy^{-1}x^{-1})^{-1} = xyy^{-1}$. Therefore, by Lemma 4.1, $xx^{-1}y < y^{-1}yx$

and so, by Lemma 4.8, $yx = (y^{-1})^{-1}x$ is positive.

(15i) implies (15j). In fact, we suppose that $xy^{-1}$ is positive. Then, by (15i),

$yx^{-1} = y(xy^{-1})$ is positive.

(15j) implies (15l). In fact, we suppose that $y$ is positive. Then, by Lemma 4.6,

$yx^{-1}$ is nonnegative. If $yx^{-1}$ is positive, then, by (15j), $x^{-1}yx$ is positive. If

$yx^{-1}$ is idempotent, then

$$(x^{-1}yx)^2 = x^{-1}yx^{-1}yx^{-1}x = x^{-1}(yx^{-1})x = x^{-1}yx$$

and so $x^{-1}yx$ is idempotent.

(15l) implies (15m). In fact, we suppose that $x^{-1}y$ is not idempotent and $x < y$. Then, by Lemma 3.2, $yy^{-1}x \neq xx^{-1}y$. By way of contradiction, we assume that

$xx^{-1}y < yy^{-1}x$ were true. Then $xx^{-1}yy^{-1}y = xx^{-1}y < yy^{-1}x = xx^{-1}yy^{-1}x$, and so
y < x, which is a contradiction. Thus we have \( yy^{-1}x < xx^{-1}y \). Hence, by Lemma 4.8, \( x^{-1}y \) is positive. Therefore, by (15l), \( (xz)^{-1}(yz) = z^{-1}x^{-1}yz \) is nonnegative. If \( (xz)^{-1}(yz) \) is positive, then, by Lemma 4.8,

\[
(xz)(xz)^{-1}(yz)(yz)^{-1}(xz) = (yz)(yz)^{-1}(xz) < (xz)(xz)^{-1}(yz)
\]

and so \( xz < yz \). If \( (xz)^{-1}(yz) \) is idempotent, then, by Lemma 3.2,

\[
xz^{-1}yz = zz^{-1}y^{-1}yz = (xz)(yz)^{-1}(yz)
\]

and also, by Lemma 4.1, \( xy^{-1} < yx^{-1}x \). Hence, by Lemma 4.10, \( xz = yz \).

(15m) implies (15k). In fact, we suppose that \( yy^{-1}x \) is positive. Then, by Lemma 4.3, \( x^{-1}yy^{-1}x = (yy^{-1}x)^{-1}(yy^{-1}x) < yy^{-1}x \) and also \( (yy^{-1}x)(x^{-1}yy^{-1}x)^{-1} = yy^{-1}x \) is not idempotent. Hence, by Lemma 3.2, \( (x^{-1}yy^{-1}x)^{-1}(yy^{-1}x) \) is not idempotent. Therefore by (15m), \( (y^{-1}xy)^{-1}(y^{-1}xy) = y^{-1}((x^{-1}yy^{-1}x)y) \leq y^{-1}(yy^{-1}x)y = y^{-1}xy \).

Hence, by Lemma 4.4', \( y^{-1}xy \) is nonnegative. By way of contradiction, we assume that \( y^{-1}xy \) is idempotent. Then

\[
(yy^{-1}x)^{3} = y(yxyx^{2}yxx = y(yxyx)yxx = (yyxx)^{2}
\]

and so, by Lemma 3.1, \( yy^{-1}x \) is an idempotent, which is a contradiction. Hence \( y^{-1}xy \) is positive.

(15k) implies (15g). In fact, we suppose that \( x < y \). Then, by Lemma 4.9, \( (x^{-1}yy^{-1})(x^{-1}yy^{-1})^{-1}(x^{-1}y) = x^{-1}y \) is positive. Therefore, by (15k),

\[
(x^{-1}yy^{-1})^{-1}(x^{-1}y)(x^{-1}yy^{-1}) = xx^{-1}yx^{-1}yy^{-1}
\]

is positive. Hence, by Lemma 4.8, \( (y^{-1})^{-1}x^{-1}y = xy^{-1} \) is positive. Since \( x < y \), we have \( x^{-1}y > y^{-1} \). Hence, by Lemma 4.9, \( y^{-1} < x^{-1} \).

(15g) implies (15d). In fact, we suppose that \( x < y \) is positive. By way of contradiction, we assume that \( x < y \) is false. If \( y < x \), then, by (15g), \( x^{-1} < y^{-1} \). Moreover, since \( x < y \), we have \( x^{-1}y > y^{-1} \). Hence, by Lemma 4.9, \( xy^{-1} = (x^{-1})^{-1}y^{-1} \) is positive and so, by Lemma 4.5, \( xy^{-1} = (xy^{-1})^{-1} \) is negative, which is a contradiction. If \( y = x \), then \( xy^{-1} = xx^{-1} \) is an idempotent, which is also a contradiction. Thus we have \( x < y \).

(15d) implies (15b). In fact, we suppose that \( x < y \). By way of contradiction, we assume that \( y^{-1}x \) is not positive. If \( y^{-1}x \) is negative, then, by Lemma 4.5, \( xy^{-1} = (xy^{-1})^{-1} \) is positive, and so, by (15d), \( y < x \), which is a contradiction. If \( y^{-1}x \) is an idempotent, then, by Lemma 3.2, \( yy^{-1}x = xx^{-1}y \). Hence, by Lemma 4.2, \( x = y \), which is a contradiction. Thus \( y^{-1}x \) is positive.

(15b) implies (15'). In fact, we suppose that \( xx^{-1} = y^{-1}y = z^{-1}z \) and \( y < z \). First we suppose \( y < z \). Now \( x < y \Rightarrow z^{-1}x \) and so, by (15b), \( (zx)(yx)^{-1} = zx^{-1}y^{-1} = zy^{-1}yy^{-1} = y^{-1} \) is positive. Hence, by Lemma 4.5, \( (yx)(zx)^{-1} = ((zx)(yx)^{-1} \)
is negative. Moreover, since \( y \leq z \), we have \( yx \leq zx \). Hence, by (15b), \( zx < yx \) does not hold and so \( yx < zx \). In the case when \( y = z \), we have \( yx = zx \).

This completes the proof of Theorem 5.6.

**Theorem 5.7.** Let \( S \) be a left ordered inverse semigroup in which, for every pair of positive elements \( x, y \) of \( S \), there exists a natural number \( n \) such that \( x \leq y^n \). Then \( S \) satisfies the condition (15').

**Proof.** We prove \( S \) satisfies the condition (15). To do this, suppose that \( v \) is positive. Then, by Lemma 4.6, \( vu^{-1}v^{-1} \) is nonnegative.

(i) **The case when both \( u \) and \( vu^{-1} \) are positive.** By assumption, there exists a natural number \( n \) such that \( u \leq (vu^{-1})^n \). Without loss of generality, we assume that \( n \) is the least natural number such that \( u \leq (vu^{-1})^n \). By way of contradiction, we assume that \( u^{-1}vu \) is negative. Then, by Lemma 4.5, \( u^{-1}vu = (u^{-1}vu)^{-1} \) is positive. Hence, byLemma 4.3, \( u^{-1}v^{-1}uu^{-1}vu = (u^{-1}v^{-1}u)(u^{-1}v^{-1}u)^{-1} < u^{-1}v^{-1}u = u^{-1}v^{-1}u^{-1}u \). Therefore \( (vu^{-1})u = vu < u \leq (vu^{-1})^n \). If \( n > 1 \), then we have \( u < (vu^{-1})^{-1}u \), which contradicts the minimality of \( n \). Next we suppose that \( n = 1 \). Then \( vu < vu^{-1} \) and so \( u < uu^{-1} \). Hence, by Lemma 4.4, \( u \) is negative, which contradicts the assumption. Thus \( u^{-1}vu \) is nonnegative.

(ii) **The case when \( vu^{-1} \) is idempotent.** We have \( (u^{-1}vu)^3 = u^{-1}(vu^{-1})^2vu = u^{-1}(vu^{-1})v = u^{-1}(vu^{-1})u = (u^{-1}vu)^2 \). Hence, by Lemma 3.1, \( u^{-1}vu \) is idempotent.

(iii) **The case when \( u \) is idempotent.** By Lemma 4.6, \( u^{-1}vu = uu^{-1} \) is nonnegative.

(iv) **The case when \( u \) is negative.** By way of contradiction, we assume that \( u^{-1}vu \) were negative. Then, by Lemma 4.5, \( u^{-1}v^{-1}u = (u^{-1}vu)^{-1} \) is positive. By assumption, \( u \) is negative and so, by Lemma 4.5, \( u^{-1} \) is positive. Hence, by (i) and (ii) proved above, \( (uu^{-1})v^{-1}(uu^{-1}) = (u^{-1})^{-1}(u^{-1}v^{-1}u)u^{-1} \) is nonnegative. On the other hand, by Lemma 4.5, \( v^{-1} \) is negative and so, by Lemma 4.7, \( (uu^{-1})v^{-1}(uu^{-1}) \) is nonpositive. Hence \( uu^{-1}v^{-1}uu^{-1} \) is an idempotent. Therefore

\[
u^{-1}vu = u^{-1}(uu^{-1}v^{-1}uu^{-1})^{-1}u = u^{-1}(uu^{-1}v^{-1}uu^{-1})u\]

is an idempotent, which contradicts the assumption. Hence \( u^{-1}vu \) is nonnegative.

Thus we have proved that \( S \) satisfies (15). Hence, by Theorem 5.6, \( S \) satisfies (15').

**Theorem 5.8.** Let \( S \) be a left ordered inverse semigroup and let \( E \) be the set of all idempotents of \( S \). Then each one of the following conditions is equivalent to the condition (16') in Theorem 5.4:

\begin{align*}
(16a) & \text{ if } x^{-1}y \in E \text{ and } x \leq y, \text{ then } xx^{-1} \leq yy^{-1}; \\
(16b) & \text{ if } x^{-1}y \in E \text{ and } x \leq y, \text{ then } x^{-1} \leq y^{-1}; \\
(16c) & \text{ if } f, g \in E \text{ and } f \leq g, \text{ then } f \leq g \text{ for every } z \in S; \\
(16d) & \text{ if } x^{-1}y \in E \text{ and } x \leq y, \text{ then } xz \leq yz \text{ for every } z \in S.
\end{align*}

**Proof.** (16') implies (16a). In fact, we suppose that \( x^{-1}y \in E \) and \( x \leq y \). Then, by Lemma 3.2, \( yx^{-1}x = xy^{-1}y \) and so, by the condition (14') in Theorem 3.4, we
have \( x^{-1}x \leq y^{-1}y \). Hence, by Lemma 1.1, \( x^{-1}x \leq (x^{-1}x)(y^{-1}y) \leq y^{-1}y \). Therefore, by (16'),

\[
xx^{-1} = x(x^{-1}x)x^{-1} \leq x(x^{-1}xy^{-1}y)x^{-1} = xy^{-1}yx^{-1},
\]

\[
yx^{-1}yx^{-1} = y(x^{-1}xy^{-1}y)x^{-1} \leq y(y^{-1}y)y^{-1} = yy^{-1}.
\]

By assumption, \( x^{-1}y \in E \) and so, by Lemma 3.2, \( xy^{-1}yx^{-1} = yx^{-1} = x^{-1}yy^{-1} = xy^{-1}y^{-1}yx^{-1} \).
Hence \( xx^{-1} \leq xy^{-1}yx^{-1} = yx^{-1}yx^{-1} \).

(16a) implies (16b). In fact, we suppose that \( x^{-1}y \in E \) and \( x \leq y \). Then, by (16a),

\[
x^{-1} = x^{-1}xx^{-1} \leq x^{-1}yy^{-1}, \quad y^{-1}xx^{-1} \leq y^{-1}yy^{-1} = y^{-1}.
\]

Since \( x^{-1}y \in E \), we have, by Lemma 3.2, \( x^{-1}yy^{-1} = (yy^{-1}x)^{-1} = (xx^{-1}y)^{-1} = y^{-1}xx^{-1} \).
Hence \( x^{-1} \leq x^{-1}yy^{-1} = y^{-1}xx^{-1} \).

(16b) implies (16d). In fact, we suppose that \( x^{-1}y \in E \) and \( x \leq y \). Then, by (16b),

we have \( x^{-1} \leq y^{-1} \) and so \( z^{-1}x^{-1} \leq z^{-1}y^{-1} \).
Now, by assumption, \( x^{-1}y \in E \) and so, by Lemma 3.2, \( xy^{-1} \in E \).
Hence

\[
(z^{-1}x^{-1})^{-1}(z^{-1}y^{-1}) = xzz^{-1}y^{-1} = (zzz^{-1}x^{-1})(xy^{-1}) \in E.
\]

Therefore, by (16b), \( xx = (z^{-1}x^{-1})^{-1}(z^{-1}y^{-1})^{-1} = yz \).

(16d) implies (16c). In fact, replacing \( x \) and \( y \) in (16d) by \( f \) and \( g \) respectively, we obtain (16c).

(16c) implies (16'). In fact we suppose that \( e, f, g \in E \), \( x \in R_e, f \leq e, g \leq e \) and \( f \leq g \). Then, by (16c), \( fx \leq gx \) and so \( x^{-1}fx \leq x^{-1}gx \).

Remark. The equivalences of (15') and (15m) in Theorem 5.6 and of (16') and (16d) in Theorem 5.8 give an alternative proof of Theorem 5.4.

6. The left orderability and the orderability of inverse semigroups. A semigroup \( S \) is called left orderable if \( S \) admits an order to make \( S \) a left ordered semigroup. \( S \) is called orderable if \( S \) admits an order to make \( S \) an ordered semigroup. In Theorem 6.3 we give a condition in order that an inverse semigroup \( S \) is left orderable and in Theorem 6.8 we give a condition in order that \( S \) is orderable.

Theorem 6.1. A commutative idempotent semigroup \( S \) is orderable if and only if the semilattice \( S \) induced by the natural partial ordering is a tree semilattice, in which the branch number at every element is at most two.

Proof. The ‘only if’ part is given by Lemma 1.3.

We prove the ‘if’ part. Suppose that \( S \) is a commutative idempotent semigroup such that the semilattice \( (S, \leq) \) is a tree semilattice in which the branch number at every element is at most two. When \( a \) is a branching element, then, by assumption, there are exactly two branches at \( a \). In this case, we denominate an arbitrary one of the branches as the former branch and the other as the latter branch. When \( a \) is an intermediate element, then there is exactly one branch at \( a \). In this case, we denominate the branch as either one of the former branch or the latter branch. When \( a \) is a maximal element, there is no branch at \( a \) to denominate it. Now we define an order \( \leq \) in \( S \) by: \( e \leq f \) if and only if either...
(a) \(ef < e\), \(ef < f\), \(e\) lies in the former branch at \(ef\) and \(f\) lies in the latter branch at \(ef\), or
(b) \(ef = e < f\) and \(f\) lies in the latter branch at \(ef\), or
(c) \(ef = f < e\) and \(e\) lies in the former branch at \(ef\), or
(d) \(e = f\).

First we show that the relation \(\leq\) is really an order in \(S\). It is almost trivial that the relation is reflexive and antisymmetric. Now we suppose that \(e \leq f\) and \(f \leq g\). We have \(ef \leq f\) and \(fg \leq f\) and, since \((S, \leq)\) is a tree semilattice, \(ef\) and \(fg\) are comparable in \((S, \leq)\).

(i) The case when \(ef < fg\). We have \(ef = efg < fg\). Since \(eg \leq g\) and \(fg \leq g\), \(eg\) and \(fg\) are comparable in \((S, \leq)\). But, since \(efg \neq fg\), we have \(eg < fg\) and so \(eg = efg = e < fg \leq f\). By assumption, \(e \leq f\) and so \(f\) lies in the latter branch at \(ef = eg\) and also either \(e = ef = eg\) or \(e\) lies in the former branch at \(ef = eg\). Moreover, since \(eg < fg\), \(f\) and \(g\) lie in the same branch at \(eg\) and so \(g\) lies in the latter branch at \(eg\). Hence we have \(e \leq g\).

(ii) The case when \(fg < ef\). We can prove \(e \leq g\) in a similar way to (i).

(iii) The case when \(ef = fg\). We have \(ef = fg = efg\). By way of contradiction, we assume that \(efg \neq eg\). Then, since \(ef \leq f\) and \(ef = efg < eg \leq e\), \(e\) lies in the former branch at \(efg\). Since \(f \leq g\) and \(fg = efg < eg \leq g\), \(g\) lies in the latter branch at \(efg\). But, since \(efg < eg\), \(e\) and \(g\) lie in the same branch at \(efg\), which is a contradiction. Hence we have \(ef = fg = efg = eg\). Since \(e \leq f\), either \(e = ef = eg\) or \(e\) lies in the former branch at \(ef = eg\). Also, since \(f \leq g\), either \(g = fg = eg\) or \(g\) lies in the latter branch at \(fg = eg\). Hence, in all cases, we have \(e \leq g\).

This proves the relation \(\leq\) is transitive. Now we take arbitrary elements \(e, f\) of \(S\). If \(ef < e\) and \(ef < f\), \(e\) and \(f\) lie in different branches at \(ef\). When \(e\) lies in the former and \(f\) lies in the latter branch at \(ef\), then \(e \leq f\), while when \(e\) lies in the latter and \(f\) lies in the former branch at \(ef\), then \(f \leq e\). Next we suppose that at least one of \(e\) and \(f\), say \(e\), is equal to \(ef\). When \(f\) lies in the former branch at \(ef\), then \(f \leq e\), while when \(f\) lies in the latter branch at \(ef\), then \(e \leq f\), and finally when \(f = ef\), then \(e = f\). Hence the relation \(\leq\) is a simple order.

Finally we prove that the order \(\leq\) is compatible with the semigroup operation. Suppose that \(e \leq f\). Since \(eg \leq g\) and \(fg \leq g\), \(eg\) and \(fg\) are comparable in \((S, \leq)\). First we consider the case when \(eg < fg\). We have \(eg = efg < fg\). Also, since \(ef \leq f\), \(fg \leq f\), \(ef\) and \(fg\) are comparable in \((S, \leq)\). But, since \(efg \neq fg\), we have \(ef < fg\) and so \(ef = efg < fg\). Since \(ef \leq f\) and \(ef \leq f\), \(f\) lies in the latter branch at \(ef\). Since \(ef < fg = f(fg)\), \(fg\) and \(f\) lie in the same branch at \(ef\) and so \(fg\) lies in the latter branch at \(ef = efg = (eg)(fg)\). Also we have \(eg = efg = (eg)(fg)\) and so \(eg \leq fg\). In the case when \(fg < eg\), we can prove \(eg \leq fg\) in a similar way. Finally in the case when \(eg = fg\), there is nothing to prove.

This completes the proof of Theorem 6.1.

For a subset \(X\) of an inverse semigroup \(S\) we denote the set \(\{x^{-1}; x \in X\}\) by \(X^{-1}\).
Theorem 6.2. Let $S$ be an inverse semigroup which contains no elements of finite order except idempotents. If the set $E$ of all idempotents of $S$ is an ordered commutative idempotent semigroup and if $S$ contains a subsemigroup $P$ such that $P \cap P^{-1} = E$ and $P \cup P^{-1} = S$, then we can define such an order in $S$ in one and only one way that $S$ is a left ordered inverse semigroup, $P$ is the nonnegative part of the left ordered inverse semigroup $S$ and, on the set $E$, the order in $S$ coincides with the given order in $E$.

Proof. First we prove the ‘in one way’ part. For each $e \in E$, we define an order $\leq$ in $R_e$ by for $x, y \in R_e$, $x \leq y$ if and only if $x^{-1}y \in P$.

First we prove that the relation $\leq$ in $R_e$ is really a simple order. Since $x^{-1}x \in E \subseteq P$, the relation $\leq$ is reflexive. Next we suppose that $x \leq y$ and $y \leq x$. Then $x^{-1}y \in P$ and $(x^{-1}y)^{-1} = y^{-1}x \in P$. Hence $x^{-1}y \in P \cap P^{-1} = E$. By assumption, $S$ contains no elements of finite order except idempotents and so, by Lemma 3.2, $yy^{-1}x = x xx^{-1}$. Moreover $x, y \in R_e$ and so, by Lemma 4.2, we have $x = y$. Hence the relation $\leq$ is antisymmetric. Now we suppose that $x \leq y$ and $y \leq z$. Then $x^{-1}y \in P$ and $y^{-1}z \in P$ and so

$$x^{-1}z = x^{-1}xx^{-1}z = x^{-1}ez = x^{-1}yy^{-1}z = (x^{-1}y)(y^{-1}z) \in P.$$ 

Hence the relation $\leq$ is transitive. Finally we take $x, y \in R_e$ arbitrarily. Since $P \cup P^{-1} = S$, we have either $x^{-1}y \in P$ or $x^{-1}y \in P^{-1}$. If $x^{-1}y \in P$, then $x \leq y$. If $x^{-1}y \in P^{-1}$, then $y^{-1}x = (x^{-1}y)^{-1} \in P$ and so $y \leq x$. Hence the relation $\leq$ is a simple order.

Next we prove that $S$ satisfies the conditions (11'), (12') and (13') in Theorem 3.4. By assumption, (11') is satisfied. Now we suppose that $e, f \in E$, $x, y \in R_e$, $x \leq y$ in $R_e$ and $f \leq e$. Then $fx, fy \in R_f$ and $(fx)^{-1}(fy) = x^{-1}fy = x^{-1}fxx^{-1}y$. But $x^{-1}fx \in E \subseteq P$ and, since $x, y \in R_e$ and $x \leq y$, we have $x^{-1}y \in P$. Hence $(fx)^{-1}(fy) = x^{-1}fxx^{-1}y \in P$ and so $fx \leq fy$ in $R_e$. Thus (12') is satisfied. Finally we suppose that $e, f \in E$, $x \in R_e$, $x^{-1}x = f$, $y, z \in R_f$ and $y \leq z$ in $R_f$. Then $xy, xz \in R_e$ and

$$(xy)^{-1}(xz) = y^{-1}x^{-1}xz = y^{-1}fz = y^{-1}yy^{-1}z = y^{-1}z \in P.$$ 

Hence $xy \leq xz$ in $R_e$ and so (13') is satisfied.

Therefore, by Theorem 3.6, when we define an order in $S$ by (14') in Theorem 3.4, $S$ is a left ordered inverse semigroup and, on the set $E$, the order of $S$ coincides with the given order in $E$ and also, for each $e \in E$, on the set $R_e$, the order of $S$ coincides with the order in $R_e$ constructed above. Now we prove that $P$ is the nonnegative part of the left ordered inverse semigroup $S$. Evidently $x \in P$ if and only if $(xx)^{-1}x \in P$. Since $x \not\in xx^{-1}$, $x \in P$ if and only if $xx^{-1} \leq x$ with respect to the order in $R_{xx^{-1}}$, and so, if and only if $xx^{-1} \leq x$ with respect to the order in $S$. Hence, by Lemma 4.4', $x \in P$ if and only if $x$ is nonnegative. Therefore $P$ is the nonnegative part of the left ordered inverse semigroup $S$. This completes the proof of the ‘in one way’ part.
Next we prove the 'in only one way' part. We denote by \((S, \leq)\) the left ordered inverse semigroup constructed above. Moreover we suppose that \((S, \leq_1)\) is an arbitrary left ordered inverse semigroup such that \(P\) is the nonnegative part of \((S, \leq_1)\) and, on the set \(E\), the order \(\leq_1\) coincides with the given order in \(E\). Then, on the set \(E\), the orders \(\leq\) and \(\leq_1\) coincide with each other. Let \(e \in E\) and let \(x, y \in R_e\). Then, by Lemma 4.9, \(x <_1 y\) if and only if \(x^{-1}y\) is positive in \((S, \leq_1)\). Also, by Lemma 4.2, \(x = y\) if and only if \(yy^{-1}x = xx^{-1}y\) and so, by Lemma 3.2, if and only if \(x^{-1}y\) is idempotent. Hence \(x \leq_1 y\) if and only if \(x^{-1}y\) is nonnegative in \((S, \leq_1)\) and so if and only if \(x^{-1}y \in P\). Thus the orders \(\leq\) and \(\leq_1\) coincide with each other on \(R_e\) for each \(e \in E\). By Theorem 3.4, \((S, \leq_1)\) satisfies the conditions (11'), (12') and (13'). Hence, by Theorem 3.6, the orders \(\leq\) and \(\leq_1\) coincide with each other on the set \(S\). This completes the proof of the 'in only one way' part.

**Theorem 6.3.** Let \(S\) be an inverse semigroup and let \(E\) be the set of all idempotents of \(S\). Then \(S\) is left orderable if and only if it satisfies the following three conditions:

(A) \(S\) contains no elements affinite order except idempotents;
(B) \(S\) contains a subsemigroup \(P\) such that \(P \cap P^{-1} = E\) and \(P \cup P^{-1} = S\);
(C) the semilattice \(E\) is a tree semilattice, in which the branch number at every element is at most two.

**Proof.** First we prove the 'only if' part and suppose that \(S\) is a left ordered inverse semigroup. By Lemma 3.1, \(S\) satisfies (A). By Lemma 4.6, the nonnegative part \(P\) of \(S\) is a subsemigroup. By Lemma 4.5, \(P^{-1}\) is the nonpositive part of \(S\) and so \(S\) satisfies (B). By Theorem 6.1, \(S\) satisfies (C).

Next we prove the 'if' part and suppose that \(S\) is an inverse semigroup satisfying the conditions (A), (B) and (C). By Theorem 6.1, \(E\) can be considered as an ordered commutative idempotent semigroup and so, by Theorem 6.2, \(S\) can be considered as a left ordered inverse semigroup.

Let \(S\) be an inverse semigroup in which there is no element of finite order except idempotents and let the semilattice \(E\) constituted by all idempotents of \(S\) form a tree semilattice. We denote the set of all branches in \(E\) by \(\mathfrak{B}\). Let \(B, B' \in \mathfrak{B}\) and we suppose that \(B\) is a branch at \(e\) and \(B'\) is a branch at \(f\). Then \(B\) is said to be transferred to \(B'\) by a translation, if there exist \(x, y \in S\) such that \(xx^{-1} = e, x^{-1}x = f, yy^{-1} \in B, y^{-1}y \in B', x^{-1}y \in E\).

**Lemma 6.4.** The relation that a branch \(B\) is transferred to a branch \(B'\) by a translation is an equivalence relation on \(\mathfrak{B}\).

**Proof.** (i) **Reflexivity.** We suppose that \(B \in \mathfrak{B}\) is a branch at \(e\). We take \(g \in B\) arbitrarily. Then \(ee^{-1} = e = e^{-1}e, gg^{-1} = g = g^{-1}g \in B, e^{-1}g = eg \in E\). Hence, by definition, \(B\) is transferred to \(B\) by a translation.

(ii) **Symmetry.** We suppose that a branch \(B\) at \(e\) is transferred to a branch \(B'\) at \(f\) by a translation. Then there exist \(x, y \in S\) such that \(xx^{-1} = e, x^{-1}x = f, yy^{-1} \in B, yy^{-1}$$
$y^{-1}y \in B', \ x^{-1}y \in E$. By Lemma 3.2, $(x^{-1})^{-1}y^{-1}=xy^{-1} \in E$ and so $B'$ is transferred to $B$ by a translation.

(iii) Transitivity. We suppose that a branch $B$ at $e$ is transferred to a branch $B'$ at $f$ by a translation and $B'$ is transferred to a branch $B''$ at $g$ by a translation. Then there exist $x, y, u, v \in S$ such that

$$xx^{-1} = e, \ x^{-1}x = f, \ yy^{-1} \in B, \ y^{-1}y \in B', \ x^{-1}y \in E;$$
$$uu^{-1} = f, \ u^{-1}u = g, \ vv^{-1} \in B', \ v^{-1}v \in B'', \ u^{-1}v \in E.$$  

Now we have

$$(xu)(xu)^{-1} = xu(xu)^{-1} = xfx^{-1} = xx^{-1}xx^{-1} = xx^{-1} = e,$$

$$(xu)^{-1}(xu) = u^{-1}x^{-1}xu = u^{-1}fu = u^{-1}uu^{-1}u = u^{-1}u = g.$$  

Since $xx^{-1} = e \prec yy^{-1}$ and $yvv^{-1}y^{-1} \leq yy^{-1}, \ xx^{-1} \leq yvv^{-1}y^{-1}$ are comparable in the semilattice $(E, \leq)$. By way of contradiction, we assume that $yvv^{-1}y^{-1} \leq xx^{-1}$ is true. Then $yvv^{-1}y^{-1}xx^{-1} = yvv^{-1}y^{-1}$ and so $u^{-1}v^{-1}xx^{-1}y = y^{-1}(yvv^{-1}y^{-1}xx^{-1})y = y^{-1}(yvv^{-1}y^{-1})y = y^{-1}yvv^{-1}$. Now $x^{-1}y \in E$ and so, by Lemma 3.2, $x^{-1}y = yy^{-1}xx^{-1}x = xx^{-1}x = x$. Hence $y^{-1}yvv^{-1} = u^{-1}v^{-1}xx^{-1}y = yvv^{-1}xx^{-1}y^{-1}(xx^{-1}y) = u^{-1}x^{-1}x = u^{-1}f = f$. On the other hand, $y^{-1}y$ and $vv^{-1}$ lie in the same branch $B'$ at $f$ and so $f \prec y^{-1}yvv^{-1}$, which is a contradiction. Hence

$$e = xx^{-1} \prec yvv^{-1}y^{-1} = (yy^{-1})(yvv^{-1}y^{-1}).$$

Therefore $yy^{-1}$ and $yvv^{-1}y^{-1}$ lie in the same branch at $e$ and so $(yv)(yv)^{-1} = yvv^{-1}y^{-1} \in B$. Similarly we can prove that $(yv)^{-1}(yv) \in B'$. Moreover, since $x^{-1}y, u^{-1}v \in E$, we have

$$(xu)^{-1}(yv) = u^{-1}x^{-1}yv = (u^{-1}(x^{-1}y)u)(u^{-1}v) \in E.$$  

Hence, by definition, $B$ is transferred to $B''$ by a translation.

Let $B, B' \in \mathcal{B}$ and we suppose that $B$ is a branch at $e$ and $B'$ is a branch at $f$. Then $B$ is said to be transferred to $B'$ by a conversion if $e=f$ and $B$ and $B'$ are different branches at $e$. A branch $B$ is said to be connected with a branch $B'$ if there exist a finite number of branches $B = B_1, B_2, \ldots, B_n = B'$ ($n \geq 2$) such that $B_i$ is transferred to $B_{i+1}$ by either a translation or a conversion for every $1 \leq i \leq n-1$.

Lemma 6.5. The relation that a branch $B$ is connected with a branch $B'$ is an equivalence relation on $\mathcal{B}$.

Proof. (i) Reflexivity. By Lemma 6.4, a branch $B$ is transferred to $B$ by a translation and so $B$ is connected with $B$.

(ii) Symmetry. We suppose that a branch $B$ is connected with a branch $B'$. Then there exist a finite number of branches $B = B_1, B_2, \ldots, B_n = B'$ such that $B_i$ is transferred to $B_{i+1}$ by either a translation or a conversion for every $1 \leq i \leq n-1$. If $B_i$ is transferred to $B_{i+1}$ by a translation, then, by Lemma 6.4, $B_{i+1}$ is transferred
to $B_i$ by a translation. If $B_i$ is transferred to $B_{i+1}$ by a conversion, it is evident from the definition, that $B_{i+1}$ is transferred to $B_i$ by a conversion. Hence, in both cases, $B'$ is connected with $B$.

(iii) The transitivity of the relation of connectedness is almost trivial.

**Theorem 6.6.** Let $S$ be an inverse semigroup which contains no elements of finite order except idempotents and let $E$ be the set of all idempotents of $S$. Then we can define an order in $E$ to make $E$ an ordered commutative idempotent semigroup satisfying the condition (16') in Theorem 5.4 if and only if $S$ satisfies the condition:

(C*) The semilattice $E$ is a tree semilattice and, when a branch $B$ is connected with a branch $B'$ and we choose branches $B = B_1, B_2, \ldots, B_n = B'$ such that $B_1$ is transferred to $B_{i+1}$ by either a translation or a conversion for every $1 \leq i \leq n-1$, whether the number of conversions included in the transfers is even or odd is determined by $B$ and $B'$, irrespective of the choice of branches $B_i$ ($1 \leq i \leq n$).

**Proof.** First we prove the 'only if' part and suppose that $E$ is an ordered commutative idempotent semigroup satisfying the condition (16'). By Theorem 6.1, $E$ is a tree semilattice.

1°. Let $B$ be a branch at $e$ and let $g \in B$.

(a) If $g < e$, then $f < e$ for every $f \in B$;
(b) if $g > e$, then $f > e$ for every $f \in B$.

In fact, we suppose that $g < e$. By way of contradiction, we assume that $f \not\leq e$ for some $f \in B$. Then, by Lemma 1.2, $gf \not\leq e$. On the other hand, $f$ and $g$ lie in the same branch $B$ at $e$. Hence $e < gf$, which is a contradiction. Thus we have (a), (b) can be proved in a similar way.

2°. Let $B$ and $B'$ be different branches at $e$ and let $f \in B$ and $g \in B'$.

(a) If $f < e$, then $g > e$;
(b) if $f > e$, then $g < e$.

In fact, by way of contradiction, we assume that $f < e$ and $g \leq e$. Since $g$ lies in a branch $B'$ at $e$, we have $g \not\leq e$. Hence $f < e$ and $g < e$, and so, by Lemma 1.1, $fg < e$. On the other hand, $f$ and $g$ lie in different branches at $e$ and so $fg = e$, which is a contradiction. Thus we have (a), (b) can be proved in a similar way.

Let $B$ be a branch at $e$ such that $f < e$ for some $f \in B$. By 2°, $B$ is the only branch at $e$ carrying this property, which is called the former branch at $e$. Let $B'$ be a branch at $e$ such that $f > e$ for some $f \in B'$. Then $B'$ is the only branch at $e$ carrying this property, which is called the latter branch at $e$. By 1°, a branch at $e$ cannot be the former branch and the latter branch at $e$ at the same time.

3°. Suppose that a branch $B$ at $e$ is transferred to a branch $B'$ at $f$ by a translation.

(a) If $B$ is the former branch at $e$, then $B'$ is the former branch at $f$;
(b) if $B$ is the latter branch at $e$, then $B'$ is the latter branch at $f$.

In fact, by assumption, there exist $x, y \in S$ such that

$$xx^{-1} = e, \quad x^{-1}x = f, \quad yy^{-1} \in B, \quad y^{-1}y \in B', \quad x^{-1}y \in E.$$
First we suppose that $B$ is the former branch at $e$. Then $yy^{-1}e=xx^{-1}$. Moreover, since $yy^{-1} \in B$ and $B$ is a branch at $e$, we have $xx^{-1}=e=yy^{-1}$. Hence, by (16'), 
$y^{-1}y=y^{-1}(yy^{-1})y \leq y^{-1}xx^{-1}y$. But, if $y^{-1}y=y^{-1}xx^{-1}y$ were true, then $yy^{-1}=y(y^{-1}y)y^{-1}=y(yy^{-1})(xx^{-1})(yy^{-1})=xx^{-1}$, which is a contradiction. Hence $y^{-1}y \neq y^{-1}xx^{-1}y$. Since $x^{-1}y \in E$, we have, by Lemma 3.2, $y^{-1}y \leq y^{-1}xx^{-1}y = y^{-1}x=x^{-1}xy^{-1}y$. By way of contradiction, we assume that $x^{-1}x \leq y^{-1}y$. Then, by Lemma 1.1, $x^{-1}x \leq x^{-1}xy^{-1}y \leq y^{-1}y$, which is a contradiction. Hence $y^{-1}y \neq x^{-1}x=f$ and so $B'$ is the former branch at $f$. This proves (a). The assertion (b) can be proved in a similar way.

4°. Suppose that a branch $B$ at $e$ is transferred to a branch $B'$ at $e$ by a conversion.

(a) If $B$ is the former branch at $e$, then $B'$ is the latter branch at $e$;

(b) if $B$ is the latter branch at $e$, then $B'$ is the former branch at $e$.

In fact, both (a) and (b) are immediate consequences of 2°.

5°. $S$ satisfies the condition $(C^*)$.

In fact, we suppose that $B_i$ $(1 \leq i \leq m)$ and $B'_j$ $(1 \leq j \leq n)$ are branches such that $B=B_1=B'_1$, $B'=B_m=B'_n$, $B_i$ is transferred to $B_{i+1}$ by either a translation or a conversion for every $1 \leq i \leq m-1$ and $B'_j$ is transferred to $B'_{j+1}$ by either a translation or a conversion for every $1 \leq j \leq n-1$. By way of contradiction, we assume that the transfers of $B$ to $B'$ by $B_i$ $(1 \leq i \leq m)$ contain an even number of conversions and the transfers of $B$ to $B'$ by $B'_j$ $(1 \leq j \leq n)$ contain an odd number of conversions. Then, by 3° and 4°, $B'$ is the former branch and the latter branch at the same time, which is a contradiction. Hence $S$ satisfies the condition $(C^*)$.

Next we prove the ‘if' part and suppose that $S$ satisfies $(C^*)$. Then, by Lemma 6.5, the relation of connectedness is an equivalence relation on the set $B'$ of all branches in the semilattice $E$. We denote the set of all equivalence classes by $\{B_\lambda; \lambda \in \Lambda\}$. From each equivalence class $B_\lambda$, we choose one representative element $B_\lambda \in B_\lambda$ and we denominate $B_\lambda$ arbitrarily as either one of the former branch or the latter branch. Now we take an arbitrary branch $B \in B$ and we suppose that the equivalence class which contains $B$ is $B_\lambda$. Then the representative element $B_\lambda$ of $B_\lambda$ is connected with $B$ and so there exist branches $B_\lambda=B_1, B_2, \ldots, B_n=B$ such that $B_i$ is transferred to $B_{i+1}$ by either a translation or a conversion. If the number of conversions contained in the transfers is even, we denominate $B$ as the former or the latter branch according as $B_1$ is the former or the latter branch. If the number of conversions contained in the transfers is odd, we denominate $B$ as the latter or the former branch according as $B_\lambda$ is the former or the latter branch. By the condition $(C^*)$, whether $B$ is the former or the latter branch is determined by $B$, irrespective of the choice of branches $B_i$ $(1 \leq i \leq n)$. Let $B$ and $B'$ be different branches at the same element. Then $B$ and $B'$ belong to the same equivalence class, say $B_\lambda$. We suppose that the representative element $B_\lambda$ of $B_\lambda$ is transferred to $B$ by $B_\lambda = B_1, B_2, \ldots, B_n=B$. Then $B_\lambda$ is transferred to $B'$ by $B_\lambda = B_1, B_2, \ldots, B_n=B, B_{n+1} = B'$ and the number of conversions contained in the transfers of $B_\lambda$ to $B'$ is even or odd, according as the number of conversions contained in the transfers of $B_\lambda$ to $B$
is odd or even. Hence \( B' \) is the former branch or the latter branch according as \( B \) is the latter branch or the former branch. Now we define an order in \( E \) by: \( e \leq f \) if and only if either

(a) \( ef < e, ef < f, e \) lies in the former branch at \( ef \) and \( f \) lies in the latter branch at \( ef \), or
(b) \( ef = e < f \) and \( f \) lies in the latter branch at \( ef \), or
(c) \( ef = f < e \) and \( e \) lies in the former branch at \( ef \), or
(d) \( e = f \).

In the same way as in the proof of Theorem 6.1, we can prove that the relation \( \leq \) is really a simple order in \( E \) and with respect to this order \( E \) is an ordered commutative idempotent semigroup.

6°. If \( e, f, g \in E, f < g \leq e \) and \( x \in R_e \), then \( x^{-1}fx < x^{-1}gx \).

In fact, since \( f < g \), we have \( fg = f \) and so \( x^{-1}fx = x^{-1}fgx = (x^{-1}fx)(x^{-1}gx) \). Hence \( x^{-1}fx \leq x^{-1}gx \). But, if \( x^{-1}fx = x^{-1}gx \) were true, then \( f = ef = xx^{-1}fx x^{-1} = xx^{-1}gxx^{-1} = ege = g \), which is a contradiction. Hence \( x^{-1}fx < x^{-1}gx \).

Now we prove that the ordered semigroup \( E \) satisfies the condition (16') and suppose that \( e, f, g \in E, x \in R_e, f \leq e, g \leq e \) and \( f \leq g \).

(i) The case when \( f = g \). Clearly \( x^{-1}fx = x^{-1}gx \).

(ii) The case when \( fg = f < g \). Since \( f \leq g \) and \( fg \neq g \), \( g \) lies in the latter branch \( B \) at \( fg = f \). By 6°, we have \( x^{-1}fx < x^{-1}gx \) and so \( x^{-1}gx \) lies in some branch \( B' \) at \( x^{-1}fx \). Now we have

\[
(fx)(fx)^{-1} = fx x^{-1}f = ef = f, \quad (fx)^{-1}(fx) = x^{-1}fx, \\
(gx)(gx)^{-1} = gxx^{-1}g = geg = g \in B, \quad (gx)^{-1}(gx) = x^{-1}gx \in B', \\
(fx)^{-1}(gx) = x^{-1}fgx \in E.
\]

Hence the branch \( B \) is transferred to the branch \( B' \) by a translation. Therefore \( B \) and \( B' \) lie in the same equivalence class and, since \( B \) is the latter branch at \( f \), \( B' \) is the latter branch at \( x^{-1}fx \). Moreover \( (x^{-1}fx)(x^{-1}gx) = x^{-1}fgx = x^{-1}fx < x^{-1}gx \). Hence \( x^{-1}fx \leq x^{-1}gx \).

(iii) The case when \( fg = g < f \). In a similar way to (ii), we can prove that \( x^{-1}fx \leq x^{-1}gx \).

(iv) The case when \( fg < f \) and \( fg < g \). We have \( fg < f \leq e \) and, by Lemma 1.1, \( f \leq fg \leq g \). Since \( f(fg) = fg < f \), we have, by (iii), \( x^{-1}fx \leq x^{-1}fgx \). Also since \( (fg)g = fg < g \), we have, by (ii), \( x^{-1}fx \leq x^{-1}gx \). Hence \( x^{-1}fx \leq x^{-1}gx \). This completes the proof of Theorem 6.6.

**Theorem 6.7.** Let \( S \) be an inverse semigroup which contains no elements of finite order except idempotents. If the set \( E \) of all idempotents of \( S \) is an ordered commutative idempotent semigroup satisfying the condition \( (16') \) in Theorem 5.4 and if \( S \) contains a subsemigroup \( P \) such that \( P \cap P^{-1} = E, P \cup P^{-1} = S \) and \( x^{-1}Px \leq P \) for every \( x \in S \), then we can define such an order in \( S \) in one and only one way that \( S \) is
an ordered inverse semigroup, \( P \) is the nonnegative part of the ordered inverse semigroup \( S \) and, on the set \( E \), the order in \( S \) coincides with the given order in \( E \).

**Proof.** First we prove the 'in one way' part. By Theorem 6.2, we can define an order in \( S \) such that \( S \) is a left ordered inverse semigroup, \( P \) is the nonnegative part of the left ordered inverse semigroup \( S \) and, on the set \( E \), the order in \( S \) coincides with the given order in \( E \). It remains to prove that \( S \) is an ordered inverse semigroup. Let \( y \) be a positive element and let \( x \) be an arbitrary element of \( S \). Then \( y \in P \) and so \( x^{-1}yx \in x^{-1}P \subseteq P \). Hence \( S \) satisfies the condition (151) in Theorem 5.6 and so, by Theorem 5.6, \( S \) satisfies the condition (15') in Theorem 5.4. Moreover, by assumption, \( S \) satisfies the condition (16') in Theorem 5.4. Hence, by Theorem 5.4, \( S \) is an ordered inverse semigroup. The 'in only one way' part of this theorem is included in the assertion of Theorem 6.2.

**Theorem 6.8.** Let \( S \) be an inverse semigroup and let \( E \) be the set of all idempotents of \( S \). Then \( S \) is orderable if and only if \( S \) satisfies the following three conditions:

(A) \( S \) contains no elements of finite order except idempotents;
(B*) \( S \) contains a subsemigroup \( P \) such that \( P \cap P^{-1} = E \), \( P \cup P^{-1} = S \) and \( x^{-1}Px \subseteq P \) for every \( x \in S \);

(C*) the semilattice \( E \) is a tree semilattice and, when a branch \( B \) is connected with a branch \( B' \) and we choose branches \( B = B_1, B_2, \ldots, B_n = B' \) such that \( B_i \) is transferred to \( B_{i+1} \) by either a translation or a conversion for every \( 1 \leq i \leq n-1 \), whether the number of conversions included in the transfers is even or odd is determined by \( B \) and \( B' \), irrespective of the choice of branches \( B_i \) (\( 1 \leq i \leq n \)).

**Proof.** First we prove the 'only if' part. We suppose that \( S \) is an ordered inverse semigroup. Then, by Theorem 6.3, \( S \) satisfies the condition (A). We denote the nonnegative part of \( S \) by \( P \). As is shown in the proof of Theorem 6.3, \( P \) is a subsemigroup of \( S \), \( P \cap P^{-1} = E \) and \( P \cup P^{-1} = S \). Now we take \( x \in S \) and \( y \in P \) arbitrarily. If \( y \) is idempotent, then \( x^{-1}yx \) is idempotent and so \( x^{-1}yx \in P \). By Theorem 5.4, \( S \) satisfies the condition (15') and so, by Theorem 5.6, \( S \) satisfies the condition (151). Hence, if \( y \) is positive, then \( x^{-1}yx \) is nonnegative and so \( x^{-1}yx \in P \). Therefore \( x^{-1}Px \subseteq P \) and so \( S \) satisfies the condition (B*). We showed that \( S \) contains no elements of finite order except idempotents and, by Theorem 5.4, \( S \) satisfies the condition (16'). Hence, by Theorem 6.6, \( S \) satisfies the condition (C*).

Next we prove the 'if' part. Suppose that \( S \) is an inverse semigroup satisfying the conditions (A), (B*) and (C*). Then, by Theorem 6.6, \( E \) can be considered as an ordered commutative idempotent semigroup satisfying the condition (16') and so, by Theorem 6.7, \( S \) can be considered as an ordered inverse semigroup.

**Theorem 6.9.** Let \( S \) be an inverse semigroup and let \( E \) be the set of all idempotents of \( S \). If \( S \) satisfies the condition (C*) in Theorem 6.8, then \( S \) satisfies the condition (C) in Theorem 6.3.
Proof. Let $S$ be an inverse semigroup satisfying the condition $(C^*)$. By way of contradiction, we assume that, in the tree semilattice $E$, there exist at least three different branches $B$, $B'$ and $B''$ at the same element $e \in E$. Then the transfers of $B$ to $B'$ by $B = B_1$, $B' = B_2$ contain one conversion, while the transfers of $B$ to $B'$ by $B = B_1'$, $B'' = B_2'$, $B' = B_3'$ contain two conversions, contradicting the condition $(C^*)$.

7. Examples. The condition $(B^*)$ in Theorem 6.8 clearly implies the condition $(B)$ in Theorem 6.3. Also, by Theorem 6.9, the condition $(C^*)$ in Theorem 6.8 implies the condition $(C)$ in Theorem 6.3. Examples in this section show that there are no other relations of implication among conditions $(A)$, $(B)$, $(C)$, $(B^*)$ and $(C^*)$.

Example 7.1. Let $S$ be a cyclic group of order three generated by an element $a$. We put $P = \{1, a\}$, where $1$ is the identity of the group $S$. Then $P^{-1} = \{1, a^2\}$ and so $P \cap P^{-1} = \{1\}$ and $P \cup P^{-1} = S$. Since $S$ is a commutative group, we have $x^{-1} P x = P$. Hence $S$ satisfies the condition $(B^*)$ and also the condition $(B)$. Moreover, since $S$ is a group, $S$ satisfies the conditions $(C)$ and $(C^*)$ trivially. But clearly $S$ does not satisfy the condition $(A)$.

Example 7.2 ([6] and [7]). Let $S$ be the group generated by $\{b, u, v\}$ subject to the generating relations

$[u, v], u] = [[u, v], v] = 1, \quad b^{-1} ub = u^{-1},$

$[u, v] = b^{-1} v b = v^{-1}, \quad b^{-1} vb = v^{-1},$

where, for $x, y \in S$, $[x, y] = x^{-1} y^{-1} x y$ and $1$ is the identity of the group $S$. It was shown in [6] and [7] that $S$ satisfies the condition $(A)$ but does not satisfy the condition $(B)$. Since $S$ is a group, $S$ satisfies the conditions $(C)$ and $(C^*)$ trivially. But clearly $S$ does not satisfy the condition $(A)$.

Example 7.3. Let $S$ be the semigroup consisting of four elements $\{0, a, b, c\}$ with the operation defined by

for $x, y \in S$, $xy = x$ if $x = y$, 

$xy = 0$ if $x \neq y$.

Then $S$ is a commutative idempotent semigroup and, in particular, is an inverse semigroup. Trivially $S$ satisfies the conditions $(A)$, $(B)$ and $(B^*)$. But the set of all idempotents of $S$ coincides with $S$ and, in the semilattice $S$, the branch number at 0 is three. Hence $S$ does not satisfy the condition $(C)$.

Example 7.4 [2]. Let $S$ be a system consisting of all pairs of integers with the operation

$(a, b)(c, d) = (a + c, b + (-1)^a d)$.

It was shown in [2] that $S$ is a group, $(0, 0)$ is the identity of $S$ and the group inverse of $(a, b)$ is $(-a, -(-1)^a b)$. It is easily checked that $S$ satisfies the condition $(A)$. Also $S$ satisfies $(C)$ and $(C^*)$ trivially. Moreover $S$ satisfies the condition $(B)$. In fact, it is easily shown that the set

$\{(a, b); \text{ either } a > 0 \text{ or } a = 0, b \geq 0\}$

satisfies the requirements for $P$ in the condition $(B)$. But $S$ does not satisfy the
condition (B*). In fact, by way of contradiction, we assume that there is a subsemigroup $P$ of $S$ such that $P \cap P^{-1} = \{(0, 0)\}$, $P \cup P^{-1} = S$ and $(a, b)^{-1}P(a, b) \subseteq P$ for every $(a, b) \in S$. Since $(0, 1) \in S = P \cup P^{-1}$, either $(0, 1) \in P$ or $(0, -1) = (0, 1)^{-1} \in P$. But

\[
(1, 1)^{-1}(1, 1)(1, 1) = (-1, 1)(0, 1)(1, 1) = (0, -1),
\]

\[
(1, 1)^{-1}(0, -1)(1, 1) = (-1, 1)(0, -1)(1, 1) = (0, 1),
\]

and so, in both cases, we have $(0, 1), (0, -1) \in P$. Hence $(0, 1) \in P \cap P^{-1} = \{(0, 0)\}$, which is a contradiction.

**Example 7.5.** Let $M = \{a, b, c, d, e, f, i; i = 1, 2, 3, \ldots\}$. We put

\[
\pi(f) = \left( \cdots f_{2n+1} \cdots f_3 f_1 f_2 f_4 \cdots f_{2n} \cdots \right)
\]

Clearly $\pi(f)$ generates an infinite cyclic group with respect to the operation of composition of transformations on the set $\{f_i; i = 1, 2, 3, \ldots\}$. We denote $(\pi(f))^m$ by $\pi^m(f)$ for every integer $m$. Similarly

\[
\pi(g) = \left( \cdots g_{2n+1} g_{2n} g_4 g_2 g_4 \cdots g_{2n-1} \cdots \right)
\]

generates an infinite cyclic group and it consists of elements $\pi^m(g) = (\pi(g))^m$ $(m, \text{an integer})$. Let $S$ be the set consisting of the following partial one-to-one transformations on the set $M$:

\[
x_1 = \left( \begin{array}{cc} a & d \\ a & d \end{array} \right); \quad \pi^0(f); \quad \pi^0(g), \quad x_6 = \left( \begin{array}{cc} b & d \\ c & e \end{array} \right); \quad \pi^0(f); \quad \pi^0(g),
\]

\[
x_2 = \left( \begin{array}{cc} a & d \\ b & d \end{array} \right); \quad \pi^{-1}(f); \quad \pi^{-1}(g), \quad x_7 = \left( \begin{array}{cc} c & e \\ a & d \end{array} \right); \quad \pi^0(f); \quad \pi^{-1}(g),
\]

\[
x_3 = \left( \begin{array}{cc} a & d \\ c & e \end{array} \right); \quad \pi^0(f); \quad \pi^1(g), \quad x_8 = \left( \begin{array}{cc} c & e \\ b & d \end{array} \right); \quad \pi^{-1}(f); \quad \pi^0(g),
\]

\[
x_4 = \left( \begin{array}{cc} b & d \\ a & b \end{array} \right); \quad \pi^{1}(f); \quad \pi^{-1}(g), \quad x_9 = \left( \begin{array}{cc} c & e \\ c & e \end{array} \right); \quad \pi^0(f); \quad \pi^0(g),
\]

and

\[
y_{1}^m = \left( \begin{array}{c} d \\ d \end{array} \right); \quad \pi^m(f); \quad \pi^{-m}(g) \quad (m, \text{an integer}),\]

\[
y_{2}^m = \left( \begin{array}{c} d \\ e \end{array} \right); \quad \pi^m(f); \quad \pi^{-m+1}(g) \quad (m, \text{an integer}),\]

\[
y_{3}^m = \left( \begin{array}{c} e \\ d \end{array} \right); \quad \pi^m(f); \quad \pi^{-m-1}(g) \quad (m, \text{an integer}),\]

\[
y_{4}^m = \left( \begin{array}{c} e \\ e \end{array} \right); \quad \pi^m(f); \quad \pi^{-m}(g) \quad (m, \text{an integer}),\]

\[
z_{(m,n)} = \left( \begin{array}{c} \pi^m(f) \quad \pi^n(g) \end{array} \right) \quad (m, n, \text{integers}).\]
It can be shown that $S$ forms an inverse semigroup with respect to the operation of composition of partial transformations. Also we can show that $x_1^{-1} = x_1$, $x_2^{-1} = x_2$, $x_3^{-1} = x_3$, $x_4^{-1} = x_4$, $x_5^{-1} = x_5$, $x_6^{-1} = x_6$, $x_7^{-1} = x_7$, $x_8^{-1} = x_8$, $x_9^{-1} = x_9$, $(y^{(m)})^{-1} = y_1^{(m)}$, $(y_2^{(m)})^{-1} = y_3^{(m)}$, $(y_3^{(m)})^{-1} = y_2^{(m)}$, $(y_4^{(m)})^{-1} = y_4^{(m)}$, $(z^{(m,n)})^{-1} = z^{(-m,-n)}$. The set $E$ of idempotents of $S$ consists of $x_1$, $x_5$, $x_9$, $y_1^{(0)}$, $y_4^{(0)}$, $z^{(0,0)}$ and the semilattice $E$ has the following scheme:

Thus $S$ satisfies the condition (C). Since $\pi^m(f)$ and $\pi^m(g)$ have infinite order for $m \neq 0$, it can be seen that $S$ satisfies the condition (A). Now we show that $S$ satisfies the condition (B*) and so also the condition (B). In fact, when we denote by $P$ the set consisting of all elements of $S$, which have the $\pi^m(f)$-component and the $\pi^m(g)$-component with either $m > 0$ or $m = 0$, $n \geq 0$, it is easily verified that $P$ satisfies all the requirements for $P$ in the condition (B*). Finally we show that $S$ does not satisfy the condition (C*). In fact, we put $x = y_2^{(0)}$, $y = x_3$, $u = y_2^{(1)}$, $v = x_6$. Then we have

\[
xx^{-1} = y_2^{(0)}y_3^{(0)} = y_1^{(0)}, \quad x^{-1}x = y_8^{(0)}y_2^{(0)} = y_4^{(0)}, \\
yy^{-1} = x_9x_7 = x_1, \quad y^{-1}y = x_7x_3 = x_9, \\
x^{-1}y = y_3^{(0)}x_3 = y_4^{(0)} \in E, \\
uu^{-1} = y_2^{(1)}y_3^{(-1)} = y_1^{(0)}, \quad u^{-1}u = y_8^{(-1)}y_2^{(1)} = y_4^{(0)}, \\
vv^{-1} = x_6x_8 = x_5, \quad v^{-1}v = x_8x_6 = x_9, \\
u^{-1}v = y_5^{(-1)}x_6 = y_2^{(0)} \in E.
\]

Hence the branch $B_1$ at $y_1^{(0)}$ which contains $x_1$ is transferred to the branch $B_3$ at $y_3^{(0)}$ which contains $x_3$ by a translation. Moreover the branch $B_2$ at $y_1^{(0)}$ which contains $x_3$ is transferred to the branch $B_3$ by a translation. Thus, in one way, $B_1$ is transferred to $B_3$ directly by one translation and, in another way, by one conversion and one translation. This contradicts the condition (C*).
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