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Abstract. Differential-boundary systems occur naturally as adjoints for ordinary differential systems involving integral boundary conditions. In this paper such systems are generalized so that the adjoint system has the same form as the original. Interior boundary points are introduced and removed, and the integrals, used in the boundary conditions, are also removed. Selfadjoint systems are classified, and an eigenfunction expansion is derived. Finally, nonselfadjoint systems are discussed and again, an eigenfunction expansion is derived.

I. Introduction. Perhaps the simplest example of a differential-boundary operator was given by Phillips [21] in a discussion of maximal dissipative operators. If $h \in L^2(0, 1)$, and $\|h\| \leq 2$, Phillips defined the operator $L$ by letting $Ly = y' - y + y(0)h$ on a domain $D = \{y; y$ is absolutely continuous, $y$ and $y' \in L^2(0, 1), y(1) = 0\}$. The operator and its domain represent a system which involves some procedure for returning energy with an interior density of $y(0)h$.

The earliest paper related to differential-boundary operators appears to be due to Hilb [11] in 1911. He discussed the operator

$Ly = \frac{d}{dx} \left( p(x) \frac{dy}{dx} \right) + q(x)y$,

where $y$ is defined on $[0, 1]$ and satisfies boundary conditions

$\int_0^1 K(x)y(x) \, dx + \beta y(0) - \alpha y'(0) = 0, \quad h_1 y'(1) - h_2 y(1) = 0$.

Hilb defined an adjoint operator by(3)

$L^+ z = \frac{d}{dx} \left( \bar{p}(x) \frac{dz}{dx} \right) + \bar{q}(x)z - \bar{K}(x)z(0)/\bar{\alpha}$,

where $z$ satisfies boundary conditions

$\beta z(0) - \alpha z'(0) = 0, \quad h_1 z'(1) - h_2 z(1) = 0$.
He succeeded in expanding functions in the domain of \( L \) in a series of eigenfunctions of \( L \) and in expanding functions in the domain of \( L^+ \) in a series of eigenfunctions of \( L^+ \). The importance of this work is that the presence of the integral in the first boundary condition induces the boundary term in the adjoint operator.

Hilb's work was subsequently extended to the interval \([0, \infty)\) by his student Betschler [1], was further improved by the author [14], [15], and again extended by Kim [13].

An important application of differential-boundary operators may be found in the work of Feller [9], published in 1952. Feller was interested in a generalization of the Fokker-Planck equation, which occurs in diffusion processes. Let \( 0 \leq t < \infty, \ r_1 \leq x \leq r_2 \), where \( r_1 \) is a natural boundary and \( r_2 \) an exit boundary. Let \( V_1(t) \) and \( V_2(t) \) result from masses at the boundaries \( r_1 \) and \( r_2 \). If \( v(t, x) \) represents mass density at \( x \) at time \( t \), then \( v(t, x) \) satisfies

\[
v_i = [(a(x)v)_x - b(x)v]_x + \left( \frac{\sigma}{\tau} \right) V_2(t) \overline{p}(x),
\]

\[
v'_i(t) = \left( \frac{p_x}{\sigma} \right) V_2(t),
\]

\[
V_2(t) = -\frac{p_x}{\sigma} V_2(t) - \lim_{x \to r_2} [(a(x)v)_x - b(x)v],
\]

or when \( \sigma = 0 \),

\[
v_i = [(a(x)v)_x - b(x)v]_x - p_x^{-1} \overline{p}(x) \lim_{x \to r_2} [(a(x)v)_x - b(x)v].
\]

If \( r_1 \) is also an exit boundary, then there will also be a term involving a limit at \( r_1 \), or more generally there will be terms involving limits in both directions.

In the case \( \sigma = 0 \), if \( v = w(t)y(x) \), the equation in \( y \) is

\[
[(a(x)y)' - b(x)y]' - p_x^{-1} \overline{p}(x) [(a(x)y)' - b(x)y]_x = \lambda y,
\]

where \( \lambda \) is the separation of variable parameter. This equation is similar to Hilb's adjoint equation.

More recently in 1964, Cole [7] discussed the vector system

\[
LY = Y' + P(x)Y = \lambda Y,
\]

\[
\sum_{i=1}^{n} A_i Y(a_i) + \int_{a}^{b} K(x) Y(x) \, dx = 0,
\]

where \(-\infty < a \leq a_1 < \cdots < a_n \leq b < \infty \). He discussed the Green's function, found eigenvalues and associated eigenfunctions, and then derived an eigenfunction expansion. But most important for our purposes, he defined an adjoint operator by

\[
L^+Z = -Z' + P^*(x)Z + K^*(x)\phi = \lambda Z,
\]

\[
Z(a_i^+) - Z(a_i^-) = A_i^* \phi, \quad i = 1, \ldots, n,
\]

\[
Z(a_0^-) = Z(a_0^+) = 0.
\]
where $\phi$ is a matrix parameter. Although Cole did not show it, $\phi$ can be expressed as a linear combination of the boundary values of $Z(Z(a), Z(a_i), i = 1, \ldots, n, Z(b))$.

In 1965 the author [17] attempted to generalize the type of system so that the adjoint system would have the same form. He considered the system

$$LY = Y' + P(x)Y + K_2(x)U_2(Y) = 0,$$
$$U_1(Y) + \int_a^b K_1(x)Y(x) \, dx = 0,$$

where $U_1(Y) = A Y(a) + B Y(b)$, $U_2(Y) = C Y(a) + D Y(b)$ are independent boundary operators, and $K_1(x)$, $K_2(x)$ are integrable matrices.

If $V_1(Z)$, $V_2(Z)$ are the complementary boundary operators for $U_1(Y)$, $U_2(Y)$, i.e.

$$\int_a^b [Z^*(Y' + P Y) - (-Z' + P^*Z)*Y] \, dx = V_1^*(Z)U_1(Y) + V_2^*(Z)U_2(Y),$$

then the adjoint system is

$$L^*Z = -Z' + P^*(x)Z - K_1^*(x)V_1(Z) = 0,$$
$$V_2(Z) + \int_a^b K_2^*(x)Z(x) \, dx = 0.$$

Compatibility conditions and the Green's function were discussed, but with certain technical difficulties. The virtue of this extension is that it permits classical selfadjointness to occur, which was previously impossible.

Even more recently Jones [12] has discussed this last system when $K_2(x) = 0$, exploring the conditions under which it is selfadjoint in the extended sense of Bliss [2], [3] and Reid [22].

Finally the author [18] has recently derived the adjoint system for

$$LY = Y' + P(x)Y + K_2(x)U_2(Y) = 0,$$
$$U_1(Y) + \int_a^b K_1(x)Y(x) \, dx = 0$$

in $L^2(a, b)$ even when $U_1(Y)$, $U_2(Y)$ are defined by matrices which are not necessarily square. The adjoint system may be represented by

$$L^*Z = -Z' + P^*(x)Z - K_1^*(x)\phi,$$
$$-Z(b) + B^*\phi - D^* \int_a^b K_2^*(x)Z(x) \, dx = 0,$$
$$Z(a) + A^*\phi - C^* \int_a^b K_2(x)Z(x) \, dx = 0.$$

Here again the parameter $\phi$ can be eliminated to yield the adjoint system previously defined.
In the remainder of this article we shall discuss the theory of differential-boundary operators and systems. §2 deals with the definition of these objects and the removal of interior points and integrals in the boundary conditions. §3 exhibits solutions to homogeneous and nonhomogeneous problems and defines the Green's function for such problems. §4 derives the adjoint problem in a Hilbert space, gives two representations for it, and derives Green's formula. §5 discusses selfadjoint problems in the sense of Lagrange and in the sense of Bliss-Reid and derives the eigenfunction expansions associated with these problems. §6 discusses nonselfadjoint problems. It shows these problems are not regular in the sense of Birkhoff, but there exist other regularity conditions which in certain circumstances reduce to Birkhoff's conditions. The Green's function is then expanded and an eigenfunction expansion is derived. §7 is concerned with extensions and unsolved problems.

II. Differential-boundary operators. (a) Let us consider a finite interval \([a, b]\) which is divided into \(m\) subintervals \(I_1, \ldots, I_m\) by \(a_1, \ldots, a_m\). I.e., \(a = a_0 < a_1 < \ldots < a_{m-1} < a_m = b\). Let \(A_{ij}\) and \(B_{ij}\), \(i = 1, \ldots, k, j = 1, \ldots, m\), denote constant matrices and \(K_i(x), i = 1, \ldots, k\), denote matrices which are functions of \(x\). If \(Y(x)\) is a column vector, we define the boundary forms \(M_i Y, i = 1, \ldots, k\), by

\[
M_i Y = \sum_{j=1}^{m} \left[ A_{ij} Y(a_{j-1}+) + B_{ij} Y(a_{j-1}^-) \right] + \int_{a}^{b} K_i(x) Y(x) \, dx,
\]

\(i = 1, \ldots, k\), where \(Y(a_{j-1}+)\) denotes the limit of \(Y(x)\) as \(x\) approaches \(a_j\) from above or below.

If \(C_{ij}\) and \(D_{ij}\), \(i = 1, \ldots, l, j = 1, \ldots, m\), denote additional constant matrices, \(H_i(x), i = 1, \ldots, l\), denote additional matrix functions, and \(P(x)\) is a continuous square matrix, we define the differential operator \(L_0\) by

\[
L_0 Y = Y' + P(x)Y + \sum_{i=1}^{l} H_i(x) \left( \sum_{j=1}^{m} C_{ij} Y(a_{j-1}^+) + D_{ij} Y(a_{j-1}^-) \right).
\]

We define the differential-boundary system \(\mathcal{S}\) by

\[
\mathcal{S}: \quad L_0 Y = 0,
\]

\[
M_i Y = 0, \quad i = 1, \ldots, k.
\]

It was shown [18] that the proper adjoint system for \(\mathcal{S}\) is

\[
L_0^* Z = -Z' + P^*(x)Z - \sum_{i=1}^{k} K_i^*(x) \Phi_i = 0,
\]

\[
\mathcal{S}^+: \quad -Z(a_j^+) + \sum_{i=1}^{k} B_{ij}^* \Phi_i - \sum_{i=1}^{l} D_{ij}^* \int_{a}^{b} H_i^*(x) Z(x) \, dx = 0,
\]

\[
Z(a_{j-1}^+) + \sum_{i=1}^{k} A_{ij}^* \Phi_i - \sum_{i=1}^{l} C_{ij}^* \int_{a}^{b} H_i^*(x) Z(x) \, dx = 0, \quad j = 1, \ldots, m,
\]

where \(\Phi_i\) are appropriate parametric matrices. Hence we use it as the definition for \(\mathcal{S}^+\).
It is these systems and their nonhomogeneous counterparts we wish to study. (b) It is possible to reduce $\mathcal{S}$ and $\mathcal{S}^+$ to more manageable forms which do not involve interior points as boundary points. In each interval $I_i = [a_{i-1}, a_i]$ we denote the variable $x$ by $x_j$ as $j = 1, \ldots, m$. We denote the vector $\mathbf{v}$ by

$$\mathbf{v} = \begin{pmatrix} Y(x_1) \\ Y(x_2) \\ \vdots \\ Y(x_m) \end{pmatrix},$$

where the first components are evaluated in $I_1$, the second set in $I_2$, etc. If $\mathcal{S}$ is defined by

$$\begin{bmatrix} P(x_1) & 0 & \cdots & 0 \\ 0 & P(x_2) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & P(x_m) \end{bmatrix},$$

if $\mathcal{A} = (A_{ij})$, $\mathcal{B} = (B_{ij})$, $\mathcal{C} = (C_{ij})$, $\mathcal{D} = (D_{ij})$, and if $\mathcal{X} = (X_j(x_j))$, $\mathcal{H} = (H_j(x_j))$, then $\mathcal{S}$ is equivalent to

$$\begin{align*}
\mathcal{L}_b \mathbf{v} &= \mathbf{v}' + \mathcal{D} \mathbf{v}' + \mathcal{H} [\mathcal{C} \mathbf{v}(A) + \mathcal{D} \mathbf{v}(B)] = 0, \\
\mathcal{X} \mathbf{v}(A) + \mathcal{B} \mathbf{v}(B) + \int_A^B \mathcal{X}(X) \mathbf{v}(X) \, dX &= 0,
\end{align*}$$

where $A$ consists of the $m$-tuple $(a_0^+, a_1^+, \ldots, a_{m-1}^+)$, $B$ consists of $(a_1^-, a_2^-, \ldots, a_m^-)$ and $X$ is $(x_1, x_2, \ldots, x_m)$.

If $\mathcal{F}$ and $\Phi$ are defined by

$$\mathcal{F} = \begin{pmatrix} Z(x_1) \\ Z(x_2) \\ \vdots \\ Z(x_m) \end{pmatrix}, \quad \Phi = \begin{pmatrix} \Phi_1 \\ \Phi_2 \\ \vdots \\ \Phi_n \end{pmatrix},$$

then $\mathcal{S}^+$ is equivalent to

$$\begin{align*}
\mathcal{L}_b \mathcal{F} &= -\mathcal{F}' + \mathcal{D}^* \mathcal{F} - \mathcal{H}^* \Phi = 0, \\
\mathcal{F}(A) + \mathcal{D}^* \Phi - \mathcal{C}^* \int_A^B \mathcal{H}^*(X) \mathcal{F}(X) \, dX &= 0, \\
-\mathcal{F}(B) + \mathcal{B}^* \Phi - \mathcal{D}^* \int_A^B \mathcal{H}^*(X) \mathcal{F}(X) \, dX &= 0.
\end{align*}$$

In this form the systems do not involve interior boundary points. If this does not suit the whim of the reader, we remark that each of the variables $x_j$ may be expressed in terms of a single variable $t$ which reduces the number of independent variables to 1. This was done previously by Mansfield [19] while studying interior point boundary conditions only. It introduces certain complications we prefer to avoid.
We also remark that this notational stunt is so effective in handling a finite number of interior boundary points that henceforth we may assume there are no interior boundary points.

(c) It is now possible to evaluate the parameter occurring in the adjoint system. We assume that there are no interior boundary points, and that the boundary operators \( AY(a) + BY(b) \) and \( CY(a) + DY(b) \) form a row-wise complete independent set. \( \mathcal{S} \) and \( \mathcal{S}^+ \) thus have the form

\[
\mathcal{S} : \quad L_0 Y = Y' + P(x) Y + H(x)[CY(a) + DY(b)] = 0,
\]

(2.10) \[
AY(a) + BY(b) + \int_a^b K(x) Y(x) \, dx = 0.
\]

(2.11) \[
LZ^+ = -Z' + P^*(x)Z - K^*(x)\phi = 0,
\]

\[
\mathcal{S}^+ : \quad Z(a) + B^*\phi - C^* \int_a^b H^*(x)Z(x) \, dx = 0,
\]

(2.12) \[
-(Z(b) + A^*\phi - D^* \int_a^b H^*(x)Z(x) \, dx = 0.
\]

It is well known [2] that Green's formula for \( L Y = Y' + P(x) Y \) and its adjoint \( L^+ Z = -Z' + P^*(x) Z \) can be written as

\[
\int_a^b [Z^* (LY) - (L^+ Z)^* Y] \, dx = [AZ(a) + BZ(b)]^*[AY(a) + BY(b)]
+ [CZ(a) + DZ(b)]^*[CY(a) + DY(b)],
\]

where \( A, B, C, D \) are appropriate matrices which satisfy

\[
((-A^* - C^*) \begin{bmatrix} A & B \\ B^* & D^* \end{bmatrix} = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}
\]

and \( I \) is the identity matrix of appropriate dimensions. Since these matrices are inverses, the order of multiplication may be reversed, yielding

\[
-A^* A^* + B B^* = I,
-AC^* + BD^* = 0,
-C^* A^* + D B^* = 0,
-CC^* + DD^* = I.
\]

If the first adjoint boundary condition is multiplied by \(-A\), the second by \(B\), and then they are added, we find that \( \phi = [AZ(a) + BZ(b)] \). If the first adjoint boundary condition is multiplied by \( C \), the second by \(-D\), we find, upon adding, that

\[
CZ(a) + DZ(b) + \int_a^b H^*(x)Z(x) \, dx = 0.
\]

Therefore \( \mathcal{S}^+ \) can be written as

\[
L_0^+ Z = -Z' + P^*(x) Z - K^*(x)[AZ(a) + BZ(b)] = 0,
\]

(2.13) \[
\mathcal{S}^+ : \quad CZ(a) + DZ(b) + \int_a^b H^*(x)Z(x) \, dx = 0.
\]
(d) Even more remarkable, the differential-boundary systems $S$ and $S^+$ may be written as ordinary differential systems with end point (no integrals) boundary conditions. Define $U$ by letting $U' = K(x) Y, U(a) = A Y(a)$. Then

$$U = \int_a^x K(\xi) Y(\xi) \, d\xi + A Y(a),$$

and $U(b) = -B Y(b)$. Further let $S = CY(a) + DY(b)$. Then $S$ is equivalent to

$$
\begin{pmatrix}
Y' \\
U \\
S
\end{pmatrix} =
\begin{pmatrix}
-P & 0 & -H \\
K & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
Y \\
U \\
S
\end{pmatrix},
$$

(2.15)

\begin{align}
&
\begin{pmatrix}
A & -I & 0 \\
0 & 0 & 0 \\
C & 0 & -\frac{1}{2}I
\end{pmatrix}
\begin{pmatrix}
Y(a) \\
U(a) \\
S(a)
\end{pmatrix}
&+
\begin{pmatrix}
0 & 0 & 0 \\
B & I & 0 \\
D & 0 & -\frac{1}{2}I
\end{pmatrix}
\begin{pmatrix}
Y(b) \\
U(b) \\
S(b)
\end{pmatrix}
= 0.
\end{align}

(2.16)

The adjoint system $S^+$ in this setting, as demanded by the theory of ordinary differential equations, is

$$
\begin{pmatrix}
Z' \\
V \\
T
\end{pmatrix} =
\begin{pmatrix}
-P^* & K^* & 0 \\
0 & 0 & 0 \\
-H^* & 0 & 0
\end{pmatrix}
\begin{pmatrix}
Z \\
V \\
T
\end{pmatrix},
$$

(2.17)

\begin{align}
&
\begin{pmatrix}
I & A^* & C^* \\
0 & 0 & D^* \\
0 & 0 & I
\end{pmatrix}
\begin{pmatrix}
Z(a) \\
V(a) \\
T(a)
\end{pmatrix}
&+
\begin{pmatrix}
I & -B^* & D^* \\
0 & 0 & I
\end{pmatrix}
\begin{pmatrix}
Z(b) \\
V(b) \\
T(b)
\end{pmatrix}
= 0.
\end{align}

(2.18)

This is, in fact, equivalent to the preceding definition (2.11), (2.12). There is also an adjoint form similar to (2.15), (2.16) which comes from (2.13), (2.14). We will not need it.

We should finally note that in (2.15), (2.16) $Y$ is the dependent variable, $U$ the boundary condition variable, and $S$ is the boundary operator variable, but in (2.17), (2.18), while $Z$ is the dependent variable, the boundary condition variable is $T$, and the boundary operator variable is $V$. These last two are in reversed order.

We shall use these representations throughout the remainder of the paper.

III. Solutions. (a) It might be supposed that the existence of solutions to the equation

$$Y' + P(x)Y + H(x)[CY(a) + DY(b)] = 0$$

(3.1)

is guaranteed by the first part of its representation (2.8), or directly by defining $S = [CY(a) + DY(b)]$ and considering

$$Y' + P(x)Y + H(x)S = 0, \quad S' = 0,$$
which is a homogeneous system of ordinary differential equations. However neither of these techniques completely determines $S$, which is related to the boundary values of $Y$. This is seen in the need of both (2.15) and (2.16) in order to precisely define $S$.

In addition, if Picard's method of iteration is used, the feedback-like nature of $S$ is sufficient to force the successive iterations to diverge. Thus we proceed in a slightly different manner.

For the sake of preciseness, let us suppose that the sizes of the matrices $Y$, $P$, $H$, $C$, $D$ are $n \times 1$, $n \times n$, $n \times m$, $m \times n$, $m \times n$. We shall prove

3.1. Theorem. Equation (3.1) possesses $n$ linearly independent solutions.

Proof. Let

$$G_0(x, t) = \begin{cases} \frac{1}{2} Y_n(x) Z_n(t), & t < x, \\ -\frac{1}{2} Y_n(x) Z_n(t), & t > x, \end{cases}$$

where $Y_n$ is a fundamental matrix for $Y' + P(x) Y = 0$, $Z_n$ is a fundamental matrix for $-Z' + Z P(x) = 0$, and $Z_n(x) Y_n(x) = I$, the identity matrix. Then

$$Y = Y_n(x) C_1 - \int_a^b G_0(x, t) H(t) dt [C Y(a) + D Y(b)]$$

for some $C_1$ and some $[C Y(a) + D Y(b)]$.

Evaluating $[C Y(a) + D Y(b)]$, we find

$$[C Y_n(a) + D Y_n(b)] C_1 = \left( I + \int_a^b [C G_0(a, t) + D G_0(b, t)] H(t) dt \right) [C Y(a) + D Y(b)].$$

This is a set of $m$ linear equations, with $C_1$ possessing $n$ components. We wish to choose $[C Y(a) + D Y(b)]$ so that the equations will have a unique solution.

Let rank $[C Y_n(a) + D Y_n(b)] = r$, $r \leq n$.

Case 1. $m > r$. The equations must be chosen so they are consistent. Having chosen $r$ linearly independent equations with arbitrary right sides (components of $\{ \cdot \}[C Y(a) + D Y(b)]$), we find the remaining left sides are linear combinations of those chosen. Therefore the remaining right sides must be the same linear combination. This is possible, since, until now, the components of $[C Y(a) + D Y(b)]$ have been arbitrary. We now have $r$ equations in $n$ unknowns ($C_1$) for which we can find solutions.

Subcase 1. $r = n$. In this instance we have $n$ equations in $n$ unknowns, and $C_1$ is uniquely determined in terms of the components of $[C Y(a) + D Y(b)]$.

Subcase 1. $r < n$. Here there exists a matrix $C_1$ with rank $n - r$ such that $[C Y_n(a) + D Y_n(b)] C_1 = 0$. If $Y = Y_n(x) C_1$, then we find $Y$ consists of $n - r$ independent columns, each of which is a solution.

The procedure outlined in Subcase 1, $n = r$, in this instance yields $r$ independent solutions. Since the difference between any two of them is a solution of the kind found in the first paragraph, we have found $n$ independent solutions.
Case 2. \( m = r \). Here we have the same situation as occurred in Case 1 after the initial reduction in the number of equations.

Case 3. \( m < r \). This is impossible.

We can now state the following

3.2. Theorem. Consider the system \( \mathcal{S} \) which consists of

\[
Y' + P(x) Y + H(x) [CY(a) + D Y(b)] = 0, \\
AY(a) + BY(b) + \int_a^b K(x) Y(x) \, dx = 0,
\]

where the matrices \( Y, P, C, D, H, A, B, K \) are \( n \times 1, n \times n, m \times n, m \times n, n \times m, p \times n, p \times n, p \times n \). Let \( Y_0 \) be a fundamental set of solutions of (3.1), then \( \mathcal{S} \) is compatible (possesses solutions) if and only if

\[
\text{rank} \left[ A Y_0(a) + B Y_0(b) + \int_a^b K(x) Y_0(x) \, dx \right] = r < n.
\]

If \( r < n \), there exist \( n - r \) solutions to \( \mathcal{S} \).

The standard proof is applicable here.

(b) While preceding theorems show the existence of solutions to (3.1) and under what conditions \( \mathcal{S} \) possesses solutions, the results are relatively useless for computational purposes. It is much more useful to use the representation (2.15) and \( Y_n, Z_n \), the fundamental matrices for \( Y' + P(x) Y = 0, \quad -Z' + ZP(x) = 0 \). In particular where \( \mathcal{S} \) is incompatible (possesses no solutions), the nonhomogeneous boundary value problem

\[
Y' + P(x) Y + H(x) [CY(a) + D Y(b)] = F(x), \\
NH: \quad A Y(a) + B Y(b) + \int_a^b K(x) Y(x) \, dx = 0
\]

is readily solved using the matrix representation.

We consider \( NH \) in matrix form

\[
\begin{pmatrix}
Y \\
U \\
S
\end{pmatrix}' + 
\begin{pmatrix}
P & 0 & H \\
-K & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
Y \\
U \\
S
\end{pmatrix} = 
\begin{pmatrix}
F \\
0 \\
0
\end{pmatrix},
\]

\[
\begin{pmatrix}
A & -I & 0 \\
0 & 0 & 0 \\
C & 0 & -\frac{1}{4}I
\end{pmatrix}
\begin{pmatrix}
Y(a) \\
U(a) \\
S(a)
\end{pmatrix} + 
\begin{pmatrix}
0 & 0 & 0 \\
B & I & 0 \\
D & 0 & -\frac{1}{4}I
\end{pmatrix}
\begin{pmatrix}
Y(b) \\
U(b) \\
S(b)
\end{pmatrix} = 0.
\]

It is readily seen that (3.3), (3.4) and (3.5), (3.6) are equivalent.
To find the fundamental matrix for the homogeneous system (2.15), we solve (2.15) with initial conditions at a of

\[
\begin{pmatrix} I \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \begin{pmatrix} 0 \\ I \\ 0 \\ 0 \end{pmatrix}, \quad \text{and} \quad \begin{pmatrix} 0 \\ 0 \\ 0 \\ I \end{pmatrix}.
\]

These solutions, written consecutively in columns, form the fundamental matrix \( \mathcal{P}(x) \), which is

\[
\mathcal{P}(x) = \begin{pmatrix}
Y_n(x)Z_n(a) & 0 & -\int_a^x Y_n(x)Z_n(\xi)H(\xi) \, d\xi \\
\int_a^x K(\xi)Y_n(\xi) \, d\xi Z_n(a) & I & -\int_a^x \int_a^\xi K(u)Y_n(u)Z_n(\xi)H(\xi) \, d\xi \, du \\
0 & 0 & I
\end{pmatrix}.
\]

Applying the boundary condition (2.16), we have

\[
3.3. \text{ Theorem} \quad \text{The system } \mathcal{S} \text{ is compatible if and only if the rank of}
\]

\[
A = \begin{pmatrix} Y_n(b)Z_n(a) & I & -B \int_a^b Y_n(b)Z_n(\xi)H(\xi) \, d\xi \\
C + D Y_n(b)Z_n(a) & 0 & -D \int_a^b Y_n(b)Z_n(\xi)H(\xi) \, d\xi - I
\end{pmatrix} = r < 3n.
\]

In that case there exists a column matrix

\[
\begin{pmatrix} C_1 \\ C_2 \\ C_3 \end{pmatrix}
\]

such that when the boundary condition (2.16) is applied to

\[
\mathcal{P}(C_1 C_2 C_3),
\]

the resulting matrix is a column of zeros.

3.4. Corollary. Let \( H, C, D, A, B, K \) be \( n \times n \) matrices. Then \( \mathcal{S} \) is compatible if and only if

\[
A = \begin{pmatrix} Y_n(b)Z_n(a) & I & -B \int_a^b Y_n(b)Z_n(\xi)H(\xi) \, d\xi \\
C + D Y_n(b)Z_n(a) & 0 & -D \int_a^b Y_n(b)Z_n(\xi)H(\xi) \, d\xi - I
\end{pmatrix} = 0.
\]
We note that the solution to (3.1) as given by the fundamental matrix is

\[ Y_0 = Y_n(x)Z_n(A)C_1 - \int_a^x Y_n(x)Z_n(\xi)H(\xi) \, d\xi C_3. \]

From the third line of (3.9) we see that

\[ [C + D Y_n(b)Z_n(a)]C_1 = \left[ I + D \int_a^b Y_n(b)Z_n(\xi)H(\xi) \, d\xi \right] C_3. \]

If \([C + D Y_n(b)Z_n(a)]^{-1}\) exists, \(C_1\) may be eliminated to yield

\[ Y_0 = Y_n(x)[C Y_n(a) + D Y_n(B)]^{-1} \left[ I - C Y_n(a) \int_a^x Z_n(\xi)H(\xi) \, d\xi \right. \]

\[ \left. + D Y_n(b) \int_x^b Z_n(\xi)H(\xi) \, d\xi \right] C_3, \]

the solution previously derived in [17].

If the determinant (3.9) is nonzero, then standard variation of parameters solves (3.5)–(3.6). The first component solves (3.3)–(3.4).

We note in passing that \(\mathcal{B}_n(x)\) possesses an inverse which is

\[ \mathcal{B}_n(x)^{-1} = \begin{pmatrix} Y_n(a)Z_n(x) & 0 & \int_a^x Y_n(a)Z_n(\xi)H(\xi) \, d\xi \\ -\int_a^x K(\xi)Y_n(\xi) \, d\xi Z_n(x) & I & \int_a^x K(\eta)Y_n(\eta)Z_n(\xi)H(\xi) \, d\xi \, d\eta \\ 0 & 0 & I \end{pmatrix}. \]

This, of course, solves the adjoint equation (2.17).

IV. The adjoint problem in Hilbert space. (a) In §II ((2.3)–(2.4), (2.11)–(2.12), (2.13)–(2.14)) we gave various equivalent definitions for the adjoint system \(\mathcal{S}^*\). These forms formally satisfy an extended form of Green’s formula. Therefore in the Hilbert space \(L^2(a, b)\) if we define an operator \(L_\alpha\) by the expression (2.9) on a domain restricted by (2.10), then the operator \(L_\alpha^*\) defined by (2.13) with domain restricted by (2.14) is a restriction of the adjoint operator \(L_\alpha^*\). Our purpose now is to show that the inclusion relationship is in fact an equality, and to derive the extended Green’s formula.

We let \(\mathcal{H}\) be the Hilbert space of \(n \times 1\) matrices defined on the finite interval \([a, b]\), whose components are in \(L^2(a, b)\) and whose inner product is given by

\[ (X, Y) = \sum_{i=1}^n \int_a^b x_i(x)y_i(x) \, dx = \int_a^b Y^*(x)X(x) \, dx. \]
We let $P(x)$ be a continuous $n \times n$ matrix. We let $A$, $B$, $K(x)$ be $p \times n$ matrices, where $K(x)$ is row-wise in $H$. We let $C$, $D$ be $m \times n$ matrices, and $H(x)$ be an $n \times m$ matrix which is column-wise in $H$. We finally assume that $m + p = 2n$ and that the $2n \times 2n$ matrix

\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\]

has rank $2n$. Thus the rows of $(A : B)$ and $(C : D)$ are all linearly independent.

The boundary form $MY$ is defined by

\[
MY = AY(a) + BY(b) + \int_a^b K(x)Y(x) \, dx.
\]  

We now define the domain $D_0$ by letting $D_0$ be the set of all $n \times 1$ matrices $Y$ satisfying

1. $Y$ is in $H$.
2. $Y$ is absolutely continuous in $[a, b]$.
3. $Y' + P(x)Y$ is in $H$.

We define the domain $D$ by letting $D$ be the set of all $n \times 1$ matrices $Y$ satisfying

1. $Y$ is in $D_0$.
2. $MY = 0$.

We now define the operator $L_b$ by

\[
L_b Y = Y' + P(x)Y + H(x)[CY(a) + DY(b)]
\]

for all $Y$ in $D$.


Proof. The case where $K$ is identically 0 is well known. Thus we assume $K$ is not identically 0. Let $H_0$ be those matrices $Y$ such that

1. $Y$ is in $D_0$.
2. $Y(a) = 0, Y(b) = 0$.
3. $\int_a^b K(x)Y(x) \, dx = 0$.

Then $H_0 \subset D \subset H$. Let $H'$ be the subspace of $H$ spanned by the columns of $K^*$. Then $H_0$ is orthogonal to $H'$. Clearly $H_0$ is dense in $H^\perp$. Thus $D$ is dense in $H^\perp$.

Now suppose $D$ is not dense in $H$. There then exists an element $\ell$ in $H, \ell \neq 0$, such that $\int_a^b \ell^*(x)Y(x) \, dx = 0$ for all $Y$ in $D$. Hence $\ell = \sum_{i=1}^p \alpha_i K_i^*$ where $K_i^*$ denotes the columns of $K^*$, conjugate transposes of the rows of $K$. Thus if

\[
\alpha = \begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_p
\end{pmatrix},
\]

$\ell = K^*\alpha$, and $\ell^* = \alpha^*K$. Thus for any $Y$ in $D$, $\alpha^* \int_a^b K(x)Y(x) \, dx = 0$.

We see from (4.2) and the definition of $D$ that this implies $\alpha^*[AY(a) + BY(b)] = 0$ for all $Y$ in $D$. Since the rows of $(A : B)$ are independent and $\alpha_i, i = 1, \ldots, p,$ are not
all 0, by relabelling we may assume that the terms $\alpha^* [AY(a) + BY(b)]$ and $\alpha^* \int_a^b K(x) Y(x) \, dx$ form the first row of the boundary condition (4.2). Thus $A_1 Y(a) + B_1 Y(b) = 0$ and $\int_a^b K_1(x) Y(x) \, dx = 0$ for all $Y$ in $D$. Here again $(A_1 : B_1)$ denotes the first row of $(A : B)$.

We now choose $U$ in $D_0$ such that

$$A_1 U(a) + B_1 U(b) \neq 0,$$

$$A_i U(a) + B_i U(b) + \int_a^b K_i(x) U(x) \, dx = 0, \quad i = 2, \ldots, p.$$ 

We choose $V$ in $D_0$ such that $V(a) = 0$, $V(b) = 0$, $\int_a^b \|K_i - V\| \, dx < \delta$, where $\delta$ is to be chosen shortly, $\int_a^b K_i V \, dx = 0$, $i = 2, \ldots, p$. Since

$$\int_a^b K_i(x) V(x) \, dx = \int_a^b \|K_i\|^2 \, dx + \int_a^b K_i [V - K_i^*] \, dx,$$

if $\delta$ is sufficiently small $\int K_i(x) V(x) \, dx \neq 0$.

Now let $W = U + \beta V$, where

$$\beta = -\left[ A_1 U(a) + B_1 U(b) + \int_a^b K_1(x) U(x) \, dx \right] / \int_a^b K_1(x) V(x) \, dx.$$ 

Then $W$ is in $D$, but $A_1 W(a) + B_1 W(b) \neq 0$, and we have a contradiction.

Since $D$ is dense in $H$, the operator $L_0$ has a uniquely defined adjoint $L_0^*$ (see [23, p. 299]). We find it by employing a series of lemmas.

4.2. Lemma. If $Z$ is in the domain of $L_0^*$, then $Z$ is absolutely continuous in $[a, b]$. There exists a linear functional matrix $\phi$ such that

$$(4.4) \quad L_0^* Z = -Z' + P^*(x)Z - K^*(x)\phi.$$ 

Proof. If $Y$ is in $H_0$, then

$$\int_a^b (L_0^* Z)^* Y \, dx = \int_a^b Z^*(x)(Y' + P(x) Y) \, dx.$$ 

Thus

$$\int_a^b Z^* Y' \, dx = \int_a^b (L_0^* Z - P^*(x)Z)^* Y \, dx.$$ 

Since $Y$ vanishes at $a$ and $b$, integration by parts on the right yields

$$(4.5) \quad \int_a^b \left[ Z + \int_a^x (L_0^* Z - P^*(t)Z) \, dt \right] Y' \, dx = 0.$$ 

We therefore have an expression of the form $\int_a^b J^* Y' \, dx = 0$ for all $Y$ in $H_0$. It is clear that $\int_a^b J^* Y \, dx = 0$ if and only if $\int_a^b \left[ \int_a^x J^* \, dt \right] Y' \, dx = 0$. In particular this implies that $Y'$ is orthogonal to $J$'s which are constant. If $Y'$ is orthogonal to an element $J$ which is not constant and not an integral of an element in $H$, then,
assuming that \( J \) has been made orthogonal to those elements as well, we find for \( \xi \) in \( \mathcal{K} \)

\[
\int_a^b \left( \int_a^x \xi^* \, dt \right) J \, dx = -\int_a^b \xi^* \left( \int_a^x J \, dt \right) \, dx,
\]

\[
= 0,
\]

since \( J \) being orthogonal to constants implies that \( \int_a^x J \, dx \) vanishes at both \( a \) and \( b \). Thus \( \int_a^x J \, dx \) is in \( \mathcal{K}_0 \) and \( J \) is an acceptable \( Y' \). But then \( J \) is orthogonal to itself and is 0. Thus

\[
Z + \int_a^x \left( L_{\phi}^* Z - P^*(t) Z \right) \, dt = -\int_a^x K^*(t) \, dt \phi + C.
\]

Since the last three terms are differentiable a.e., \( L_{\phi}^* Z = -Z' + P^*(x) Z - K^*(x) \phi \).

4.3. Lemma. If \( Z \) is in the domain of \( L_{\phi}^* \), then \( Z \) satisfies

\[
Z(a) + A^* \phi - C^* \int_a^b H^*(x) Z(x) \, dx = 0,
\]

(4.6)

\[
-Z(b) + B^* \phi - D^* \int_a^b H^*(x) Z(x) \, dx = 0,
\]

or in nonparametric form,

\[
(4.7)
CZ(a) + DZ(b) + \int_a^b H^*(x) Z(x) \, dx = 0.
\]

Further

\[
(4.8) \quad \phi = [\tilde{A} Z(a) + \tilde{B} Z(b)].
\]

Proof. We compute

\[
0 = \int_a^b \left[ Z^*(L_{\phi} Y) - (L_{\phi}^* Z)^* Y \right] \, dx,
\]

\[
= Z^*(b) Y(b) - Z^*(a) Y(a) + \phi^* \int_a^b K(x) Y(x) \, dx
\]

\[
+ \left[ \int_a^b H^*(x) Z(x) \, dx \right]^* [C Y(a) + D Y(b)],
\]

\[
= [\tilde{A} Z(a) + \tilde{B} Z(b)]^* [A Y(a) + B Y(b)]
\]

\[
+ [\tilde{C} Z(a) + \tilde{D} Z(b)]^* [C Y(a) + D Y(b)]
\]

\[
- \phi^* [A Y(a) + B Y(b)]
\]

\[
+ \left[ \int_a^b H^*(x) A(x) \, dx \right]^* [C Y(a) + D Y(b)],
\]

\[
= [\tilde{A} Z(a) + \tilde{B} Z(b) - \phi]^* [A Y(a) + B Y(b)]
\]

\[
+ [\tilde{C} Z(a) + \tilde{D} Z(b) + \int_a^b H^*(x) Z(x) \, dx]^* [C Y(a) + D Y(b)].
\]
Now for each nonzero row $K_i$, the $i$th component of the first $Y$ boundary condition may be arbitrary. Thus the $i$th component of $\phi$ is determined. If the $i$th row of $K$, $K_i$, is 0, then the $i$th component of $\phi$ is unneeded and may be defined as indicated. Since the second $Y$ boundary condition is arbitrary, $Z$ satisfies (4.7).

If we use the relations concerning $A$, $B$, $C$, $D$, $\tilde{A}$, $\tilde{B}$, $\tilde{C}$, $\tilde{D}$ in §2, the conditions (4.6) follow from (4.7) and (4.8).

We now denote by $D^*_{\infty}$ those $n \times 1$ matrices $Z$ which satisfy
1. $Z$ is in $\mathcal{H}$.
2. $Z$ is absolutely continuous in $[a, b]$.
3. $-Z' + P^*(x)Z$ is in $\mathcal{H}$.

We denote by $D^*$ those $n \times 1$ matrices $Z$ which satisfy
1. $Z$ is in $D^*_{\infty}$.
2. $\mathcal{C}Z(a) + \mathcal{D}Z(b) + \int_a^b H^*(x)Z(x) \, dx = 0$.

The preceding lemmas have shown that the operator $-Z' + P^*(x)Z - K^*(x) \times [\tilde{A}Z(a) + \tilde{B}Z(b)]$, whose domain is $D^*$, contains $L^*_{\infty}$. The converse of this statement is a trivial computation. We are therefore led to

4.4. Theorem. The domain of $L^*_{\infty}$ is $D^*$. For all $Z$ in $D^*$,

$$L^*_{\infty}Z = -Z' + P^*(x)Z - K^*(x)[\tilde{A}Z(a) + \tilde{B}Z(b)].$$

The reason for generalizing the operator (adding the boundary term) should now be clear: the adjoint operator has the same form as the original. The domains are also determined by the same kind of boundary conditions.

(b) We can now write Green's formula for these differential-boundary operators.

4.5. Theorem. Let $Y$ be in $D_0$ and $Z$ be in $D^*_{\infty}$. Then

$$\int_a^b \{Z^*(Y' + P(x)Y + H(x)[C Y(a) + D Y(b)])$$

$$-(-Z' + P^*(x)Z - K^*(x)[\tilde{A}Z(a) + \tilde{B}Z(b)])^* Y\} \, dx$$

$$= [\tilde{A}Z(a) + \tilde{B}Z(b)]^* \left[ A Y(a) + B Y(b) + \int_a^b K(x) Y(x) \, dx \right]$$

$$+ \left[ \mathcal{C}Z(a) + \mathcal{D}Z(b) + \int_a^b H^*(x)Z(x) \, dx \right]^* [C Y(a) + D Y(b)].$$

The proof easily follows from the comments preceding (2.13)-(2.14). This formula was derived earlier in [17] under more restrictive conditions.

4.6. Corollary. Let $Y$ be in $D$ and $Z$ be in $D^*$. Then

$$\int_a^b [Z^*(L_b Y) - (L^*_b Z)^* Y] = 0.$$
We comment finally that since the system $\mathcal{S}^+$ generates $L_b^*$ by $L_b^*$ (see 2.13) and generates $D^*$ by the boundary condition (see 2.14), we will no longer observe any distinction between the concepts of defined adjoint system and adjoint operator.

V. Selfadjoint problems. (a) Systems are selfadjoint in the sense of Lagrange if $L_b^*=L_b^*$. Because of the change in the sign of the derivative term, however, this is impossible without some modification. It is therefore convenient to replace $L_b$ and $L_b^*$ by

\begin{align}
T_b Y &= (1/i) Y' + P(x) Y + H(x)[C Y(a) + D Y(b)], \\
T_b^* Z &= (1/i) Z' + P^*(x) Z - K^*(x)[\tilde{A} Z(a) + \tilde{B} Z(b)].
\end{align}

$Y$ in $D$ and $Z$ in $D^*$ are determined by boundary conditions (4.2) and (4.9) as before, but the coefficients $\tilde{A}$, $\tilde{B}$, $\tilde{C}$, $\tilde{D}$ must be modified so that

\begin{equation}
\int_a^b \{ Z^*[1/(1/i) Y' + P(x) Y] - [(1/i) Z' + P^*(x) Z]^* Y \} \, dx \\
= [\tilde{A} Z(a) + \tilde{B} Z(b)]^*[A Y(a) + B Y(b)] + [\tilde{C} Z(a) + \tilde{D} Z(b)]^*[C Y(a) + D Y(b)].
\end{equation}

Selfadjointness now occurs when $T_b = T_b^*$.

5.1. Theorem. $T_b$ is selfadjoint if and only if

\begin{align}
1. \quad & P(x) = P^*(x). \\
2. \quad & m = p = n. \text{ Thus all matrices are } n \times n \text{ matrices.} \\
3. \quad & K(x) = -i[A C - B D^*] H^*(x). \\
4. \quad & A A^* = B B^*. \\
5. \quad & H(x)[C C^* - D D^*] = 0.
\end{align}

We note that if $H(x)$ (or $K(x)$) = $0$, conditions 1–5 reduce to the well-known results for ordinary differential systems.

Proof. Let $T_b$ be selfadjoint. Then 1 is trivial. 2 results from comparing the number of boundary conditions defining $D$ and $D^*$. To prove 3 we note that for $Y$ in $D$, both

\begin{align}
AY(a) + BY(b) &= -\int_a^b K(x) Y(x) \, dx, \\
\tilde{C} Y(a) + \tilde{D} Y(b) &= -\int_a^b H^*(x) Y(x) \, dx
\end{align}

are satisfied. Since the rows on the left side form $n$ linearly independent boundary conditions each, there must exist a nonsingular constant matrix $E$ such that $A = E \tilde{C}$ and $B = E \tilde{D}$. This implies that $\int_a^b [E H^*(x) - K(x)] Y(x) \, dx = 0$. However, since $D$ is
dense in $\mathcal{H}$, $EH^*(x) - K(x) = 0$. Now (5.3) implies that

\begin{align}
(5.8) & \quad -\tilde{A}A^* + \tilde{B}B^* = -iI, \\
(5.9) & \quad -\tilde{C}C^* + \tilde{D}D^* = 0, \\
(5.10) & \quad -\tilde{C}A^* + \tilde{D}B^* = 0, \\
(5.11) & \quad -\tilde{C}C^* + \tilde{D}D^* = -iI.
\end{align}

Using the last equation, we find $E = -i[AC^* - BD^*]$. Thus we have established 3 and also derived

\begin{align}
(5.12) & \quad A = -i[AC^* - BD^*]C, \\
(5.13) & \quad B = -i[AC^* - BD^*]D.
\end{align}

From these, 4 immediately follows.

To prove 5, we note that

$$\left[H(x)C + K^*(x)\tilde{A}\right]Y(a) + \left[H(x)D + K^*(x)\tilde{B}\right]Y(b) = 0.$$ $$[H(x)C + K^*(x)\tilde{A}]Y(a) + [H(x)D + K^*(x)\tilde{B}]Y(b) = 0.$$ Since this is an extra constraint on all $Y$ in $D$, the coefficients must vanish, and

$$H(x)C + K^*(x)\tilde{A} = 0, \quad H(x)D + K^*(x)\tilde{B} = 0.$$ We multiply the first by $C^*$, the second by $D^*$ and subtract.

Conversely, we first note that (5.8), (5.9), and (5.6) imply (5.12), and (5.10), (5.11) and (5.6) imply (5.13). Further we note that since $(\tilde{A} \tilde{B})$ is nonsingular, so is $(\tilde{A}^* \tilde{B}^*)$. Therefore so is their product, which is

$$\begin{pmatrix}
AA^* - BB^* & AC^* - BD^* \\
CA^* - DB^* & CC^* - DD^*
\end{pmatrix}.$$ Since the upper left is 0, this is nonsingular only when $AC^* - BD^*$ is nonsingular.

Now

$$-K^*(x)[\tilde{A}Y(a) + \tilde{B}Y(b)] = -iH(x)[CA^* - DB^*][AY(a) + BY(b)],$$ $$= H(x)(C + i[CC^* - DD^*]C)Y(a) + H(x)(D + i[CC^* - DD^*]D)Y(b),$$ $$= H(x)[CY(a) + DY(b)].$$ Thus the operators agree in form. Further

$$AY(a) + BY(b) + \int_a^b K(x)Y(x) \, dx$$ $$= -i[AC^* - BD^*] \left[ C Y(a) + D Y(b) + \int_a^b H^*(x)Y(x) \, dx \right].$$ So $D$ and $D^*$ are the same, and $T_b = T_b^*$. 
At this point the situation becomes so remarkably similar to the case of self-adjoint ordinary differential systems that we only need to point to those results for proofs. Specifically, Coddington and Levinson [6, pp. 188–201] is an excellent reference. Therefore we only state the results.

5.2. Theorem. Let $T_b$ be selfadjoint. Then

1. The spectrum of $T_b$ consists of a denumerable set of real eigenvalues with $\infty$ as their only limit point.

2. Each eigenvalue corresponds to at most $n$ eigenfunctions. Eigenfunctions corresponding to different eigenvalues are orthogonal.

3. For each complex number $\lambda$, not an eigenvalue, $(T_b - \lambda I)^{-1}$ exists and can be represented by a unique linear integral operator

$$\int_a^b G(\lambda, x, \xi)f(\xi)\,d\xi.$$ (5.14)

4. The Green's function $G(\lambda, x, \xi)$ satisfies

a. $G(\lambda, x, \xi)$ is continuous in $(\lambda, x, \xi)$ when $a \leq x, \xi \leq b, x \neq \xi$ and $\lambda$ is not an eigenvalue. For fixed $(x, \xi)$, $G(\lambda, x, \xi)$ is meromorphic in $\lambda$.

b. $G(\lambda, x, x-0) - G(\lambda, x, x+0) = iI$.

c. As a function of $x$, for fixed $\xi$,

$$G(\lambda, x, \xi) = \begin{cases} 0 & \text{if} \lambda \text{ is an eigenvalue.} \\ \text{otherwise} & \end{cases}$$ (5.17)

d. As a function of $x$, for fixed $\xi$,

$$MG(\lambda, x, \xi) = 0.$$ (5.18)

5. The eigenfunctions of $T_b$ are complete in $\mathcal{H}$. If they have been arranged so that they are orthonormal (denote them by $\{Y_\nu\}_\nu$), then, when $F$ is in $D$,

$$F = \sum_{\nu} (F, Y_\nu) Y_\nu$$ (5.19)

in the sense of uniform convergence, and in the sense of convergence in the mean for all $F$ in $\mathcal{H}$.

(b) Bliss [2], [3] and Reid [22] have extended the concept of selfadjointness to systems which exhibit many of the properties of selfadjoint systems through a transformation $T(x)$. Specifically, the system

$$Y' + Q(x)Y = \lambda R(x)Y,$$ (5.20)

$$AY(a) + BY(b) = 0$$ (5.21)

with adjoint systems

$$-Z' + Q^*(x)Z = \lambda R^*(x)Z,$$ (5.22)

$$\bar{C}Z(a) + \bar{D}Z(b) = 0$$ (5.23)
is symmetric if there exists a nonsingular matrix \( T(x) \) such that (5.20)–(5.21) is
equivalent to (5.22)–(5.23) for all values of \( \lambda \) under the transformation \( Z = T(x)Y \).
It is easy to see that this occurs if and only if
\[
(5.24) \quad T' - TQ(x) - Q^*(x)T = 0,
\]
\[
(5.25) \quad TR(x) + R^*(x)T = 0,
\]
\[
(5.26) \quad AT(a)^{-1}A^* = BT(b)^{-1}B^*.
\]
Further, (5.26) is equivalent to
\[
(5.27) \quad \bar{C}^*T(a)\bar{C} = \bar{D}^*T(b)\bar{D}.
\]

The system (5.20)–(5.21) is definite if
1. It is symmetric.
2. \( T^*R \) is hermitian and nonnegative.
3. The only solution of \( Y' + Q(x)Y = 0, \quad R(x)Y = 0, \quad AY(a) + BY(b) = 0 \) is \( Y = 0 \).

We wish to apply the results concerning definite, symmetric systems to differen-
tial-boundary systems represented in differential form by (2.15)–(2.16), where
\( P(x) = Q(x) - \lambda R(x) \).

We note in passing that Reid [22] has shown that if \( T \) exists then there exists a
transformation \( T_1 \), which is skew-hermitian, under which (5.20)–(5.21) is definite
and symmetric. We therefore consider skew-hermitian \( T \)'s only.

5.3. Theorem. The system
\[
(5.28) \quad \begin{pmatrix} Y' \\ U \\ S \end{pmatrix} + \begin{pmatrix} Q & 0 & H \\ -K & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} Y \\ U \\ S \end{pmatrix} = \lambda \begin{pmatrix} R & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} Y \\ U \\ S \end{pmatrix},
\]

\[
(5.29) \quad \begin{pmatrix} A - I & 0 & 0 \\ 0 & I & 0 \\ 0 & -\frac{1}{2}I \end{pmatrix} \begin{pmatrix} Y(a) \\ U(a) \\ S(a) \end{pmatrix} + \begin{pmatrix} 0 & 0 & 0 \\ B & I & 0 \\ D & 0 & -\frac{1}{2}I \end{pmatrix} \begin{pmatrix} Y(b) \\ U(b) \\ S(b) \end{pmatrix} = 0
\]
is symmetric under the skew-hermitian transformation
\[
\begin{pmatrix} T_{11} & T_{12} & T_{13} \\ -T_{12}^* & T_{22} & T_{23} \\ -T_{13}^* & -T_{23}^* & T_{33} \end{pmatrix}
\]
if and only if
1. (a) \( T_{11}' - T_{11}Q - Q^*T_{11} + T_{12}K - K^*T_{12} = 0 \).
   (b) \( T_{12}' + K^*T_{22} - Q^*T_{12} = 0 \).
   (c) \( T_{13}' - T_{11}H - Q^*T_{13} + K^*T_{23} = 0 \).
   (d) \( T_{22} = 0 \).
   (e) \( T_{23}' + T_{23}H = 0 \).
   (f) \( T_{33}' + T_{33}H - H^*T_{13} = 0 \).
2. (a) \( T_{11}R + R^*T_{11} = 0 \).
   (b) \( R^*T_{12} = 0 \).
   (c) \( R^*T_{13} = 0 \).

3. (a) \( T_{11}(a) - A^*T_{12}(a) + T_{12}(a)A + A^*T_{22}(a)A = 4C^*T_{33}(b)C \).
   (b) \( T_{11}(b) + B^*T_{12}(b) - T_{12}(b)B + B^*T_{22}(b)B = 4D^*T_{33}(a)D \).
   (c) \( T_{13}(a) + A^*T_{23}(a) = -2C^*T_{33}(a) \).
   (d) \( T_{13}(b) - B^*T_{23}(b) = -2D^*T_{33}(b) \).
   (e) \( T_{33}(a) = T_{33}(b) \).

The proof follows from applying (5.24), (5.25) and (5.27).

5.4. THEOREM. The system (5.28)–(5.29) is definite if and only if
1. It is symmetric.
2. \( T_{11}R \) is hermitian and nonnegative.
3. The only solution of
\[
Y' + Q(x)Y + H(x)[C^*Y(a) + D^*7(A)] = 0,
R(x)Y = 0,
AY(a) + BY(b) + \int_a^b K(x)Y(x)\,dx = 0
\]
is \( Y = 0 \).

Of particular interest is the situation in which \( R \) is nonsingular such as in §5(a) where \( R = iI \).

5.5. COROLLARY. If (5.28)–(5.29) is symmetric and \( R \) is nonsingular, then (5.28)–(5.29) is definite and
1. (a) \( T_{11} - T_{11}Q - Q^*T_{11} = 0 \).
   (b) \( K^*T_{22} = 0 \).
   (c) \(-T_{11}H + K^*T_{23} = 0 \).
   (d) \( T_{22} = 0 \).
   (e) \( T_{23} = 0 \).
   (f) \( T_{33} = 0 \).
2. (a) \( T_{11}R + R^*T_{11} = 0 \).
   (b) \( T_{12} = 0 \).
   (c) \( T_{13} = 0 \).
3. (a) \( T_{11}(a) + A^*T_{22}A = 4C^*T_{33}C \).
   (b) \( T_{11}(b) + B^*T_{22}B = 4D^*T_{33}D \).
   (c) \( A^*T_{23} = -2C^*T_{33} \).
   (d) \(-B^*T_{23} = -2D^*T_{33} \).

There exist expansion theorems for symmetric, definite systems (see Bliss [2], [3]). We state the results as applied to differential-boundary systems.
5.6. Theorem. Let (5.28)-(5.29) be symmetric and definite. Then
1. There exists at most a denumerable set of eigenvalues, all real, with \( \infty \) as their only limit point.
2. Each eigenvalue corresponds to at most \( n \) eigenfunctions. Eigenfunctions corresponding to different eigenvalues \( (Y_i, \text{and } Y_j) \) satisfy
\[
\int_a^b Y_i^*(x)T_{a_1}^*(x)R(x)Y_j(x) \, dx = 0.
\]
They are orthogonal in the Hilbert space generated by the hermitian form \( T_{a_1}^*R \).
3. If the eigenfunctions have been arranged so that they are orthonormal (denote them by \( \{Y_i\} \)), then, when \( F \) satisfies
\[
(5.30) \quad F' + Q(x)F + H(x)[C F(a) + D F(b)] = R(x)F_0,
\]
\[
(5.31) \quad A F(a) + B F(b) + \int_a^b K(x)F(x) \, dx = 0,
\]
for some continuous vector \( F_0 \), the series
\[
(5.32) \quad \mathcal{F}(x) = \sum_i \left[ \int_a^b Y_i^*(\xi)T_{a_1}^*(\xi)R(\xi)F(\xi) \, d\xi \right] Y_i(x)
\]
converges uniformly and \( R(x)[\mathcal{F}(x) - F(x)] = 0 \) for all \( x \) in \([a, b]\).

VI. Nonselfadjoint problems. (a) The reader might expect us to turn to the classical results concerning nonselfadjoint eigenfunction expansions in this section, as was done in the previous one. This was, of course, attempted, but problems immediately resulted. In the first place, when using the representations (2.15) with \( P=Q-XR \), the matrix
\[
\begin{pmatrix}
R & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]
is singular. This has never been assumed in the past. Secondly boundary conditions must be regular (see Naimark [20]). But as represented by (2.16), differential-boundary systems do not have regular boundary conditions. Therefore we must begin anew.

In the interest of simplifying the calculations as well as preserving our Hilbert space setting, \( \mathcal{H} \), we let \( P(x)=Q(x)-\lambda I \).

Further by replacing \( Y \) by \( \tilde{Y} \), where \( Y=U\tilde{Y} \), and \( U \) is a fundamental matrix for \( U' + Q(x)U=0 \), we arrive at an equivalent system where \( Q(x) \) is 0.

Finally by choosing a suitable translation of \( x \), we may replace the interval \([a, b]\) by \([0, 1]\). We, therefore, consider the system
\[
(6.1) \quad L_0 Y = Y' + H[C Y(0) + D Y(1)] = \lambda Y,
\]
\[
(6.2) \quad A Y(0) + B Y(1) + \int_0^1 K(x)Y(x) \, dx = 0.
\]
(b) In order to find the eigenvalues of \( L \), we note that (2.15)–(2.16) now has the form

\[
\begin{pmatrix}
Y' \\
U \\
S
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & -H \\
K & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
Y \\
U \\
S
\end{pmatrix} + \lambda
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
Y \\
U \\
S
\end{pmatrix},
\]

(6.3)

\[
\begin{pmatrix}
A & -I & 0 \\
0 & 0 & 0 \\
0 & 0 & -\frac{1}{2}I
\end{pmatrix}
\begin{pmatrix}
Y(0) \\
U(0) \\
S(0)
\end{pmatrix} + \begin{pmatrix}
B & I & 0 \\
D & 0 & -\frac{1}{2}I
\end{pmatrix}
\begin{pmatrix}
Y(1) \\
U(1) \\
S(1)
\end{pmatrix} = 0.
\]

(6.4)

Since \( Y_n = e^{\lambda x}I \) is a fundamental matrix for \( Y' - \lambda Y = 0 \), the fundamental matrix for (6.3) (see 3.7) is

\[
V_n(x) = \begin{pmatrix}
e^{\lambda x}I & 0 & -\int_0^x e^{\lambda (x-s)}H(\xi) \, d\xi \\
\int_0^x e^{\lambda \xi}K(\xi) \, d\xi & I & -\int_0^x e^{\lambda u}K(u) \int_0^u e^{-\lambda \xi}H(\xi) \, d\xi \, du \\
0 & 0 & I
\end{pmatrix}.
\]

(6.5)

If we let

\[
\mathcal{H}(x) = \int_0^x e^{-\lambda v}H(v) \, dv,
\]

(6.6)

\[
\mathcal{K}(x) = \int_0^x e^{\lambda u}K(u) \, du,
\]

(6.7)

\[
\mathcal{L}(x) = \int_0^x \int_u^x e^{\lambda u}K(u)e^{-\lambda v}H(v) \, dv \, du,
\]

(6.7?)

\[
\mathcal{M}(x) = \int_0^x \int_0^x e^{\lambda u}K(u)e^{-\lambda v}H(v) \, dv \, du
\]

then

\[
V_n(x) = \begin{pmatrix}
e^{\lambda x}I & 0 & -e^{\lambda x}\mathcal{H}(x) \\
\mathcal{K}(x) & I & -\mathcal{L}(x) \\
0 & 0 & I
\end{pmatrix}.
\]

(6.9)

Applying the boundary condition (6.4) we see that \( \lambda \) is an eigenvalue if and only if

\[
\begin{vmatrix}
A & -I & 0 \\
Be^\lambda + \mathcal{K}(1) & I & -Be^\lambda \mathcal{H}(1) - \mathcal{L}(1) \\
C + De^\lambda & 0 & -I - De^\lambda \mathcal{H}(1)
\end{vmatrix} = 0.
\]

(6.10)

This quickly can be reduced to yield

**6.1. Lemma.** \( \lambda \) is an eigenvalue of \( L_0 \) if and only if

\[
\begin{vmatrix}
A + Be^\lambda + \mathcal{K}(1) & -Be^\lambda \mathcal{H}(1) - \mathcal{L}(1) \\
C + De^\lambda & -I - De^\lambda \mathcal{H}(1)
\end{vmatrix} = 0.
\]

(6.11)
6.2. Lemma. Let \( F \) equal the left side of (6.11). Then

1. If \( \text{Re}(\lambda) \) is bounded, then

\[
F = A + Be^\lambda + o(1).
\]

2. In any right half plane

\[
F = e^\lambda(-\det B + O(1/\text{Re}(\lambda))) \quad \text{as} \ \text{Re}(\lambda) \to +\infty.
\]

3. In any left half plane

\[
F = -\det A + O(1/\text{Re}(\lambda)) \quad \text{as} \ \text{Re}(\lambda) \to -\infty.
\]

Proof. These results follow rather easily by some elementary estimates and an application of the Riemann-Lebesgue Lemma.

We note that if \( A \) and \( B \) are nonsingular, the eigenvalues are restricted to a vertical strip. Therefore we have

6.3. Theorem. Let \( A \) and \( B \) be nonsingular. Then

1. The eigenvalues of \( L_b \) are restricted to a vertical strip, bounded on both the right and left.

2. The eigenvalues of \( L_b \) are denumerable in number and become asymptotic to the zeros of \( \det (A + Be^\lambda) \), which have the form

\[
\lambda_{jk} = \ln \xi_j + 2k\pi i,
\]

\( j = 1, \ldots, n, \ k = 0, \pm 1, \pm 2, \ldots \), where \( s = \xi_j, \ j = 1, \ldots, n \), satisfy \( \det (A + Bs) = 0 \).

Proof. The last result can be found in Naïmark’s book [20].

The conditions that \( A \) and \( B \) be nonsingular are equivalent to the regularity conditions for ordinary differential systems. Again we refer the reader to [20]. We also note that when \( A \) and \( B \) are nonsingular, an argument similar to that given in Theorem 5.1 shows that \( C \) and \( \bar{D} \) are also nonsingular.

We assume throughout the remainder of this paper that \( A \) and \( B \) are nonsingular.

(c) It is evident that the spectrum of \( L_b \) consists only of eigenvalues, and these are isolated. If we consider the nonhomogeneous system similar to (6.3)-(6.4) in a somewhat more compact notation

\[
\dot{U} = AU + F,
\]

\[
A\dot{U}(0) + B\dot{U}(1) = 0
\]

and \( \lambda \) is not an eigenvalue, then \( \mathcal{U} \) is uniquely defined by the formula

\[
\mathcal{U}(x) = \int_0^1 \mathcal{G}(\lambda, x, \xi)\mathcal{F}(\xi) \, d\xi,
\]

where

\[
\mathcal{G}(\lambda, x, \xi) = \mathcal{G}_n(x)\left[A\mathcal{U}_n(0) + B\mathcal{U}_n(1)\right]^{-1}A\mathcal{U}_n(0)\mathcal{U}_n(\xi)^{-1}, \quad \xi < x,
\]

\[
= \mathcal{G}_n(x)\left[A\mathcal{U}_n(0) + B\mathcal{U}_n(1)\right]^{-1}B\mathcal{U}_n(1)\mathcal{U}_n(\xi)^{-1}, \quad \xi > x.
\]
It is our immediate purpose to find \( \mathcal{G}(\lambda, x, \xi) \) in a half plane sufficiently far to the right. Our primary interest is its upper left component, which is the Green's function for (6.1)-(6.2) and which has properties similar to those described in Theorem 5.2. First, however, we need some lemmas.

6.4. Lemma. \( \lim_{\Re(\lambda) \to +\infty} \mathcal{H}(x) = 0 \) uniformly for all \( x \) in \([0, 1]\).

Proof.

\[
\| e^{\lambda x} [H(1) - H(x)] \| \leq \left\| e^{\lambda x} \int_x^1 e^{-\lambda v} H(v) \, dv \right\| \leq \left[ \frac{e^{2Re(\lambda)(x-1)} - 1}{-2 \Re(\lambda)} \right]^{1/2} \left[ \int_0^1 \|H(v)\|^2 \, dv \right]^{1/2} ,
\]

which approaches 0 as \( \Re(\lambda) \to \infty \).

6.6. Lemma. \( \lim_{\Re(\lambda) \to +\infty} e^{-\lambda x} \mathcal{H}(x) = 0 \) uniformly for all \( x \) in \([0, 1]\).

Proof.

\[
\left\| \int_0^x e^{\lambda (u-x)} K(x) \, dx \right\| \leq \left[ \frac{1 - e^{-2Re(\lambda)}}{2 \Re(\lambda)} \right]^{1/2} \left[ \int_0^1 \|K(u)\|^2 \, du \right]^{1/2} ,
\]

which approaches 0 as \( \Re(\lambda) \to \infty \).

6.7. Lemma. \( \lim_{\Re(\lambda) \to +\infty} [\mathcal{H}(x) \mathcal{H}(1) - \mathscr{L}(x)] = 0 \) uniformly for \( x \) in \([0, 1]\).

Proof.

\[
\| \mathcal{H}(x) \mathcal{H}(1) - \mathscr{L}(x) \| = \left\| \int_0^x e^{\lambda u} K(u) \int_u^1 e^{-\lambda v} H(v) \, dv \, du \right\| .
\]

\[
\leq \int_0^x e^{Re(\lambda) u} \|K(u)\| \left[ \int_u^1 e^{-2Re(\lambda) v} \, dv \right]^{1/2} \left[ \int_0^1 \|H(v)\|^2 \, dv \right]^{1/2} \, du ,
\]

\[
\leq \int_0^x e^{Re(\lambda) u} \|K(u)\| \left[ e^{-Re(\lambda) u}/(Re(\lambda))^{1/2} \right] \left[ \int_0^1 \|H(v)\|^2 \, dv \right]^{1/2} \left[ \int_0^1 \|H(v)\|^2 \, dv \right]^{1/2} \, du ,
\]

\[
\leq \frac{1}{Re(\lambda)^{1/2}} \left[ \int_0^1 \|K(u)\|^2 \, du \right]^{1/2} \left[ \int_0^1 \|H(v)\|^2 \, dv \right]^{1/2} .
\]

6.8. Lemma. \( \lim_{\Re(\lambda) \to +\infty} \mathcal{M}(x) = 0 \) uniformly for all \( x \) in \([0, 1]\).

The proof is similar to that of Lemma 6.7.

Now let \( \Delta_1 = \mathcal{A}_\alpha(0) + \mathcal{B}_\alpha(1) \). Then

\[
\Delta_1 = \begin{pmatrix} A & -I & 0 \\ Be^\lambda + \mathcal{K}(1) & I & -Be^\lambda \mathcal{K}(1) - \mathscr{L}(1) \\ C + De^\lambda & 0 & -De^\lambda \mathcal{K}(1) - I \end{pmatrix} .
\]
Unfortunately $\Delta_{I}^{-1}$ cannot be computed directly. In addition if $\text{Re}(\lambda)$ is large, it does not have any limiting value. However, if we let

$$
\Delta_2 = \begin{pmatrix}
Ae^{-\lambda} & -I & A\mathcal{H}(1) \\
Ae^{-\lambda} + B + e^{-\lambda}\mathcal{H}(1) & 0 & A\mathcal{H}(1) + \mathcal{H}(1) \\
Ce^{-\lambda} + D & 0 & -I + C\mathcal{H}(1)
\end{pmatrix},
$$

we find

$$
\Delta_1 = \begin{pmatrix}
I & 0 & 0 \\
I & I & 0 \\
0 & 0 & I
\end{pmatrix} \cdot \Delta_2 \cdot \begin{pmatrix}
e^{-\lambda}I & 0 & \mathcal{H}(1) \\
0 & I & 0 \\
0 & 0 & I
\end{pmatrix},
$$

and $\Delta_2$ as well as the other two matrices have limits which are invertible as $\text{Re}(\lambda)$ becomes large. We can use these limits to calculate $\Delta_{I}^{-1}$ asymptotically as $\text{Re}(\lambda) \to \infty$.

6.9. Lemma.

$$
\begin{pmatrix}
I & 0 & 0 \\
I & I & 0 \\
0 & 0 & I
\end{pmatrix}^{-1} = \begin{pmatrix}
I & 0 & 0 \\
-I & I & 0 \\
0 & 0 & I
\end{pmatrix},
$$

$$
\begin{pmatrix}
e^{-\lambda}I & 0 & \mathcal{H}(1) \\
0 & I & 0 \\
0 & 0 & I
\end{pmatrix}^{-1} = \begin{pmatrix}e^{\lambda}I & 0 & -\mathcal{H}(1)e^{\lambda} \\
0 & I & 0 \\
0 & 0 & I
\end{pmatrix}.
$$

As $\text{Re}(\lambda)$ becomes large, $\Delta_2$ becomes asymptotic to

$$
\begin{pmatrix}0 & -I & 0 \\
B & 0 & 0 \\
D & 0 & -I
\end{pmatrix},
$$

which has as its inverse

$$
\begin{pmatrix}0 & B^{-1} & 0 \\
-I & 0 & 0 \\
0 & -DB^{-1} & -I
\end{pmatrix}.
$$

Thus, if $\text{Re}(\lambda)$ is sufficiently large,

$$
\Delta_{I}^{-1} \approx \begin{pmatrix}e^{-\lambda}I & 0 & \mathcal{H}(1) \\
0 & I & 0 \\
0 & 0 & I
\end{pmatrix} \begin{pmatrix}0 & B^{-1} & 0 \\
-I & 0 & 0 \\
0 & DB^{-1} & -I
\end{pmatrix} \begin{pmatrix}I & 0 & 0 \\
I & I & 0 \\
0 & 0 & I
\end{pmatrix}.
$$

We again note that since $B^{-1}$ exists there are no eigenvalues in any half plane sufficiently far to the right.
6.10. **Lemma.** If $\Re(\lambda)$ is sufficiently large and $\xi < x$, then

$$\mathcal{H}(\lambda, x, \xi) \approx \begin{pmatrix} e^{\lambda x} I & -e^{\lambda x} \mathcal{M}(x) \\ \mathcal{H}(x) & I - 2 \mathcal{M}(x) \end{pmatrix} \begin{pmatrix} e^{-\lambda I} & 0 \\ 0 & \mathcal{H}(1) \end{pmatrix} \begin{pmatrix} 0 & B^{-1} & 0 \\ 0 & 0 & I \end{pmatrix}$$

(6.26)

$$= \begin{pmatrix} I & 0 & 0 \\ 0 & 0 & I \end{pmatrix} \begin{pmatrix} A & -I & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} e^{-\lambda I} & 0 \\ 0 & \mathcal{H}(\xi) \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix}$$

The Green's function for (6.1)–(6.2), $G(\lambda, x, \xi)$, is the upper left component of this product.

$$G(\lambda, x, \xi) \approx \{e^{\lambda(x-1)} B^{-1} + e^{\lambda x}[\mathcal{H}(1) - \mathcal{H}(x)] DB^{-1}\} [e^{-\lambda x}[A + \mathcal{M}(\xi)] + \{-e^{\lambda x}[\mathcal{H}(1) - \mathcal{H}(x)]\} \cdot [Ce^{-\lambda x}].$$

The proof is an extremely tedious computation.

6.11. **Lemma.** If $\Re(\lambda)$ is sufficiently large and $\xi > x$, then

$$\mathcal{H}(\lambda, x, \xi) \approx \begin{pmatrix} e^{\lambda x} I & -e^{\lambda x} \mathcal{M}(x) \\ \mathcal{H}(x) & I - 2 \mathcal{M}(x) \end{pmatrix} \begin{pmatrix} e^{-\lambda I} & 0 \\ 0 & \mathcal{H}(1) \end{pmatrix} \begin{pmatrix} 0 & B^{-1} & 0 \\ 0 & 0 & I \end{pmatrix}$$

(6.28)

$$= \begin{pmatrix} I & 0 & 0 \\ 0 & 0 & I \end{pmatrix} \begin{pmatrix} A & -I & 0 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} e^{-\lambda I} & 0 \\ 0 & \mathcal{H}(\xi) \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix}$$

The Green's function for (6.1)–(6.2), $G(\lambda, x, \xi)$, is the upper left component of this product.

$$G(\lambda, x, \xi) \approx \{e^{\lambda(x-1)} B^{-1} + e^{\lambda x}[\mathcal{H}(1) - \mathcal{H}(x)] DB^{-1}\} [e^{-\lambda x}[A + \mathcal{M}(\xi)] + \{-e^{\lambda x}[\mathcal{H}(1) - \mathcal{H}(x)]\} \cdot [Ce^{-\lambda x}].$$

6.12. **Theorem.** Let $G(\lambda, x, \xi)$ be the Green's function for (6.1)–(6.2) in a half plane sufficiently far to the right. Then

$$\lim_{\Re(\lambda) \to \infty} G(\lambda, x, \xi) = 0$$

uniformly for all $x, \xi$ in $[0, 1]$.

**Proof.** This follows from Lemmas 6.5–6.11, noting that in (6.27) and (6.29), the divergent components cancel each other.

(d) Let us now consider the behavior of $G(\lambda, x, \xi)$ in a half plane sufficiently far to the left. In order to avoid a repetition of the terrible calculation of the preceding
section we turn to a discussion of the Green’s function, \( G_s(\lambda, x, \xi) \), for the adjoint system

\[
L^*_s Z = -Z' - K^*(x)[\bar{A}Z(a) + \bar{B}Z(b)] = \lambda Z,
\]

\[
\vec{C}Z(0) + \bar{D}Z(1) + \int_0^1 H^*(x)Z(x) \, dx = 0.
\]

Let \( \lambda \) lie in a half plane sufficiently far to the left. Then \( G_s(\lambda, x, \xi) \) is the kernel of the integral operator which generates solutions to

\[
-Z' - K^*(x)[\bar{A}Z(a) + \bar{B}Z(b)] - \lambda Z = F
\]

which also satisfy (6.32). We have previously shown that if \( \lambda \) lies sufficiently far to the left, it is in the resolvent set of \( L_b \) and thus \( L^*_b \).

Now notice that if (6.33) is multiplied by \(-1\), we have

\[
Z' + K^*(x)[\bar{A}Z(a) + \bar{B}Z(b)] - (-\lambda)Z = -F,
\]

which is of the same form as the nonhomogeneous form of (6.1). Further \((-\lambda)\) is in a right half plane. Thus we conclude that \( \lim_{\Re(\lambda) \to -\infty} G_s(\lambda, x, \xi) = 0 \) uniformly for all \( x, \xi \) in \([0, 1]\). Since \( G(\lambda, x, \xi) = -G(\bar{\lambda}, \xi, x)^* \), and \( \lambda \) lies in a left half plane when \( \lambda \) does, we have

6.13. Theorem. Let \( G(\lambda, x, \xi) \) be the Green’s function for (6.1)–(6.2) in a half plane sufficiently far to the left. Then

\[
\lim_{\Re(\lambda) \to -\infty} G(\lambda, x, \xi) = 0
\]

uniformly for all \((x, \xi)\) in \([0, 1]\).

We make this final comment concerning the remaining components of \( \mathcal{G}(\lambda, x, \xi) \): they, of course, do not approach 0 as \( \Re(\lambda) \) becomes large. The reason for this is that the matrix coefficient of \( \lambda \) in (6.3) is singular. Two thirds of its eigenvalues are zeros. We are indeed fortunate that \( G(\lambda, x, \xi) \) is all that interests us.

(e) We now wish to expand \( G(\lambda, x, \xi) \) by means of the standard technique of contour integration over a sequence of regions which ultimately enclose an arbitrarily large portion of the complex plane. In order to simplify the calculations a bit, we assume that each eigenvalue of \( L_b \) is simple and that the eigenfunctions, \( \{Y_i\}^\infty_{i=1} \), of \( L_b \), \( \{Z_i\}^\infty_{i=1} \), of \( L^*_b \), form a biorthonormal set. Multiple eigenvalues yield chains of eigenfunctions similar to those described by Naïmark [20].

6.14. Theorem. Let \( \lambda_0 \) be in the resolvent set of \( L_b \). Let \( \{\lambda_i\}^\infty_{i=1} \), be the eigenvalues of \( L_b \) with associated eigenfunctions \( \{Y_i\}^\infty_{i=1} \), and associated adjoint eigenfunctions \( \{Z_i\}^\infty_{i=1} \). Assume \( \int_0^1 Z_i^*(x) Y_i(x) \, dx = 1 \) for all \( i \). Then

\[
G(\lambda_0, x, \xi) = \sum_{i=1}^\infty \frac{Y_i(x)Z_i^*(\xi)}{\lambda_i - \lambda_0}
\]

the series converges uniformly for all \( x, \xi \) in \([0, 1]\).
Proof. We evaluate \( \int_{\Gamma_n} \frac{G(\lambda, x, \xi)}{(\lambda - \lambda_0)} \, d\lambda \), where \( \Gamma_n \) is the following contour: First we choose \( n \) sufficiently large so \( \|G(\lambda, x, \xi)\| < \varepsilon/10\pi \) when \( |\text{Re}(\lambda)| > n \). This is possible in view of Theorems 6.12 and 6.13.

Since the eigenvalues of \( L \) lie in a vertical strip and are ultimately uniformly spaced apart, we can choose \( \alpha_n \) sufficiently large so that circular arcs, centered at the origin, from \((-n, \alpha_n)\) to \((n, \alpha_n)\) and from \((-n, -\alpha_n)\) to \((\alpha, -\alpha_n)\) remain uniformly bounded away from the eigenvalues. On these arcs an application of the Riemann-Lebesgue Lemma shows that \( \|G(\lambda, x, \xi)\| \) is uniformly bounded if \( \alpha_n \) is sufficiently large. Thus if \( \alpha_n \) is sufficiently large, on these arcs \( \|\int G(\lambda x \xi)/(\lambda - \lambda_0)\| \leq M \Delta \theta \), where \( \Delta \theta \) is the net change in the argument of \( \lambda \). Clearly if \( \alpha_n \) is sufficiently large, \( \Delta \theta < \varepsilon/4M \).

Finally we join the ends of these arcs by semicircles centered at \((n, 0)\) and \((-n, 0)\) with radius \( \alpha_n \) and which lie to the right of \((n, 0)\) and left of \((-n, 0)\). On these semicircles

\[
\left| \int \frac{G(\lambda, x, \xi)}{\lambda - \lambda_0} \, d\lambda \right| < \int \left| \frac{G(\lambda, x, \xi)}{\lambda - \lambda_0} \right| \, |d\lambda| < \varepsilon/2,
\]

if \( n \) is sufficiently large.

The contour \( \Gamma_n \) consists of these circular arcs described in a counterclockwise manner.

It is evident that \( \|\int_{\Gamma_n} \frac{G(\lambda, x, \xi)}{(\lambda - \lambda_0)} \, d\lambda\| < \varepsilon \) when \( n \) is sufficiently large. Thus as \( n \to \infty \), \( \int_{\Gamma_n} \frac{G(\lambda, x, \xi)}{(\lambda - \lambda_0)} \, d\lambda \to 0 \). The result then follows by evaluating the residues of the integrand.

(f) Our final task is to express certain elements of \( \mathcal{H} \) in terms of a series of eigenfunctions. We find
6.15. **Theorem.** Let the eigenfunctions of $L_0$ be $\{Y_i\}_{i=1}^{\infty}$ with associated adjoint eigenfunctions $\{Z_i\}_{i=1}^{\infty}$. Further assume $\int_0^1 Z_i^*(x) Y_i(x) \, dx = 1$. Then if $F$ is in $D$,

\begin{equation}
F(x) = \sum_{i=1}^{\infty} Y_i(x) \int_0^1 Z_i^*(\xi) F(\xi) \, d\xi.
\end{equation}

The series converges uniformly for all $x$ in $[0, 1]$.

**Proof.** Let $(L_0 - \lambda_0)F = F_0$. Then since (6.35) converges uniformly,

\begin{align*}
F(x) &= \int_0^1 G(\lambda_0, x, \xi)F_0(\xi) \, d\xi,
&= \sum_{i=1}^{\infty} Y_i(x) \int_0^1 Z_i^*(\xi)F_0(\xi) \, d\xi/(\lambda_i - \lambda_0),
&= \sum_{i=1}^{\infty} Y_i(x)((L_0 - \lambda_0)F, Z_i)/(\lambda_i - \lambda_0),
&= \sum_{i=1}^{\infty} Y_i(x)(F, (L_0^* - \lambda_0)Z_i)/(\lambda_i - \lambda_0),
&= \sum_{i=1}^{\infty} Y_i(x)(F, (\lambda_i - \lambda_0)Z_i)/(\lambda_i - \lambda_0),
&= \sum_{i=1}^{\infty} Y_i(x) \int_0^1 Z_i^*(\xi) F(\xi) \, d\xi.
\end{align*}

VII. **Remarks.** This essentially completes the theory of regular differential-boundary systems. Extensions to higher order systems or to those where the Hilbert space $\mathcal{H}$ is generated by another inner product are easily found by standard techniques.

There are, however, several closely related problems which are still not completely solved. First there exists only one article (Kim [13]) concerning singular differential-boundary operators as such, although there do exist some articles which nibble at the edges of the problem (see [14], [16]). The question of self-adjointness under singular conditions remains open.

Second, those problems involving boundary conditions applied at an infinite number of points are all wide open. This subject is still in its infancy. For reference we cite the articles by Whyburn [25], Bryan [4], [5], Halanay and Maro [10], Conti [8] and Stallard [24].
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