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Abstract. Let $\mathcal{V} \to M$ be a differentiable family of compact complex manifolds $V_t = \pi^{-1}(t)$ on $M = \{ t \in \mathbb{R}^n \mid |t| < 1 \}$, $\mathcal{B} \to \mathcal{V}$ a differentiable family of holomorphic vector bundles $B_t \to V_t$, $t \in M$. In this paper we study conditions for the cohomology groups $H^{\bullet}_{\mathcal{B}_t}(B_t)$ to be constant in a neighborhood of $0 \in M$.

1. Introduction. In the paper [4] the question of the constancy of the dimension of the groups $H^{\bullet}_{\mathcal{B}_t}(B_t)$ of bundles $B_t \to V_t$, $t \in M$, of a differentiable family $\mathcal{B} \to \mathcal{V} \to M$ was studied. The notion of transportable forms was introduced, and those of extendible and co-extendible forms (see Definition 2.1 below). It was shown in [4] that $\dim H^{\bullet}_{\mathcal{B}_t}(B_t)$ is locally constant at a point $t_0 \in M$ if and only if all harmonic forms $\gamma \in H^{\bullet}(B_{t_0})$ are transportable. This was shown to be equivalent with the hypothesis that all harmonic forms of the given type at $t = t_0$ are extendible and co-extendible (Theorem 2.1 below).

The purpose of this paper is to deduce conditions for all harmonic forms of a given bidegree at $t = t_0$ to be extendible in the given family. This will automatically give conditions for co-extendibility, and thus for the constancy of $\dim H^{\bullet}_{\mathcal{B}_t}(B_t)$ in a neighborhood of $t_0 \in M$. Applications and a further analysis of the conditions (which can be considered as a statement of the vanishing of certain obstructions) are planned to be given in a subsequent paper.

In §2 some notations are introduced and the basic result of [4] is recalled. For further details see [4] and, for a general background, [5] and [6]. The trivial extension of the harmonic theory of forms with values in the holomorphic tangent bundle $T_0$ of $V_0$ to one for forms with values in $\mathcal{F}_0 = T_0 \oplus T^*_0$ is discussed in §3. The structural forms $\varphi_t$ and $\xi_t$ which determine (each) the complex structure on $V_t$, are discussed in §4. §5 gives a development of the form $\xi_t$, and in §6 the differential equations satisfied by an extension (resp. a co-extension) of a harmonic form are considered. The differential equation for an extension is seen to be equivalent with an "integral equation" with an "initial value" which is a closed form, and an integrability condition. A solution for the integral equation in the form of a converging series is obtained in §7, and the integrability condition is discussed in §8. Sufficient conditions for $\dim H^{\bullet}_{\mathcal{B}_t}(B_t)$ to be locally constant are derived in §9, and
in the last section conditions which are necessary in the differentiable case but also sufficient in the analytic case are obtained.

In [2], Ph. Griffiths presents an abstract theory of extendible forms. The idea of solving the corresponding differential equation through an integral equation obtained from the harmonic theory is used there, as well as in the paper [7] of M. Kuranishi, but there the equation is one for the structural form \( \varphi \) and nonlinear.

2. Preliminaries. Let \( \mathcal{V} \rightarrow M \) be a differentiable family of compact complex manifolds over \( M = \{ t \in R^m \mid |t| < \varepsilon \} \) where \( \varepsilon \) is a positive real number, and \( \mathcal{B} \rightarrow \mathcal{V} \rightarrow M \) a differentiable family of holomorphic vector bundles (see Definitions 1, 2 in [6, p. 58]). Let \( L^{r,s} \) be the vector space of differentiable sections of scalar forms of type \((r, s)\) on \( V_t = \pi^{-1}(t) \). Let \( T'_t \oplus T''_t \) be the decomposition of the complexified tangent bundle of \( V_t \) into the direct sum of the tangent holomorphic bundle \( T'_t \) and its conjugate bundle \( T''_t \), and \( \mathcal{F}_t \) the dual bundle of \( T'_t \). Then the vector space \( L^{r,s} \) is the space of sections of the bundle

\[
\mathcal{F}(r, s) = (\wedge^r \mathcal{F}) \wedge (\wedge^s \mathcal{F}).
\]

Denote by \( L^{\ast,\ast}(B_t) \) the vector space of differentiable sections of \( B_t \otimes \mathcal{F}(r, s) \), where \( B_t = \chi^{-1}(V_t) \). Defining the operator

\[
\partial_t: L^{\ast,\ast}(B_t) \rightarrow L^{\ast,\ast+1}(B_t)
\]

as in [6, p. 61], and denoting by \( Z_{\partial_t}^{r,s} \) the respective kernel we set

\[
H^{{r,s}}_{\partial_t}(B_t) = Z^{r,s}_{\partial_t}(B_t)/\partial_t L^{\ast,\ast+1}(B_t).
\]

The case of scalar forms is obtained by setting \( B_t = C \times V_t \). For \( B_t = T_t' \) we set \( \partial_t = D_t' \). As \( \mathcal{V} = V_0 \times M \) for the differentiable structure, we can identify \( V_t \) and \( V_0 \) as differentiable manifolds, hence also their complexified tangent bundles \( \mathcal{F}_t \) and \( \mathcal{F}_0 \).

Let \( P_t \) and \( Q_t \) be the projections corresponding to the direct sum \( \mathcal{F} = T'_t \oplus T''_t \), and let \( \psi_{k}, \psi_{r,s}, \psi'_{k}, \psi'_{r,s} \), and \( \psi''_{r,s} \) denote the sections of the bundle \( \mathcal{F} \otimes \sum_{r+s=\mathbb{K}} \mathcal{F}(r, s) \), \( \mathcal{F} \otimes \mathcal{F}(r, s) \), \( T'_t \otimes \sum_{r+s=\mathbb{K}} \mathcal{F}(r, s) \), \( T''_t \otimes \sum_{r+s=\mathbb{K}} \mathcal{F}(r, s) \), \( T'_t \otimes \mathcal{F}(r, s) \), and \( T''_t \otimes \mathcal{F}(r, s) \), respectively.

Suppose there is given a hermitian metric on \( V_t \) and on \( B_t \), each depending differentiably on \( t \). We can then introduce the inner product \( \langle \alpha, \beta \rangle_t \) for \( \alpha, \beta \in L^{\ast,\ast}(B_t) \) with the norm \( |\alpha|_{t} = (\alpha, \alpha)^{1/2} \) (see §2 in [4]). Letting \( \partial_t \) be the adjoint of \( \partial_t \) with respect to this inner product, we get the family \( \square_t \) of strongly elliptic formally selfadjoint linear differential operators \( \square_t = \partial_t \overline{\partial}_t + \overline{\partial}_t \partial_t \) acting on the spaces \( L^{\ast,\ast}(B_t) \). If \( H^{\ast,\ast}(B_t) \) denotes the space of harmonic forms of type \((r, s)\) with values in \( B_t \), or the kernel of \( \square_t \), we have a canonical isomorphism

\[
H^{\ast,\ast}(B_t) = H^{\ast,\ast}_{\partial_t}(B_t)
\]

induced by the inclusion \( H^{\ast,\ast}(B_t) \subset Z^{\ast,\ast}(B_t) \).

In the spaces \( L^{\ast,\ast}(B_t) \) we will also use the Sobolev norms \( \| \cdot \|_k \) (see §2, [4]).
We shall utilize the bracket operation \([L, M]\) for \(\mathcal{F}\)-valued forms \(L, M\) as defined in [1, p. 35].

In view of Lemma 1 of [6, p. 49] we may assume that, for the differentiable structure, \(\mathcal{A} = B \times M\) where \(B = B_0\) is a bundle over \(V_0\). Hence, for instance, \(L^{*,*}(B_t)\) can be considered as a subspace of

\[
L^{*,*}(B) = L^{*,*}(B_0) = \sum_{p+q=r+s} L^{p,q}(B_0).
\]

**Definition 2.1.** A \(\bar{\alpha}_0\)-closed form \(\gamma \in L^{*,*}(B_0)\) is extendible at \(0 \in M\) if there is a neighborhood \(U\) of 0 and a family \(\{\eta_t\}_{t \in U}\) of forms \(\eta_t \in L^{*,*}(B_t)\) depending differentiably on \(t\) and such that \(\partial_t \eta_t = 0\) and \(\eta_0 = \gamma\). The form \(\eta_t\) depending on the parameter \(t\) is called an extension of \(\gamma\). Similarly a \(\partial_c\)-closed form \(\gamma \in L^{*,*}(B_0)\) is co-extendible at \(0 \in M\) if there is a neighborhood \(U\) of 0 and a family \(\{\sigma_t\}_{t \in U}\) of forms \(\sigma_t \in L^{*,*}(B_t)\) depending differentiably on \(t\) such that \(\partial_c \sigma_t = 0\) and that \(\sigma_0 = \gamma\). The form \(\sigma_t\) depending on the parameter \(t\) is called a co-extension of \(\gamma\).

**Theorem 2.1.** (See Theorem 5.2 of [4].) If all harmonic forms \(\gamma \in H^{*,*}(B_0)\) are extendible and co-extendible, then \(\dim H_0^{*,*}(B_t)\) is constant in a neighborhood of \(0 \in M\).

3. **Harmonic theory.** Let us consider the theory of harmonic forms for the holomorphic vector bundle \(T_0\), with respect to the chosen hermitian metric on \(V_0\). For a form \(M \in \psi_{r,s}\), we have the orthogonal decomposition with respect to the inner product \((\, , \,)_0\)

\[
M = \delta^* D' G' M + D' \delta^* G' M + H' M
\]

where \(D'\) is given by \(D' M = [Q_0, M]\), \(\delta^* : \psi_{r,s+1} \rightarrow \psi_{r,s}\) is the adjoint of \(D'\) with respect to the product \((\, , \,)_0\), \(G'\) is the Green's operator \(G' : \psi_{r,s} \rightarrow \psi_{r,s}\) and \(H' : \psi_{r,s} \rightarrow H_{r,s}\) the harmonic projector. The conjugation operator

\[
S : T \otimes \mathcal{F}(s, r) \rightarrow T \otimes \mathcal{F}(s, r)
\]

associates to a form \(a \otimes \alpha\) its conjugate \(\bar{a} \otimes \bar{\alpha}\) and satisfies \(S^2 = I\); it is an antilinear bijection. Extending \(S\) linearly to elements of \(\psi\) and setting \(S L = \bar{L}\) we get for \(L \in \psi_{r,s}\), using the identities \(I = P + Q\) and \([I, I] = 0\),

\[
\]

where \(D''\) is defined by \(D'' M = [Q, M]\) for \(M \in \psi_{r,s}\). Therefore

\[
S D' = -D'' S
\]

and \(S\) induces an antilinear bijection of the cohomology groups

\[
S : H^{*,*}(\psi', D') \rightarrow H^{*,*}(\psi'', D'').
\]

In particular \(\dim \mu H^{*,*}(\psi', D') = \dim \mu H^{*,*}(\psi'', D'').\)

For \(L, M \in \psi'\), we have

\[
(\bar{\delta'} L, \bar{M}) = (L, D' M) = -(\bar{L}, D'' \bar{M}).
\]
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For $N \in \psi^\ast$, we can write

$$\theta^\ast N = -\overline{\theta^\ast N}$$

where $\theta^\ast$ is the adjoint of $D^\ast$ with respect to the product $(\ , \ )$. If we define the Green's operator $G^\ast$ and the harmonic projector $H^\ast$ for $N \in \psi^\ast$ by

$$G^\ast N = \overline{G^\ast N}, \quad H^\ast N = \overline{H^\ast N}$$

we get for $N \in \psi^\ast$ the orthogonal decomposition

(3.5) $N = D^\ast \theta^\ast G^\ast N + \theta^\ast D^\ast G^\ast N + H^\ast N.$

Define now the complex linear operations $D$, $G$, and $H$ on $\psi$ by their restrictions on $\psi'$ and $\psi''$: $D|\psi' = D'$, $D|\psi'' = D''$ etc. Note that $DL = [Q, L]$ for $L \in \psi$. We get the orthogonal decomposition for $N \in \psi$:

(3.6) $N = D\theta G + \theta DGN + HN.$

4. The form $\xi_t$. Define a form $\xi_t \in \psi_t$ for each $t \in M$ by

(4.1) $\xi_t = Q_0 - Q_t.$

**Proposition 4.1.** The form $\xi_t$ satisfies the equation

(4.2) $D\xi_t = \frac{1}{2}[\xi_t, \xi_t]$ for all $t \in M$.

**Proof.** The fact that the almost-complex structure associated with the projection $Q_t$ is integrable is expressed by the equation

(4.3) $[Q_t, Q_t] = 0$

(see [1, p. 132]). Hence $0 = [Q_0 - \xi_t, Q_0 - \xi_t] = -2[Q_0, \xi_t] + [\xi_t, \xi_t]$ which gives (4.2) as by definition $D\xi_t = [Q_0, \xi_t]$.

Let now for each $t \in M$ the projection $E_t$ in the complexified tangent bundle of $V_0$ be defined by

(4.4) $\text{Im} E_t = T'_0, \quad \text{Ker} E_t = T'_t,$

where $T'_t = \text{Im} P_t = \text{Ker} Q_t$, $T'_t = \text{Ker} P_t = \text{Im} Q_t$. Define for each $t \in M$ a form $\varphi_t$ by

(4.5) $\varphi_t = E_t \wedge Q_0.$

Obviously $\varphi_t$ is of type $(0, 1)'$ and $\varphi_t$ and $\xi_t$ depend differentiably on $t$. Furthermore $\varphi_0 = \xi_0 = 0$.

From the definition of $\varphi_t$ we get

(4.6) $\text{Ker} (Q_0 - \varphi_t) = T'_0, \quad \text{Im} (Q_0 - \varphi_t) = T'_t.$

Therefore

(4.7) $Q_t(Q_0 - \varphi_t) = Q_0 - \varphi_t, \quad Q_t(P_0 - \varphi_t) = 0,$
where $\bar{\phi}_t$ denotes the conjugate of $\phi_t$. By adding up we get
\begin{equation}
Q_t(I-\phi_t-\bar{\phi}_t) = Q_0-\phi_t.
\end{equation}

As $\phi_t(x) \to 0$ when $t \to 0$, uniformly on $V_0$, $I-\phi_t-\bar{\phi}_t$ has an inverse for small $t$. Suppose $\varepsilon$ is small enough so that this is true for all $t \in M=\{t \in \mathbb{R}^m \mid |t| < \varepsilon\}$. Then we can write
\begin{equation}
Q_t = (Q_0-\phi_t)(I-\phi_t-\bar{\phi}_t)^{-1}.
\end{equation}

Writing simply $\phi$ for $\phi_t$ we get from this
\begin{equation}
Q_t = (Q_0-\phi) \sum_{k=0}^{\infty} (\phi+\bar{\phi})^k = Q_0 + \phi \sum_{k=0}^{\infty} (\phi\bar{\phi})^k (I+\phi) - \sum_{k=0}^{\infty} (\phi\bar{\phi})^k (I+\phi).
\end{equation}

Set $\omega=\sum_{k=1}^{\infty} (\phi\bar{\phi})^k$. From the definition (4.1) of $\xi_t$ we get (writing $\xi$ for $\xi_t$)
\begin{align*}
\pi_0,0\xi &= \omega, \\
\pi_0,1\xi &= -\omega, \\
\pi_1,0\xi &= \phi + \bar{\phi}\omega, \\
\pi_1,1\xi &= -\phi - \bar{\phi}\omega,
\end{align*}
\begin{equation}
\xi = \pi_0\xi - \pi_1\xi.
\end{equation}

5. A development for the form $\xi$. The decomposition formula (3.6) together with (4.2) gives
\begin{equation}
\xi = \partial G_{\frac{1}{2}}[\xi, \xi] + h
\end{equation}
where $h=h_t=D\partial G_\xi + H_\xi \in Z(\psi_1)=\text{Ker } D|\psi_1$. As there are (see [7, p. 146 and p. 150] and [9, p. 25]), for any nonnegative integer $k$, constants $c_k$ and $c_k^*$ such that for any $\alpha, \beta$ in $\psi$
\begin{align*}
&\|\alpha, \beta\|_k \leq c_k \|\alpha\|_{k+1} \|\beta\|_{k+1}, \\
&\|\partial G\alpha\|_{k+1} \leq c_k^* \|\alpha\|_k,
\end{align*}
we get for $\alpha, \beta \in \psi_1$
\begin{equation}
\|\partial G_{\frac{1}{2}}[\alpha, \beta]\|_k \leq c_k \|\alpha\|_k \|\beta\|_k
\end{equation}
with $c_k = \frac{1}{2}c_k^*c_k^*$. Hence the quadratic function $Q$ defined by
\begin{equation}
B\xi\xi = Q(\xi) = \partial G_{\frac{1}{2}}[\xi, \xi]
\end{equation}
is continuous in the norm $\| \|_k$ from $\psi_1$ into itself. Thus it admits a continuous extension $\tilde{Q}$ to the completion $\hat{\psi}_1$ of $\psi_1$ for the $\| \|_k$-norm. Setting
\begin{equation}
F = I - \hat{Q}
\end{equation}
we can write the extension of (5.1) in the form
\begin{equation}
F(\xi) = h
\end{equation}
where $F: \hat{\psi}_1 \to \hat{\psi}_1$ is holomorphic in a neighborhood of $0 \in \hat{\psi}_1$ and $F'(0)=I$. By
the inverse function theorem $F^{-1}$ exists in a neighborhood of $0 \in \psi_1$ and is holomorphic at the origin. Hence we have the unique development

$$\xi = F^{-1} h = \sum_{i=1}^{\infty} A_i h^i, \quad h \in \psi_1,$$

valid in a $\| \cdot \|_k$-neighborhood of $0 \in \psi_1$, where $A_i$ for $i \geq 1$ is an $i$-linear continuous map $\pi^i \psi_1 \to \psi_1$ and $A_1 = I$. Writing the formula (5.6) in the form

$$\xi = h + \hat{B} \xi \xi$$

we get by successive substitutions the recursive formula

$$A_n h^n = \sum_{i+j=n} B A_i h^i A_j h^j$$

for the coefficients of the development (5.8).

By the equation (4.2) $[\xi, \xi] \in D\psi_1$ or

$$\sum_{n \geq 2} \sum_{i+j=n} [A_i h^i, A_j h^j] \in D\psi_1$$

for small $h$.

6. The differential equations. By the definition of the form $\xi_t$, the equation $\bar{\partial}_t \eta = 0$, for $\eta \in L^r,s(B_t)$, is equivalent to

$$\bar{\partial} \eta = [\xi_t, \eta]$$

and the equation $\partial_t \sigma = 0$, for $\sigma \in L^r,s(B_t)$, is equivalent to

$$\partial_0 \#_i \sigma = [\xi_t, \#_i \sigma],$$

where $\#_i$ is the anti-isomorphism,

$$\#_i : B_t \otimes \mathcal{F}_l(r, s) \to B_t^* \otimes \mathcal{F}(n-r, n-s),$$

defined by the hermitian metrics on $B_t$ and $V_t$ (see [3, p. 120]) and the bracket operation for $B$-valued forms is given by

$$[N, \gamma] = D\gamma \wedge N + (-1)^n D(\gamma \wedge N), \quad N \in \psi, \gamma \in L(B),$$

where $n = \deg N$. Then it follows that $\bar{\partial}_t \gamma = [Q_t, \gamma]$ for $\gamma \in L(B)$.

To investigate the space of solutions $\eta$ of the linear equation (6.1) we write

$$\eta = \bar{\partial} G \eta + \partial \bar{\partial} G \eta + H \eta$$

where $\bar{\partial}$ stands for $\bar{\partial}_0$ etc. Substitution from (6.1) gives

$$\eta = \partial G[\xi_t, \eta] + b,$$

where the "initial value" $b \in Z^r,s(B_0)$ corresponding to $\eta$ is given by

$$b = \bar{\partial} \partial G \eta + H \eta.$$

In fact, if $t=0$ the equation (6.6) gives $\eta = b$. 
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It is clear that a solution of the “integral equation” (6.6) for a fixed $t$ is a solution of the differential equation (6.1) if and only if the integrability condition

\[(6.8) \quad [\xi_t, \eta] \in \partial L\]

is satisfied.

7. Solution of the integral equation (6.6). There are positive constants (see [9, p. 25]) $a_k$ and $a_k^*$ such that

\[(7.1) \quad \| \theta G \gamma \|_k \leq a_k^* \| \gamma \|_{k-1}, \quad \forall \gamma \in L^{r+s}(B),\]

\[(7.2) \quad \| [N, \gamma] \|_{k-1} \leq a_k^* \| N \|_k \| \gamma \|_k, \quad \forall N \in \psi_1, \quad \forall \gamma \in L^{r+s}(B).\]

For the linear map $f: L^{r+s}(B) \to L^{r+s}(B)$ defined by

\[(7.3) \quad f\gamma = \gamma - \partial G[\xi_t, \gamma]\]

we get, setting $a_k = a_k' a_k^*$,

\[(7.4) \quad (1 - a_k \| \xi_t \|_k) \| \eta \|_k \leq \| f\eta \|_k \leq (1 + a_k \| \xi_t \|_k) \| \eta \|_k.\]

Hence, for a fixed $t$, $f$ is continuous in the norm $\| \|_k$ and thus admits a continuous extension $f$ to the completion $\tilde{L}^{r+s}(B)$ of $L^{r+s}(B)$ with respect to the $k$-norm. By continuity the inequalities (7.4) hold for $\eta \in \tilde{L}^{r+s}(B)$, and by the first of them $f$ is injective for $\| \xi_t \|_k < 1/a_k$; we assume $\varepsilon$ is small enough for this inequality to hold for all $t \in M = \{ t \in \mathbb{R}^n \mid |t| < \varepsilon \}$. If we set

\[(7.5) \quad T_t \eta = \partial G[\xi_t, \eta], \quad \hat{f} = I - \hat{T}_t,\]

then $\| \hat{T}_t \|_k < 1$ for $t \in M$, and thus $\hat{f}$ has a continuous inverse given by

\[(7.6) \quad \eta_t = \hat{f}^{-1} b = b + \hat{T}_t b + \hat{T}_t^2 b + \cdots, \quad b \in \tilde{L}^{r+s}(B).\]

Substituting for $T_t$ from (7.5) and for $\xi_t$ from (5.9) and (5.10), we get for the solution $\eta_t$ of the integral equation (6.6) with the initial value $b_t \in H^{r+s}(B_0)$ the expression

\[(7.7) \quad \eta_t = b_t + \sum_{n \geq 1} \partial G P_n(h^n, b)\]

where

\[(7.8) \quad P_n(h^n, b) = \sum_{1 \leq k \leq n} \sum_{i_1 + \cdots + i_k = n} [A_{i_1} h_{i_1}, \ldots, A_{i_k} h_{i_k}, \ldots, \partial G(A_{i_k} h_k, b_t) \ldots].\]

For $b_t \in H^{r+s}(B_0)$ we have $\eta_t \in \tilde{L}^{r+s}(B_0)$, and if $b_t$ depends differentially on $t$ so does $\eta_t$ (see [7, p. 150]). Using the development (5.8) for $\xi_t$ we get

\[(7.9) \quad [\xi_t, \eta_t] = \sum_{n \geq 1} P_n(h^n, b_t).\]

The function $h \to P_n(h^n, b)$ is $n$-homogeneous and continuous in the norm $\| \|_k$ from $\psi_1$ into $L^{r+s+1}(B)$. 
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8. The integrability condition. Consider now the integrability condition (6.8). By (7.9) it can be written in the form

\[ \sum_{n \geq 1} P_n(h^n, b) \in \partial L, \quad b \in Z^{r,s}(L(B_0)). \]

To analyse this condition we need the following result.

**Lemma 8.1.** Let \( Y \) be a closed vector subspace of a Banach space \( X \), \( Z \) another Banach space. For each positive integer \( k \), let \( L_k \) be a \( k \)-linear continuous function \( L_k : Z^k \to X \)

such that

\[ S(h) = \sum_{k \geq 1} L_k h^k \]

converges for \( |h| < \epsilon \). Then, for a fixed \( h \in Z \) with \( |h| < \epsilon \), \( S(th) \in Y \) for \( -1 \leq t \leq 1 \) if and only if \( L_k h^k \in Y \) for all \( k \geq 1 \).

**Proof.** The sufficiency of the condition is evident. Suppose then that \( S(th) \in Y \) for a fixed \( h \), \( |h| < \epsilon \) and for \( -1 \leq t \leq 1 \). Then if \( f(t) = S(th) \), \( f : [-1, 1] \to Y \) is differentiable, indeed analytic at \( 0 \in \mathbb{R} \), as the composition of two analytic functions. Differentiating term by term the development \( f(t) = \sum_{k \geq 1} t^k L_k h^k \) we get

\[ f^{(n)}(t) = \sum_{k \geq n} k(k-1)\cdots(k-n+1) t^{k-n} L_k h^k, \]

from which

\[ f(0) = 0, \quad f^{(n)}(0) = n! L_n h^n. \]

But, as \( Y \) is closed in \( X \), \( f(t) \in Y \) for \( \forall t \) implies \( f^{(n)}(0) \in Y \) for \( \forall n \). Therefore \( L_k h^k \in Y \) for \( k \geq 1 \), as was to be shown.

As \( \partial L(B) \) is a closed subspace of \( L(B) \) for the norm \( \| \cdot \|_{\kappa} \), the condition

\[ P_n(h^n, b) \in \partial L(B), \quad \forall n \geq 1, \]

is sufficient for \( b \in H^{r,s}(B_0) \) to be integrable at \( t \) (for \( f^{-1}(b) \) to be a solution of (6.1)).

Therefore we have the following:

**Theorem 8.1.** Let \( b \in H^{r,s}(B_0) \). In order that \( f_t^{-1}(b) = \eta_t \) is a solution of (6.1) for each \( t \in M \), it is sufficient that

\[ P_n(h_t, b) \in \partial L(B), \quad \forall t \in M, \quad n \geq 1. \]

The solution \( \eta_t \) is a \( \partial_t \)-closed \( B \)-form of type \((r, s)\), and it depends differentiably on \( t \).

Let now \( A_\epsilon \) be the balanced hull of \( \{ h_t \mid |t| < \epsilon \} \) in \( Z(\phi_t) \), i.e. \( A_\epsilon = \{ s h_t \mid |t| < \epsilon \) and \(-1 \leq s \leq 1 \} \).
Theorem 8.2. The condition

\[ P_n(h, b) \in \partial L(B), \quad \forall h \in A_t, \quad \forall n \geq 1, \]

implies (8.2). In case \( \{h_t | |t| < \varepsilon\} = A_t \), the condition (8.3) is necessary and sufficient for \( f_t^{-1}(b) = \eta_t \) to be a solution of (6.1) for each \( t \in M \).

The last statement of the theorem follows from the Lemma 8.1.

9. Conditions for \( \dim H_{\partial t}^{r,s}(B_t) \) to be locally constant. A form \( \gamma \in \partial L^r,s(B_0) \) is trivially extendible; it is sufficient to take \( \eta_t = \pi_{r,s}(t) \partial \sigma \) as an extension, if \( \gamma = \partial \sigma \). Therefore it is no restriction to limit oneself to harmonic initial values \( b \) in the following theorem which follows from Theorem 8.2.

Theorem 9.1. In order that all \( \partial \)-closed forms \( \gamma \in L^r,s(B_0) \) are extendible with any initial value \( b_t \in Z^r,s(L(B_0)) \) at \( t = 0 \), it is sufficient that (8.3) holds for \( \forall h \in A_t \) and \( \forall b \in H^r,s(B_0) \).

By Theorem 2.1 \( \dim H_{\partial t}^{r,s}(B_t) \) is constant in a neighborhood of \( t = 0 \) if all harmonic forms \( \gamma \in H^r,s(B_0) \) are extendible and co-extendible. Therefore we get the following result. Let \( \mathcal{R}(\partial) \) stand for \( \partial(L(B_0)) \) or \( \partial(L(B_0^s)) \) depending on the case.

Theorem 9.2. In order that \( \dim H_{\partial t}^{r,s}(B_t) \) is constant in a neighborhood of \( t = 0 \), it is sufficient that there exists \( \varepsilon > 0 \) such that, for all \( h \in A_t \) and all \( n \geq 1 \),

\[ P_n(h, b) \in \mathcal{R}(\partial) \]

whenever \( b \in H^r,s(B_0) \) or \( b \in H^{r-r-n,-n}(B_0^s) \). The condition is also necessary if \( h(M) \) is a cone centered at \( 0 \in Z(\psi_1) \).

To obtain necessary conditions in the general case, suppose that all forms \( \gamma \in H^r,s(B_0) \) are extendible. Suppose \( t \to b_t \) is the initial value function of an extension \( \gamma_t \) of \( \gamma \). Then

\[ \gamma_t = \sum_{n \geq 1} P_n(h^n, b_t) \in \partial L(B_0). \]

As \( t \to h_t \) is differentiable as a function from \( M \subset R^m \) into the Banach space \( \psi_1 \), and the series (9.3) and the series of the derivatives are uniformly convergent for \( |t| \leq \delta < \varepsilon \) with \( \delta \) sufficiently small, we can differentiate term by term. This gives for \( \Delta \in R^m \)

\[ \gamma'_t \Delta = \sum_{n \geq 1} \{nP_n(h^{-1_n} h'_t \Delta, b_t) + P_n(h^n, b'_t \Delta) \} \in \partial L(B_0), \]

where \( h'_t \) and \( b'_t \) are derivatives of \( h_t \) and \( b_t \), as functions from \( M \) into \( \psi_1 \) and \( \psi_1 \), respectively.

For \( t = 0 \) we have, as \( h_0 = 0 \),

\[ R_t(\Delta, b_0) = P_t(h'_0 \Delta, b_0) \in \partial L(B_0), \quad \forall \Delta \in R^m, \]
Differentiating the expression (9.4) gives
\[
\gamma_n^2 \Delta_2 \Delta_1 = \sum_{n=1}^{\infty} (n(n-1))P_n(h_0^{n-2}h_1^{\Delta_2}h_2^{\Delta_1}, b_0)
\]
(9.7)\[
+ nP_n(h_0^{n-1}h_1^{\Delta_2}h_2^{\Delta_1}, b_0) + nP_n(h_0^{n-1}h_1^{\Delta_1}, b_0) \\
+ nP_n(h_0^{n-1}h_1^{\Delta_2}, b_1^{\Delta_1}) + P_n(h_0^{n-1}h_1^{\Delta_2}b_0^{\Delta_1}) \in \partial L(B_0).
\]
This is permitted as once more the series of derivatives converges uniformly with the series (9.4). Setting \( t=0 \) one obtains
\[
2P_2(h_0^\Delta_2 h_0^{\Delta_1}, b_0) + P_1(h_0^\Delta_2 h_0^{\Delta_1}, b_0) + P_1(h_0^\Delta_1, b_0^\Delta_2)
+ P_1(h_0^\Delta_1, b_0^\Delta_2) \in \partial L(B_0).
\]
(9.8)
By (9.5) the last two terms can be written in the form \( R_1(\Delta_1, b_0^\Delta_1) - R_2(\Delta_2, b_0^\Delta_2) \) and are thus in \( \partial L(B_0) \). Setting
\[
R_2(\Delta_2, b_0) = 2P_2(h_0^\Delta_2 h_0^{\Delta_1}, b_0) + P_1(h_0^\Delta_2, b_0^\Delta_1)
\]
we get therefore from (9.8)
\[
R_2(\Delta_2, b_0) \in \partial L(B_0), \quad \Delta_2, \Delta_1 \in \mathbb{R}^m.
\]
(9.10)
Generally one obtains
\[
R_k(\Delta_k \Delta_{k-1} \cdots \Delta_1, b_0) = \left[ (D_t)^k \sum_{t=0}^{\infty} P_k(h_0^\Delta, b_0) \right]_{t=0}^{\Delta_k \cdots \Delta_1}
\]
(9.11)
\[
= k! P_k(h_0^\Delta_k \cdots h_0^\Delta_1, b_0) \\
+ \cdots + P_1(h_0^\Delta_k \cdots h_0^\Delta_1, b_0) \in \partial L,
\]
the other terms in \( [(D_t)^k \gamma_t]_{t=0}^{\Delta_k \cdots \Delta_1} \) being expressible in terms of \( R_{k-1}, \ldots, R_1 \), and hence in \( \partial L(B_0) \). Hence we have the

**THEOREM 9.3.** The conditions
\[
R_k(\Delta_k \cdots \Delta_1, b) \in \mathcal{A}(\partial)
\]
(9.12)
for \( \forall \Delta_1 \in \mathbb{R}^m \) and \( \forall b \in H^{r,\sigma}(B_0), \forall b \in H^{n-r,\sigma}(B_0) \) are necessary for \( \dim H_{\mathcal{B}_1}^{r,\sigma}(B_1) \) to be constant in a neighborhood of \( t=0 \). If the family is real analytic, then the conditions are also sufficient.

For the last statement, let us note that if the family is real analytic, then we can write \( h_t = \sum_{k \geq 1} (1/k!)h_0^{\Delta_k} t^k \) where the series converges in a neighborhood of \( t=0 \). This implies the convergence of
\[
\gamma_t = \sum_{k \geq 1} \frac{1}{k!} R_k(t^k, b_0) + b_0,
\]
(9.13)
for small $t$. Furthermore, $\gamma_t = \sum_{n \geq 1} P_n(h^n, b_0)$ is analytic in $t$ in a neighborhood of $t = 0$ and, by the definition (9.11) of $R^g$, we have $\gamma_t = \gamma_0$ for small $t$. Therefore $\eta_t$ is a solution of the integral equation (6.6) with a constant initial value function $b_0$, and the conditions (9.12) imply that the integrability condition (6.8) is satisfied. As $\eta_0 = b_0 \in H^{r+s}(B_0)$ is arbitrary, it follows that all forms in $H^{r+s}(B_0)$ are extendible (analogously for co-extendibility). The local constancy of $\dim H^{r+s}_{\delta_1}(B_1)$ follows then by the Theorem 2.1.
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