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Abstract. Categories which we call "sufficiently algebraic" are defined, and for certain objects \( A \) (called faithful) in such categories, and arbitrary objects \( C \), we partially order the sets \( \text{Ext} (C, A) \) of extensions of \( A \) by \( C \). We prove that the maximal elements in \( \text{Ext} (C, A) \) (with respect to this ordering) are in bijective correspondence with the morphisms from \( C \) to a canonical object \( O(A) \). If the short five lemma holds in the category, all extensions are maximal and therefore obtained in this way.

As an application we compute extensions in certain categories of topological rings. In particular we investigate the possible extensions of one group algebra (of a locally compact group) by another in the category of Banach algebras with norm decreasing homomorphisms, and using some analytic tools we give conditions for the splitting of such extensions. Previous results of the author on extensions of \( C^*\)-algebras are also included in this theory as a special case.

Introduction. In a previous paper [1], the author considered extensions in the category of \( C^*\)-algebras. In the present paper we give a general categorical setting for results from [1] and we apply the results to some categories which are useful in analysis and substantially less well behaved than the category of \( C^*\)-algebras.

Specifically in \$1\$ we define, for certain categories, objects which we call faithful. We show that if \( A \) is a faithful object and \( C \) is any object in the category, there is a bijective correspondence between \( \text{Hom} (C, O(A)) \) and all "greatest" elements in certain subsets of \( \text{Ext} (C, A) \). \( O(A) \) is an object whose nature is explicitly exhibited. If the short five lemma from category theory holds (see [8, Proposition 21.1]), which it does not in some categories useful for analysis, then we get all of \( \text{Ext} (C, A) \) in the correspondence.

In \$2\$ we give some examples to illustrate the main result. The theory requires little of a category and in fact seems useful only in categories which are not too well behaved. For example, abelian categories trivially have the properties which we will require, but they would seem to contain no faithful objects. The best examples are various categories of topological rings.

In \$3\$, we apply the theory to the problem of extending one group algebra (of a locally compact group) by another or by a measure algebra. Our very complete
knowledge of norm decreasing homomorphisms of group algebras due to Greenleaf [3] enables us to get results in these cases.

1. Extensions in certain categories. We will need some definitions and results from category theory and for all these we will refer to Mitchell [8]. In particular we assume familiarity with the definitions of kernel, cokernel, pullback, zero object, and intersections in categories.

Definition 1.1. We will say that a category $\mathcal{A}$ is sufficiently algebraic (SA) if the following three properties hold:

(i) $\mathcal{A}$ has a zero object and pullbacks (thus also kernels and finite intersections, see [8, Chapter 1]).

(ii) If

$$
\begin{array}{ccc}
A & \rightarrow & B \\
\downarrow^{\alpha} & & \downarrow^{\beta} \\
C & \rightarrow & D \\
\downarrow^{\delta} & & \downarrow^{\gamma}
\end{array}
$$

is a pullback diagram and $\gamma$ is the cokernel of its kernel then so is $\alpha$.

(iii) If $\alpha$ is a map such that ker $(\alpha) = 0$ then $\alpha$ is a monomorphism.

Definition 1.2. Let $A$ be an SA category. A short exact sequence is a diagram $E: A \rightarrow B \rightarrow C$ in $\mathcal{A}$ such that $\alpha$ is the kernel of $\beta$ and $\beta$ is the cokernel of $\alpha$. If we wish to leave $\alpha$ and $\beta$ unspecified, we will denote the sequence by $E: A \rightarrow B \rightarrow C$ as in Mac Lane [7]. Throughout the rest of this section we will be dealing with a fixed SA category $\mathcal{A}$.

Definition 1.3. Let $E_1: A_1 \rightarrow B_1 \rightarrow C_1$ ($i = 1, 2$) be short exact sequences. By a morphism between $E_1$ and $E_2$ we shall mean a triple $(\alpha, \beta, \gamma)$ of maps $\alpha: A_1 \rightarrow A_2$, $\beta: B_1 \rightarrow B_2$, $\gamma: C_1 \rightarrow C_2$ making the following diagram commutative:

$$
\begin{array}{ccc}
A_1 & \rightarrow & B_1 & \rightarrow & C_1 \\
\downarrow^{\alpha} & & \downarrow^{\beta} & & \downarrow^{\gamma} \\
A_2 & \rightarrow & B_2 & \rightarrow & C_2
\end{array}
$$

Definition 1.4. Let $E_i: A \rightarrow B_i \rightarrow C$ ($i = 1, 2$) be short exact sequences. We will say that

(a) $E_1 \leq E_2$ if there is a morphism $(1, \beta, 1)$ from $E_1$ to $E_2$ ($1$ represents the appropriate identity map).

(b) $E_1 \simeq E_2$ (equivalence) if there is a morphism $(1, \beta, 1)$ from $E_1$ to $E_2$ with $\beta$ an isomorphism.

It is trivial to show that $\leq$ is reflexive and transitive, $\simeq$ is an equivalence relation, and the relation $\leq$ depends only on the equivalence classes of the elements. We will denote the equivalence class of an exact sequence $E$ by $[E]$. 
Let $\text{Ext}(C, A)$ denote the set of all equivalence classes of exact sequences $A \rightarrow B \rightarrow C$ for fixed $A$ and $C$. The above discussion shows that $\text{Ext}(C, A)$ has a natural preorder relation which we will also denote by $\leq$. The short five lemma holds if and only if this preorder relation is trivial. \([E_1] \leq [E_2] \iff [E_1] = [E_2]\). We call $\text{Ext}(C, A)$ the set of extensions of $C$ by $A$.

**Lemma 1.1.** Let $E: A \rightarrow B \rightarrow C$ be exact and let $\gamma \in \text{Hom}(C', C)$. Then

(i) There is an object $B' \in \mathcal{A}$, an exact sequence $E': A \rightarrow B' \rightarrow C'$, and a morphism $(1, \theta, \gamma)$ from $E'$ to $E$.

(ii) If $P(E, \gamma)$ represents the set of all classes $[E']$ in $\text{Ext}(C', A)$ for which there is a morphism $(1, \theta, \gamma)$ from $E'$ to $E$, then $P(E, \gamma)$ depends only on $[E]$ and $\gamma$.

(iii) There is a canonical greatest element (under $\leq$) in $P(E, \gamma)$ which we will denote by $[E]_\gamma$.

**Proof.** (i) Let

\[
\begin{array}{ccc}
B' & \xrightarrow{\beta'} & C' \\
\downarrow{\theta} & & \downarrow{\gamma} \\
B & \xrightarrow{\beta} & C
\end{array}
\]

be the pullback diagram associated with the pair $(\beta, \gamma)$. (This exists by property (i) of an SA category.)

By hypothesis on $E$, $\beta$ is the cokernel of its kernel and so by property (ii) of $\mathcal{A}$, $\beta'$ must be the cokernel of its kernel. Let $\eta: A \rightarrow C'$ be the zero morphism and let $\alpha: A \rightarrow B$ be as given in the hypothesis. Then $\beta \alpha = 0 = \gamma \eta$ and, by the defining property of pullbacks, there is a unique map $\phi': A \rightarrow B'$ such that $\beta' \phi' = \eta$ and $\theta \alpha' = \alpha$. We therefore have a sequence $A \rightarrow B' \rightarrow C'$ with $\beta' \alpha'$ the zero map. We will show that $A \rightarrow B'$ is the kernel of $B' \rightarrow C$.

Let $K \rightarrow B'$ be a monomorphism with $\beta' \mu = 0$. Then $0 = \beta' \mu = \gamma \beta' \mu = \beta \theta \mu$. Since $A \rightarrow B$ is the kernel of $\beta$, there must be a map $\rho: K \rightarrow A$ with $\theta \mu = \alpha \rho = \theta \alpha' \rho$. Also $\beta' \alpha' \rho = 0 = \beta' \mu$. Since $\beta' \mu = \beta' \alpha' \rho$ and $\theta \mu = \theta \alpha' \rho$, the uniqueness assertion in the definition of pullback guarantees that $\mu = \alpha' \rho$ and this in turn proves that $A \rightarrow B'$ is the kernel of $\beta'$. Since $\beta'$ is then the cokernel of $\alpha'$, we see that $E': A \rightarrow B' \rightarrow C'$ is exact and we have also shown that $(1, \theta, \gamma)$ is a morphism from $E'$ to $E$.

(ii) This assertion is straightforward.

(iii) We will show that for the sequence $E'$ constructed above, $[E']$ is a greatest element in $P(E, \gamma)$. $[E']$ will be $[E]_\gamma$.

Let $E'': A \rightarrow B'' \rightarrow C'$ be in $P(E, \gamma)$ and let $(1, \theta', \gamma)$ be a morphism from $E''$ to $E$. Since $\beta \theta' = \gamma \beta''$ and $E'$ comes from a pullback diagram, there must be a unique map $\delta: B'' \rightarrow B'$ such that $\beta'' = \beta' \delta$ and $\theta'' = \theta' \delta$. 
Consider the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\alpha''} & B'' & \xrightarrow{\beta''} & C' \\
\downarrow{\delta} & & \downarrow & & \\
A & \xrightarrow{\alpha'} & B' & \xrightarrow{\beta'} & C'
\end{array}
\]

(where the vertical maps are identities).

We claim that this diagram is commutative. We already know that $\beta'' = \beta' \delta$. Now $\delta \alpha''$ is such that $\beta' (\delta \alpha'') = \alpha'' = 0$ and $\theta' (\delta \alpha'') = \theta'' \alpha'' = \alpha$. The uniqueness assertion concerning pullbacks then requires that $\delta \alpha'' = \alpha'$ and we are done.

We now define faithful objects in an SA category. The following definition is due essentially to Dauns [2].

**Definition 1.5.** We say that an object $M$ in an SA category $\mathcal{A}$ is a maximal container for an object $A$ in $\mathcal{A}$ if the following conditions hold:

(a) There is a monomorphism $a_0 : A \rightarrow M$ defining $A$ as a normal subobject of $M$.
(b) $A$ is essential in $M$, i.e. if $C \rightarrow M$ is a normal subobject of $M$ such that $C \cap A = 0$ then $C = 0$ (the zero object).
(c) If $\beta : A \rightarrow B$ defines $A$ as a normal subobject of $B$, then there is a unique map $\theta_B : B \rightarrow M$ such that $\theta_B \beta = a_0$.

**Definition 1.6.** We say that an object $A$ is faithful if $A$ has a maximal container.

We remark that a maximal container can be trivially shown to be unique up to isomorphism if it exists and so we will denote the maximal container of a faithful object $A$ by $M(A)$. We will let $O(A)$ represent the quotient object of $A \xrightarrow{a_0} M(A)$, i.e. there is a map $M(A) \xrightarrow{\pi} O(A)$ which is the cokernel of $a_0$. We will also denote the corresponding short exact sequence by $E_0$. $[E_0]$ is uniquely determined by $A$.

**Lemma 1.2.** Let $\gamma$ be any map in $\text{Hom}(C, O(A))$. Then there is precisely one greatest element in $P(E_0, \gamma)$.

**Proof.** Let $E : A \rightarrow B \xrightarrow{\beta} C$ represent $[E_0]$, and let $(1, \theta, \gamma)$ be a morphism from $E$ to $E_0$ such that

\[
\begin{array}{ccc}
B & \xrightarrow{\beta} & C \\
\downarrow{\theta} & & \downarrow{\gamma} \\
M(A) & \xrightarrow{\pi} & O(A)
\end{array}
\]

is a pullback diagram (this is possible from Lemma 1.1). Let $E' : A \xrightarrow{a'} B' \xrightarrow{\beta'} C$ be such that $[E']$ is another greatest element in $P(E_0, \gamma)$, and let $(1, \theta', \gamma)$ be the corresponding morphism. Then $[E'] \leq [E]$ and $[E] \leq [E']$. We can therefore find maps $\rho : B \rightarrow B'$ and $\rho' : B' \rightarrow B$ such that $(1, \rho, 1)$ maps $E$ to $E'$ and $(1, \rho', 1)$ maps $E'$ to $E$. 

First we claim that \( \rho' \) is a monomorphism. In fact if \( K \xrightarrow{\delta} B' \) is the kernel of \( \rho' \), then \( \rho'\delta = 0 = \beta\rho'\delta = \beta'\delta \) and since \( \alpha' \) is the kernel of \( \beta' \), there must be a map \( \xi : K \to A \) with \( \delta = \alpha'\xi \). Then \( \rho'\delta = \rho'\alpha'\xi = \alpha\xi = 0 \). Since \( \alpha \) is a monomorphism \( \xi = 0 \) and so \( \delta = 0 \). Now condition (iii) in the definition of SA guarantees that \( \rho' \) is a monomorphism.

We further note that \( \rho'\rho : B \to B \) is such that \( \beta(\rho'\rho) = \beta \). Also since \( \theta\rho' : B \to M(A) \) has the property that \( \theta\rho'\alpha = \theta\alpha = \alpha_0 \), the definition of \( M(A) \) yields \( \theta\rho' = \theta \). Finally the fact that \( B \) is a pullback yields \( \rho'\rho = 1_B \) (identity).

Now \( \rho'(\rho'\rho') = (\rho'\rho)' = 1_B\rho' = \rho'1_B \).

Since \( \rho' \) is a monomorphism, \( \rho\rho' = 1_B \), and so \( \rho \) and \( \rho' \) are isomorphisms and \([E] = [E']\).

The canonical sequence has an additional property which manifests itself in the following lemma.

**Lemma 1.3.** Let \( \gamma_1, \gamma_2 \in \text{Hom}(C, O(A)) \), \( \gamma_1 \neq \gamma_2 \). Then \( P(E_0, \gamma_1) \cap P(E_0, \gamma_2) = \emptyset \).

**Proof.** Suppose \([E] = (E: A \xrightarrow{\alpha} B \xrightarrow{\beta} C) \) is in the intersection. Let \((1, \theta_1, \gamma_1) \) and \((1, \theta_2, \gamma_2) \) be the corresponding morphisms to \( E_0 \). Then \( \theta_i : B \to M(A) (i = 1, 2) \) have the property that \( \theta_i\alpha = \alpha_0 \). By definition of \( M(A) \), \( \theta_1 = \theta_2 \). Then \( \gamma_1\beta = \pi\theta_1 = \pi\theta_2 = \gamma_2\beta \) and since \( \beta \) is an epimorphism, \( \gamma_1 = \gamma_2 \).

**Lemma 1.4.** Let \( E : A \xrightarrow{\alpha} B \xrightarrow{\beta} C \) be exact. Then for some \( \gamma \in \text{Hom}(C, O(A)) \), \([E] \in P(E_0, \gamma)\).

**Proof.** There is a map \( \theta : B \to M(A) \) such that \( \theta\alpha = \alpha_0 \). Consider the following diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\alpha} & B \\
\| & \| & \| \\
\alpha_0 & \xrightarrow{\pi} & M(A) \\
\| & \| & \| \\
A & \xrightarrow{\theta} & M(A) \\
\end{array}
\]

which commutes. Then \( \pi\alpha = 0 \) and since \( \beta \) is the cokernel of \( \alpha \), the diagram can be uniquely filled in (by the broken arrow) by a map \( \gamma \) so that it is commutative.

We now know by Lemmas 1.3 and 1.4 that the sets \( \{P(E_0, \gamma) \mid \gamma \in \text{Hom}(C, O(A))\} \) form a partition of \( \text{Ext}(C, A) \). Lemma 1.2 tells us that there is at most one greatest element in each \( P(E_0, \gamma) \), while Lemma 1.1 says that there is at least one and it is given explicitly as \([E_0]_\gamma\). Denoting the set of all these greatest elements by \( G \text{Ext}(C, A) \) we have proved the main theorem of this section:

**Theorem 1.1.** The map from \( \text{Hom}(C, O(A)) \) to \( G \text{Ext}(C, A) \) given by \( \gamma \to [E_0]_\gamma \) is a bijection.

**Corollary 1.1.** Suppose \( \mathcal{A} \) is an SA category in which the short five lemma holds, \( A \) is faithful in \( \mathcal{A} \), \( E_0 : A \xrightarrow{\alpha} M(A) \xrightarrow{\pi} O(A) \) is the canonical sequence, and \( C \in \mathcal{A} \), then \( \gamma \to [E_0]_\gamma \) is a bijection between \( \text{Hom}(C, O(A)) \) and \( \text{Ext}(C, A) \).
Définition 1.7. Let \( E : A \xrightarrow{\alpha} B \xrightarrow{\delta} C \) be an exact sequence in \( \mathcal{A} \). We say that
(a) \( E \) is split or semidirect if there is a map \( \delta : C \to B \) such that \( \rho \delta = 1 \) (the identity on \( C \)).
(b) \( E \) is essential if \( A \) is essential in the sense of Definition 1.5(b).

It is not hard to show that these definitions depend only on the class \([E]\) in \( \text{Ext}(C, A)\) and we will apply the corresponding adjectives to such classes.

Now suppose that \( \gamma \in \text{Hom}(C, O(A)) \) for \( A, C \in \mathcal{A} \) and \( A \) faithful. Let \([E]\) correspond to \( \gamma \) as in Theorem 1.1 where \( E \) is the sequence \( A \to B \to C \).

Theorem 1.2. (a) \([E]\) is semidirect \( \iff \exists \rho : C \to M(A) \) with \( \pi \rho = \gamma \).
(b) Let \( \mathcal{A} \) have the following properties:
   (i) Every kernel is a normal subobject.
   (ii) Suppose \( A \) is faithful with maximal container \( M(A) \), \( A \to B \) defines \( A \) as a normal subobject of \( B \), and
   
   \[
   \begin{array}{ccc}
   A & \longrightarrow & B \\
   \downarrow & & \downarrow \theta \\
   & & M(A) \\
   \end{array}
   \]

   is the diagram which the definition of maximal container guarantees to exist. Let \( A' \to B \) be a normal subobject of \( B \) with \( A' \cap A = 0 \) then \( A' \subseteq \ker \theta \).

   Under these conditions \([E]\) is essential if and only if \( \gamma \) is injective.

Proof. (a) We may assume that there is a pullback diagram

\[
\begin{array}{ccc}
B & \longrightarrow & C \\
\downarrow \theta & & \downarrow \gamma \\
M(A) & \longrightarrow & O(A) \\
\end{array}
\]

where \( B \) occurs in \( E \). If \([E]\) is semidirect and \( \delta : C \to B \) such that \( \beta \delta = 1 \), let \( \rho = \theta \delta \). Then \( \rho : C \to M(A) \) and \( \pi \rho = \pi \theta \delta = \gamma \beta \delta = \gamma \).

Conversely suppose \( \exists \rho : C \to M(A) \) with \( \pi \rho = \gamma \). Since \( B \) is a pullback there is exactly one map \( \delta : C \to B \) such that \( \theta \delta = \rho \) and \( \beta \delta = 1 \). In particular \([E]\) is split.

(b) Consider the entire diagram

\[
\begin{array}{ccc}
E : A & \xrightarrow{\alpha} & B & \xrightarrow{\beta} & C \\
\downarrow & & \downarrow \theta & & \downarrow \gamma \\
E_0 : A & \xrightarrow{\alpha_0} & M(A) & \xrightarrow{\pi} & O(A) \\
\end{array}
\]

The right-hand square is a pullback, and the left-hand square may be regarded as coming from the definition of \( M(A) \) once \( E \) is given.
First look at $D = \ker \theta$ and let $j: D \to B$ be the canonical injection. If $Z = A \cap D$ (which exists in $\mathcal{A}$) there must be maps $p: Z \to A$; $q: Z \to D$; $r: Z \to B$ such that $\alpha p = r = jq$. Then $\theta r = \theta \alpha p = \alpha_0 p$ and $\theta r = \theta jq = \alpha q = 0$. Since $\alpha_0$ is a monomorphism, $p = 0$. Then $r = \alpha p = 0$ so $z$ is 0 and $A \cap \ker \theta = 0$. This computation tells us that if $A$ is essential in $B$, $\ker \theta = 0$. Condition (ii) above tells us that if $\ker \theta = 0$, $A$ is essential in $B$. To complete our proof, we show that $\ker \theta = 0 \Leftrightarrow \ker \gamma = 0$.

In fact first assume that $\ker \theta = 0$ and let $A' = \beta^{-1}(\ker \gamma)$ (and $A' \subseteq B$ be the canonical injection). Then $\pi \theta t = \gamma \beta t = 0$ and $\exists r: A' \to A$ such that $\alpha_0 r = \theta t = \theta ar$. By condition (iii) for $\mathcal{A}$, $\theta$ is a monomorphism and $t = ar$. Thus $\beta t = 0 = \ker \gamma$.

Conversely suppose $\ker \gamma = 0$, and let $A' \subseteq B$ be ker $\theta$. Then $\pi \theta \xi = \gamma \beta \xi = 0$ and since $\ker \gamma = 0$, $\beta \xi = 0$. Then there is a map $s: A' \to A$ such that $\alpha s = \xi$, and thus $A' \subseteq A \cap \ker \theta$ which is zero by a computation performed above. Thus $\ker \theta = A' = 0$. Condition (iii) on $\mathcal{A}$ tells us that $\gamma$ is injective $\Leftrightarrow$ ker $\gamma = 0$ and so we have shown that $E$ is essential $\Leftrightarrow \gamma$ is injective.

We remark finally that $[E]$ is trivial ($B$ is the direct sum of $A$ and $B$) $\Leftrightarrow \gamma = 0$. This is proved in a straightforward manner and we omit the proof.

2. Examples. (a) Let $\mathcal{A}$ be the category of abstract groups and homomorphisms. It is easy to show that $G$ is faithful if and only if $G$ has trivial center, in which case $M(G) = \text{Aut}(G)$, the group of all automorphisms of $G$. $O(G)$ is then the group of “outer automorphisms” of $G$. Since the short five lemma holds in $\mathcal{A}$ and $\mathcal{A}$ is easily shown to be an $\text{SA}$ category, our main result shows that there is a bijective correspondence between $\text{Hom}(C', O(G))$ and $\text{Ext}(C, G)$ for any group $G'$. This result is essentially well known, see [7, Chapter iv, §9, Theorem 9.1].

(b) Let $\mathcal{A}$ be the category of associative rings. $A \in \mathcal{A}$ is customarily called faithful if for $x \in A$, $(xa = 0 \forall a \in A) \Rightarrow x = 0$ and $(ax = 0 \forall a \in A) \Rightarrow x = 0$. If $A$ is faithful in this sense then $A$ is faithful in our sense. In this case $M(A)$ is the ring of double centralizers of B. E. Johnson (see [5]). Again $\mathcal{A}$ is $\text{SA}$ and the short five lemma is true, so that if $A$ is faithful and $C$ is any ring, Ext $(C, A)$ is in bijective correspondence with all ring homomorphisms $\text{Hom}(C, O(A))$.

This example may be modified by requiring $\mathcal{A}$ to be the category of real or complex algebras, or commutative rings, or commutative algebras or $^*$-algebras, etc. and one will get all algebra extensions or commutative extensions, etc., for the faithful objects. A trivial and amusing consequence of this is the (well-known) result that all extensions of one commutative faithful ring by another commutative ring are commutative and similarly for algebras.

We remark now that it is possible to consider many different categories of topological rings. To have faithful objects in our sense, it will be necessary to have the double centralizer algebra with some suitable topology belong to the category. We will consider only a few possibilities. The interested reader can consult [5] and [6] for information about double centralizers with various topologies and then formulate categories to which our results apply.
(c) Let $\mathcal{A}$ be the category of $C^*$-algebras. This category is SA, every object is faithful (here the double centralizer algebra of $A$ is also a $C^*$-algebra) and the main theorem applies. We recover the results of [1] which were proved by more explicit constructions there. The main theorem is put to use in [1, §7] to show how in some cases we may explicitly write down all extensions.

(d) Let $\mathcal{A}$ be the category of "Banachable algebras" and continuous linear maps, where $A \in \mathcal{A}$ is a topological algebra which has a compatible norm in which it is complete. We are in effect looking at Banach algebras and concerning ourselves only with the topology and continuous homomorphisms, not with the norm. The short five lemma holds in this category due to the interior mapping principle and we can therefore construct all extensions of such faithful algebras $A$, both algebraically and topologically from elements in $\text{Hom}(C, O(A))$.

If we are interested in the norm, not just the topology, we must consider a different category. We do this next and discover our first interesting category in which the short five lemma fails to hold.

(e) Let $\mathcal{A}$ be the category of Banach algebras and norm decreasing homomorphisms. The unusual categorical nature of $\mathcal{A}$ justifies our examining $\mathcal{A}$ much more closely than we did previous categories.

First we remark that for $A \xrightarrow{\alpha} B \xrightarrow{\beta} C$ to be a short exact sequence in our sense, $\alpha$ must be an isometry and $C$ must have the quotient norm under $\beta$. The former follows from the fact that $\alpha$ is the kernel of $\beta$ categorically, and so in particular $A$ must have the minimal norm for which $\alpha$ is norm decreasing. Similar remarks using the definition of cokernel show that $C$ must have the maximal norm for which $\beta$ is norm decreasing, and this is the quotient norm.

$\mathcal{A}$ is an SA category and this also needs some proof.

Evidently condition (iii) holds. In connection with (i) note that if

$$
\begin{array}{ccc}
P & \overset{\gamma}{\longrightarrow} & B \\
\downarrow{\delta} & & \downarrow{\beta} \\
A & \overset{\alpha}{\longrightarrow} & C
\end{array}
$$

is a diagram then we define the pullback algebraically to be

$$
P = \{(a, b) \in A \times B \mid \alpha(a) = \beta(b)\}.
$$

We must then provide a norm for this algebra $P$, and if the pullback conditions are to hold it must be a minimal norm compatible with having $\gamma$ and $\delta$ be norm decreasing ($\gamma$ and $\delta$ are the usual projection maps restricted to $P$). This norm is the max norm, $\|a, b\| = \max (\|a\|, \|b\|)$, and so pullbacks exist.
Now if $\alpha$ is the cokernel of its kernel then $\alpha$ is onto and $C$ has the quotient norm. $\gamma$ is then onto and $B$ is algebraically the cokernel of ker ($\gamma$). We show that $B$ has the quotient norm. Let $y_0 \in B$.

$$\gamma^{-1}(y_0) = \{(x, y_0) \mid \alpha(x) = \beta(y_0)\}$$

$$= \{(x, y_0) \mid \beta(y_0) = z = \alpha(x_0), x = x_0 + s, s \in \ker \alpha\}$$

now if $(x, y_0) \in \gamma^{-1}(y_0)$, $\|\gamma^{-1}(y_0)\| = \max (\|x\|, \|y_0\|) \geq \|y_0\|$. On the other hand

$$\beta(\gamma) = \alpha(x_0) = \inf_{x \in \ker \alpha} \|x_0 + s\| = \inf_{(x, y_0) \in \gamma^{-1}(y_0)} \|x\|.$$ 

So $\|y_0\| = \inf_{(x, y_0) \in \gamma^{-1}(y_0)} \|x, y_0\|$ and $B$ has the quotient norm. Hence $\mathcal{A}$ is an SA category. If $A$ is faithful in the algebraic sense, and $m \in M(A)$, the algebraic double centralizer algebra, we define $\|m\|_1 = \sup_{1 \leq i \leq 1} \|ma\|$, $\|m\|_2 = \sup_{1 \leq i \leq 1} \|am\|$, and $\|m\|_2 = \max (\|m\|_1, \|m\|_2)$; then it is not hard to verify that $M(A)$ with this norm satisfies the definition of maximal container and so $A$ is categorically faithful. Now the short five lemma does not hold in this category. A trivial example is provided by letting $A$ and $C$ be $R^1$, $B_1$ be $R^2$ with the norm $\|(x, y)\|_1 = \|x\| + \|y\|$, and $B_2$ be $R^2$ with the norm $\|(x, y)\|_2 = \max (\|x\|, \|y\|)$. Then the following diagram is commutative:

$$\begin{array}{ccc}
E_1: A & \xrightarrow{i_1} & B_1 \xrightarrow{\pi_1} C \\
\downarrow & & \downarrow \\
E_2: A & \xrightarrow{i_2} & B_2 \xrightarrow{\pi_2} C \\
\end{array}$$

Here $i_j$ and $\pi_j$ ($j = 1, 2$) are the usual injection and projection maps and $1_{R^2}$ is the identity map which is an algebraic and topological isomorphism. Clearly $E_1$ and $E_2$ are short exact sequences in $\mathcal{A}$ and $(1, 1_{R^2}, 1)$ is a morphism between them, and since $1_{R^2}$ is in this case not an isometry, the short five lemma fails. In spite of this our main theorem now applies and gives us a bijective correspondence between all norm decreasing homomorphisms from any $C \in \mathcal{A}$ to $O(A)$, and those extensions $A \rightarrowtail B \twoheadrightarrow C$ such that

1. $\alpha$ is an isometry.
2. The norm of $C$ is the quotient norm through $\beta$ of the norm in $B$.
3. The norm of $B$ is the minimal norm compatible with the above-mentioned properties and the fact that $B$ is a Banach algebra.

Note that $B$ is algebraically and topologically uniquely determined by the corresponding element of Hom ($C$, $O(A)$). The norm, however, is not unique, but a minimal such exists and we must choose it. Then $B$ can be canonically constructed (norm included) from the corresponding element in Hom ($C$, $O(A)$). If we compare this example with the previous one, we see that if $\gamma: C \rightarrow O(A)$ is continuous but
not norm decreasing then the corresponding extension is an exact sequence in the previous category but not in the present one. In particular if \( A \to B \to C \) is the sequence, \( C \) will have the quotient topology but not the quotient norm, and no renorming of \( B \) compatible with all other properties of the extension will result in \( C \) having the quotient norm and \( A \) having the subspace norm.

This category and that of the previous example can each be modified by requiring the algebras to be *-algebras. The results then obtained are similar to those described above.

We remark finally that each of the examples given here satisfies the conditions of Theorem 1.2.6 and so if \( [E] \in \text{Ext}(C, A) \) corresponds to \( \gamma \in \text{Hom}(C, A) \), then \( [E] \) is essential if and only if \( \gamma \) is injective.

We will give only a brief sketch of how one proves this fact.

It is clear that every kernel is normal in all these examples (even though in the last category epimorphisms are not necessarily cokernels of their kernels).

If we are in a group based category, \( A \) is normal in \( B \), \( A' \) is normal in \( B \), \( A \cap A' = 0 \), and \( \theta: B \to M(A) \), then if \( g \in A' \), \( x \in A \), we would have \( \theta(g)x = g^{-1}xg \). The group element \( x^{-1}g^{-1}xg \in A \cap A' = 0 \) so \( xg = gx \) and \( \theta(g) \) is the identity. Thus \( A' \subset \ker \theta \). Similar considerations hold in the algebra based categories.

3. Extensions of group algebras. Among the most widely studied Banach algebras are the group algebras of locally compact groups. Thanks to Greenleaf and Cohen before him, we have a very precise description of the norm decreasing homomorphisms from one group algebra to another. It is interesting to see what Banach algebras are extensions of one group algebra by another, and in the present section we apply the results of §1 to this problem. In the rest of this section an extension of \( C \) by \( A \) will mean an element of \( G \text{Ext}(C, A) \), that is we will specify the norm. To get the other elements of \( \text{Ext}(C, A) \) one simply changes to equivalent norms.

Again we will work in the category \( \mathcal{A} \) of Banach algebras and norm decreasing homomorphisms. If \( A \) is the group algebra of a locally compact group \( G \), then \( A \) is a faithful object in \( \mathcal{A} \) and the double centralizer algebra \( M(A) \) is nothing else but the algebra \( M(G) \) of all bounded regular Borel measures on \( G \) with convolution as product and the total variation as norm (see [6]). \( L^1(G) \) can be considered to be a norm-closed two-sided ideal in \( M(G) \) by identifying it with those measures absolutely continuous with respect to Haar measure.

Now suppose \( L^1(G) \) and \( L^1(F) \) are objects in \( \mathcal{A} \). Then our main results tell us that we can get all extensions of \( L^1(F) \) by \( L^1(G) \) by considering norm decreasing homomorphisms of \( L^1(F) \) into \( O(G) \). We can, by Theorem 1.2(a), get all split or semidirect extensions by considering all norm decreasing homomorphisms of \( L^1(F) \) into \( M(G) \). The latter have been studied in detail by Greenleaf in [3] and we will use his results to find all split extensions. We will then show that in many cases all extensions are in fact split.
Let us summarize Greenleaf's results. He has shown first of all that an arbitrary subgroup of the unit ball in $M(G)$ is constructed as follows: Let $H_0$ be a subgroup in $G$. Let $K$ be a compact subgroup of $G$ with $K \subseteq H_0$, and let $\rho$ be a character on $K$ such that

1. $K$ and $K_0 = \ker \rho$ are both normal in $H_0$.
2. $K/K_0$ is central in $H_0/K_0$.

Let $\Omega$ be any subgroup of $T^1 \times G$ ($T^1$ is the unit circle) with

$$H_0 = \{ g \in G : (\alpha, g) \in \Omega \text{ for some } \alpha \in T^1 \}.$$ 

Let $m_K$ be normalized Haar measure in $K$.

Then $\Gamma = \{ \alpha \delta_g * \rho m : (\alpha, g) \in \Omega \}$ is a subgroup of the unit ball in $M(G)$ and $H_0 = \bigcup \{ s(\mu) : \mu \in \Gamma \}$ ($s(\mu)$ being the support of $\mu$). The unit of $\Gamma$ is $\rho m_K$. Furthermore all subgroups of the unit sphere are constructed in this manner.

In particular $\{ \delta_g * m_K \mid K \text{ compact in } G, \ g \in H_0, \ K \text{ normal in } H_0 \}$ is a group in the unit sphere for any subgroup $H_0$ (not necessarily closed) of $G$. This is a group of translates of normalized Haar measure of a compact subgroup. Now suppose $\Omega$ is the subgroup described above. Let $\Omega_0 = \{ (\alpha, g) \in \Omega : \alpha \delta_g * \rho m_K = \rho m_K \}$. Give the quotient group $\Omega/\Omega_0$ the subspace topology considering it as a subspace of the right coset space $(T^1 \times G)/\Omega_0$, where the latter has the quotient topology. Let $\theta : F \to \Omega/\Omega_0$ be a continuous onto homomorphism. Then $\theta$ generates a norm decreasing homomorphism which we now describe. If $K(G)$ denotes the continuous functions with compact support on $G$, $f \in K(G)$, and $(\alpha, g) \in T^1 \times G$, we define $\hat{f}(\alpha, g)$ to be $(\alpha \delta_g * \rho m_K)(f)$. Then $\hat{f}$ is continuous on $T^1 \times G$ and constant on right cosets of $\Omega_0$, and so corresponds to a function $\psi(f)$ in $K(T^1 \times G)/\Omega_0$. Then let $\hat{\theta}(f) \in K(F)$ be defined by $\hat{\theta}(f)(x) = \psi(f)(\theta(x))$ for all $x \in F$. Finally if $\mu \in M(F)$, define $\hat{\theta}(\mu) \in M(G)$ by $\hat{\theta}(\mu)(f) = \mu(\hat{\theta}(f))$, for all $f \in K(G)$. Greenleaf has shown that $\hat{\theta}$ is a norm decreasing homomorphism from $M(F)$ to $M(G)$ and every norm decreasing homomorphism from $L^1(F)$ to $M(G)$ arises by restricting such a $\hat{\theta}$ to $L^1(F)$. In particular, norm decreasing homomorphisms from $L^1(F)$ to $M(G)$ always extends uniquely to $M(F)$ and such extensions are norm decreasing.

**Theorem 3.1.** Let $F$ and $G$ be locally compact groups. Then

1. There is a one-to-one correspondence between split extensions of $L^1(F)$ by $L^1(G)$ and split extensions of $M(F)$ by $L^1(G)$.
2. Let $\{ H_0, K, \rho, \Omega, \Omega_0 \} = \mathcal{S}$ be a system as described above. Let $\theta : F \to \Omega/\Omega_0$ be a continuous epimorphism and let $\hat{\theta} : M(F) \to M(G)$ be as previously constructed. Then $B = \{ (a + \hat{\theta}(\mu), \mu) : a \in L^1(G), \ \mu \in M(F) \}$ is a Banach algebra with pointwise operations and the sup norm. If $a \in L^1(G)$, then $a(a) = (a, 0) \in B$, and if $(a + \hat{\theta}(\mu), \mu) = z \in B$, then $\hat{\theta}(z) = \mu \in M(F)$. Furthermore, $L^1(G) \subseteq B \subseteq M(F)$ is a split extension and all such extensions arise in this way depending only on $\mathcal{S}$ and $\theta$.
3. Using the notation of (ii), we let $B_0 \subseteq B$ be defined by

$$B_0 = \{ (a + \hat{\theta}(f), f) : a \in L^1(G), f \in L^1(F) \}$$
then we get in an obvious way a sequence $L^1(G) \xrightarrow{\alpha} B_0 \xrightarrow{\beta} L^1(F)$ which is the most general split extension of $L^1(F)$ by $L^1(G)$.

**Proof.** (i) follows from the one-to-one correspondence between maps from $L^1(F)$ to $M(G)$ and from $M(F)$ to $M(G)$ in $\mathcal{A}$. (ii) and (iii) follow immediately from our main theorem (Theorem 1.1) and Corollary 1.1, Greenleaf's characterization of norm decreasing homomorphisms, and the particular form of the pullback in the category $\mathcal{A}$.

We can now explicitly construct all split extensions if we know the group structure of $G$ and $F$ and can compute certain group homomorphisms. We would like to have more information about when an extension is split. We begin by investigating $M(G)$ more closely.

Let $S(G)$ be the set of measures singular with respect to Haar measure (this definition does not depend on which Haar measure is used). Then $S(G)$ is a norm-closed subspace of $M(G)$, complementary to $L^1(G)$. $S(G)$ is not a subalgebra of $M(G)$, but it has certain multiplicative properties and is complementary to $L^1(G)$ in a very special way. From now on the convolution of a measure $\mu$ and a measure $\nu$ on any group will be written simply $\mu \nu$.

**Lemma 3.1.** Let $s \in S(G)$ and $a \in L^1(G)$. Then $\|s + a\| = \|s\| + \|a\|$.

**Proof.** See [4, Theorem 19.20(iii)].

**Lemma 3.2.** If $\mu, \nu \in M(G)$, $\|\mu\| \leq 1$, $\|\nu\| \leq 1$, $\mu \nu = a + s$ with $a \in L^1(G)$ and $s \in S(G)$ and if $\|s\| = 1$, then $\mu \in S(G)$, $\nu \in S(G)$, and $\mu \nu = s$.

**Proof.** Let $\mu = b + t$, $\nu = c + r$; $b, c \in L^1(G)$ and $t, r \in S(G)$. Then $a + s = \mu \nu = bc + br + tc + tr = a' + tr$ with $a' \in L^1(G)$. Then $1 \geq \|\mu\| = \|b\| + \|t\| \geq \|t\|$ and similarly $1 \geq \|c\| + \|r\| \geq \|r\|$ and thus $1 \geq \|t\| \|r\| \geq \|tr\| = \|s + (a - a')\| = \|s\| + \|a - a'| = 1 + \|a - a'| \geq 1$. We see from this that $a - a' = 0$ and so $tr = s$. Then $1 = \|s\| \leq \|t\| \|r\| \leq 1$ and so $\|t\| = 1$ and $\|r\| = 1$. Since $1 \geq \|\mu\| = \|b\| + \|t\| = \|b\| + 1$ we have $b = 0$ and similarly $c = 0$.

The lemma now follows.

**Corollary 3.1.** If $\mu \in M(G)$ is invertible and $\|\mu\| \leq 1$, $\|\mu^{-1}\| \leq 1$, then $\mu$ and $\mu^{-1}$ are singular.

**Corollary 3.2.** If $\|\mu\| \leq 1$, $\|\nu\| \leq 1$, $\mu, \nu \in S(G)$ and $\nu \mu - 1 \in L^1(G)$ (1 is the identity in $M(G)$), then $\mu = \nu^{-1}$.

**Corollary 3.3.** If $\mu \in S(G)$, $\|\mu\| \leq 1$ and $\mu^2 - \mu \in L^1(G)$, then $\mu^2 = \mu$ and $\mu$ is an idempotent in $S(G)$.

**Proof.** Since $\|\mu\| \leq 1$, $\|\mu^2\| \leq \|\mu\|^2 \leq \|\mu\| \leq \|\mu\| + \|a\| = \|\mu + a\| = \|\mu^2\|$ ($a = \mu^2 - \mu$). Thus $\|\mu\| = \|\mu^2\|$ and so $\|\mu\| = 1$. The corollary then follows.

Now let $S'(G)$ be the group of invertible elements $\mu$ in $S(G)$ such that $\|\mu\| \leq 1$ and $\|\mu^{-1}\| \leq 1$. Let $O'(G)$ be the corresponding group in $O(G) = M(G)/L^1(G)$ and let $\pi: M(G) \to O(G)$ be the natural projection. Finally let $\rho = \pi|S(G)$. Then
Proposition 3.1.
(a) $\rho$ is an isometry,
(b) $\rho(S'(G)) = O'(G)$,
(c) $\rho(\mu)$ is idempotent of norm 1, $\iff$ $\mu$ is idempotent of norm 1.

Proof. (a) $\|\rho(\mu)\| = \inf_{a \in L'(G)} \|\mu + a\| = \inf_{a \in L'(G)} \|\mu\| + \|a\| = \|\mu\|.
(b) Clearly $\rho(S'(G)) \subseteq O'(G)$.
If $\rho(\mu) \in O'(G)$ then $\|\mu\| \leq 1$ and $\exists \nu$ such that $\|\nu\| \leq 1$ and $\rho(\mu)\rho(\nu) = 1$. Thus $\mu - 1 \in L'(G)$ and Corollary 3.2 yields the result.
(c) $\Leftarrow$ is clear. If $\|\rho(\mu)\| \leq 1$ and $\rho(\mu)$ is idempotent then $\mu^2 - \mu \in L'(G)$ and $\|\mu\| \leq 1$. The result then follows from Corollary 3.3.

We will now prove two propositions which will give us information about when extensions are split. The first proposition deals with the problem of extending a norm decreasing homomorphism mapping $L^1(F)$ to $O(G)$ to a certain subset of $M(F)$, and the second deals with norm decreasing monomorphisms.

Let $\phi: L^1(F) \to O(G)$ be a norm decreasing homomorphism, where $F$ and $G$ are any locally compact groups. Let $S_1 = \{\delta_x \mid x \in F\}$. It is known that $S_1$ is contained in the set of invertible elements $\mu$ in $M(F)$ such that $\|\mu\| \leq 1$ and $\|\mu^{-1}\| \leq 1$, and in fact the latter set consists entirely of elements of $S_1$ multiplied by complex numbers of absolute value 1 [9, Theorem 3]. Let $\psi: O(G) \to S(G)$ be the inverse of $\rho$ (notation as above), and let $\Phi = \psi\phi$. Then

Proposition 3.2. $\Phi$ extends to a map (also written $\Phi$) from the set $L^1(F) \cup S_1$ to $M(G)$ such that

(i) If $\mu, \nu \in S_1$, $\Phi(\mu)\Phi(\nu) = \Phi(\mu\nu).
(ii) If $\mu \in S_1, x \in L^1(F)$, $\Phi(\mu)\Phi(x) = \Phi(\mu x).
(iii) If $(e_i)_{i \in I}$ is a norm-one two-sided approximate identity in $L^1(F)$ and $\mu \in S_1$, $\Phi(\mu) = \lim_{i \to \infty} \Phi(\mu e_i)$ in the weak-* topology of $M(G)$.

Proof. The proof of this proposition is a modification of the proof of [3, Theorem 4.1.1]. In order to facilitate matters, we will refer to the above proof and simply indicate the necessary alterations.

Let $(e_i)$ be a norm-one two-sided approximate identity in $L^1(F)$. The set $\{\Phi(e_i)\}$ is bounded and therefore has a weak-* limit point $\lambda$. Greenleaf has shown in [3, Lemma 4.1.2] that if $\Phi$ is a norm decreasing homomorphism then $\lambda$ is the unique limit point of the set $\{\Phi(e_i)\}$. The only property of use in his proof which our map $\Phi$ lacks is the property that $\Phi(e_i f) = \Phi(e_i)\Phi(f)$ for $f \in L^1(F)$. It is easy to see that this may be replaced in the proof by $\lim_{i \to \infty} \|\Phi(e_i)\Phi(f) - \Phi(e_i f)\| = 0$. We assert that this holds for our $\Phi$. In fact let $\Phi(e_i)\Phi(f) = \Phi(e_i f) + a(i, f)$ where $a(i, f) \in L^1(G)$. Let $b(i, f) = \Phi(e_i f) - \Phi(f) \in S(G)$. Then $\Phi(e_i)\Phi(f) = \Phi(f) + b(i, f) + a(i, f)$, and so using Lemma 3.1, we have

$$\|\Phi(f)\| + \|a(i, f)\| = \|\Phi(f) + a(i, f)\| \leq \|\Phi(e_i)\|\|\Phi(f)\| + \|b(i, f)\| \leq \|\Phi(f)\| + \|b(i, f)\|.$$
Then \( \|a(i,f)\| \leq \|b(i,f)\| \) and the latter tends to zero as \( i \to \infty \). This proves our assertion.

We then use this fact in the same way that Greenleaf used Lemma 4.1.2 in the proof of Theorem 4.1.1. Again the property we lack is that if \( \mu \in \Sigma_1 \) and \( \mu_i \) is a net in \( L^1(F) \) such that \( \mu_i f \to \mu f \) and \( f \mu_i \to f \mu \) for all \( f \in L^1(F) \), then \( \Phi(\mu_i f) = \Phi(\mu) \Phi(f) \) for all \( f \in L^1(F) \), and again it will be sufficient to have \( \lim_{i \to \infty} \| \Phi(\mu_i) \Phi(f) - \Phi(\mu_i f) \| \to 0 \).

If we mimic the similar computation given above, we will see that it goes through provided that \( \| \Phi(\mu_i f) \| = \| \Phi(f) \|, \ f \in L^1(F) \). This is proved below in Lemma 3.3 and so we have proved (iii). (ii) follows from (iii) and the calculation given two lines above. To show (i) let \( \mu, \nu \in \Sigma_1 \) and let \( \mu_i \in L^1(F) \) such that \( \mu_i x \to \mu x \) and \( x \mu_i \to x \mu \ \forall x \in L^1(F) \). Then \( \nu \mu_i x \to \nu \mu x \) etc. and so \( \Phi(\mu_i \nu) \to \Phi(\nu \mu) \). Also \( \Phi(\mu_i) \to \Phi(\mu) \) so \( \Phi(\nu) \Phi(\mu_i) \to \Phi(\nu) \Phi(\mu) \). Finally (ii) tells us that \( \Phi(\nu \mu_i) = \Phi(\nu) \Phi(\mu_i) \) and so \( \Phi(\nu) \Phi(\mu) = \Phi(\nu \mu) \) and (i) is proved.

**Lemma 3.3.** Let \( \mu \in \Sigma_1, f \in L^1(F) \). Then \( \| \Phi(\mu f) \| = \| \Phi(f) \| \).

**Proof.** It is enough to show that \( \| \phi(\mu f) \| = \| \phi(f) \| \) by Proposition 3.1(a). Now let \( (e_i)_{i \in \mathbb{N}} \) be an approximate identity in \( L^1(F) \) as before. Then

\[
\| \phi(\mu f) \| = \lim_{i \to \infty} \| \phi(e_i \mu f) \| \leq \lim_{i \to \infty} \sup_{i \to \infty} \| \phi(e_i \mu) \| \| \phi(f) \| \leq \| \phi(f) \|
\]

since \( \phi \) is norm decreasing and \( \| \mu \| \leq 1 \).

Since \( f = \mu^{-1}(\mu f) \) and \( \mu^{-1} \in \Sigma_1 \), we see that \( \| \phi(\mu f) \| = \| \phi(f) \| \).

This completes the lemma and so the proof of Proposition 3.2.

Let \( G \) and \( F \) be locally compact groups such that \( F \) has a compact open normal subgroup \( K \). Let \( \phi: L^1(F) \to O(G) \) be a norm decreasing monomorphism and let \( \xi \) be as above. Then

**Proposition 3.3.** \( \Phi = \xi \phi \) is a norm decreasing monomorphism from \( L^1(F) \) to \( M(G) \) such that \( \pi \Phi = \phi \) (\( \pi \) is the projection of \( M(G) \) onto \( O(G) \)).

**Proof.** Let \( m \) be the normalized Haar measure of \( K \). Since \( K \) is open, \( m \in L^1(F) \), and we know that \( m \) is an idempotent of norm one. Consider \( L^1(K) \subset L^1(F) \), and let \( x \in L^1(K) \). Then \( mx = cm \) for some constant which depends on \( x \).

If \( x \geq 0 \) then \( mx = \| x \| m \). If \( y = x/\| x \| \), where \( x \) is a fixed positive element of \( L^1(K) \), then \( my = m \phi(m) \phi(y) = m \phi(m) \). Since \( \Phi(m) \phi(y) - \Phi(m) \in L^1(G) \), Lemma 3.2 tells us that \( \Phi(m) \phi(y) = \Phi(m) \). Notice that since \( \phi \) has trivial kernel, \( \phi(m) \) is a nonzero idempotent and so \( \Phi(m) \) is also a nonzero idempotent and both have norm 1. Let \( \sigma = \text{supp}(\Phi(m)) \). Then \( \sigma \) is a compact group. Notice that since \( \| \Phi(m) \| = \| \Phi(my) \| \leq \| \Phi(m) \| \| \Phi(y) \| \leq \| \Phi(m) \| \), we have \( \| \Phi(y) \| = 1 \). Putting these facts together we see that \( \| \Phi(m) \| = \| \Phi(y) \| = 1 = \| \Phi(m) \| = \| \Phi(m) \| \Phi(y) \| \) and so [3, Theorem 2.1.1] tells us that if \( \delta \) is the support of \( \Phi(y) \), then \( \sigma \delta \subset \sigma \). Since \( \sigma \) is a group, \( \delta \subset \sigma \). This must also hold for \( x \). If \( z \in L^1(K) \) then \( z = x_i - x_2 \) with \( x_i \geq 0 \) \( (i = 1, 2) \), so \( \Phi(z) = \Phi(x_1) - \Phi(x_2) \). The preceding analysis shows that \( \Phi(x_1) \) and \( \Phi(x_2) \) both have support within \( \sigma \), and so for all \( z \in L^1(K) \), \( \Phi(z) \) has support
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contained in a fixed compact group \( \sigma \). Since for any two measures, the support of
the convolution is contained in the product of the supports, \( \Phi(x)\Phi(y) \in S(G) \)
for all \( x, y \in L^1(K) \). Since we know that \( \Phi(xy) \) is the singular part of \( \Phi(x)\Phi(y) \), it
follows that \( \Phi : L^1(K) \rightarrow M(G) \) is a homomorphism which by Proposition 3.1 and
assumptions on \( \phi \) is norm decreasing.

Now suppose that \( x \in L^1(K), f \in F \), and \( y = \delta_f \ast x \). By Proposition 3.2 and results
of Greenleaf previously described, we have \( \Phi(y) = \Phi(\delta_f) \ast \Phi(x) = \alpha \delta_g \ast \rho s \ast \Phi(x) \),
where \( g \in G \), and \( s \) is the Haar measure of the compact subgroup \( n = \text{supp} (\Phi(\delta_g)) \)
of \( G \). Since \( \delta_g \ast m = m \), it follows easily that \( n \sigma \subset \sigma \) and so \( n \subset \sigma \). Thus the support of
\( \Phi(y) \) is contained in a coset of \( \sigma \).

Let \( x \in L^1(F) \). Then for each coset \( \xi K \) of \( K \) in \( L^1(F) \), \( x|\xi K \) is in \( L^1(F) \) and for
different cosets \( \xi_1 K \) and \( \xi_2 K \), \( x|\xi_1 K \) and \( x|\xi_2 K \) are mutually singular. Thus if \( R \) is
a complete set of coset representatives in \( F \) for cosets of \( K \), \( x = \sum_{\xi \in R} x|\xi K \), where this
series is norm convergent and so all but a countable number of terms are zero.

Hence \( x = \sum_{n=1}^{\infty} x_n \) where each \( x_n \) has support in a coset of \( K \) and the series con-
verges in norm. It follows that \( \Phi(x) = \sum_{n=1}^{\infty} \Phi(x_n) \). Similarly if \( y \in L^1(F) \),
\( \Phi(y) = \sum_{n=1}^{\infty} \Phi(y_n) \) (with perhaps different cosets of \( K \) involved). Then \( \Phi(x)\Phi(y) \)
is the norm limit of measures

\[
\mu_N = \left( \sum_{n=1}^{N} \Phi(x_n) \right) \left( \sum_{n=1}^{N} \Phi(y_n) \right) = \sum_{i,j=1}^{N} \Phi(x_i)\Phi(y_j).
\]

Since each term \( \Phi(x_i)\Phi(y_j) \) has support in some coset of \( \sigma \), we see that \( \mu_N \) is singular \( \forall N \), and so \( \Phi(x)\Phi(y) \) is singular and as before \( \Phi(x)\Phi(y) = \Phi(xy) \). Thus
\( \Phi \) is a norm decreasing monomorphism and clearly \( \pi \Phi = \Phi \). This completes the
proof.

Using Propositions 3.2 and 3.3, we can now describe the splitting of certain
extensions.

**Theorem 3.2.** Let \( G \) and \( F \) be locally compact groups and let us call any extension
in \( G \) Ext \((L^1(F), L^1(G))\) a proper extension of \( L^1(F) \) by \( L^1(G) \). Then

(a) If \( F \) has a compact open normal subgroup, then all essential proper extensions of
\( L^1(F) \) by \( L^1(G) \) are split.

(b) If \( F \) is discrete, all proper extensions of \( L^1(F) \) by \( L^1(G) \) are split.

(c) If \( G \) is discrete, all proper extensions of \( L^1(F) \) by \( L^1(G) \) are trivial (isomorphic
with the direct product).

(d) If \( F \) is compact and \( G \) has no nontrivial compact subgroups, then again all
proper extensions of \( L^1(F) \) by \( L^1(G) \) are trivial.

**Proof.** (a) We remarked earlier that a proper extension in \( \mathcal{A} \) is essential if and
only if it corresponded to a norm decreasing monomorphism. (a) follows from this,
Proposition 3.3, and Theorem 1.2(a).

(b) In the proof of Proposition 3.3, the injectivity of the norm decreasing
monomorphism was used only to insure that the Haar measure \( m_K \) went onto a
nonzero idempotent. If $F$ is discrete we may take $K$ to be the identity and then $m_K$ either goes to a nonzero element or else the entire homomorphism is zero and we get a direct product. Thus (b) follows.

(c) is trivial since in this case $M(G) = L^1(G)$ so $O(G) = 0$.

(d) If $F$ is compact, and $\phi : L^1(F) \to O(G)$ corresponds to our proper extension, then Proposition 3.2 shows that there is a natural homomorphism $\Phi$ of $F$ onto a subgroup $\Gamma$ of the unit ball in $M(G)$. $\Gamma = \{ \alpha \delta_0 + \rho m_K \mid g \in H_0, m_K \text{ Haar measure of } K, K \text{ compact in } G \}$. Our condition on $G$ implies that $K$ and $\rho$ are trivial. Then $\Gamma = \{ \alpha \delta_0 \mid g \in H_0, \alpha = 1, (\alpha, g) \in \Omega \}$ where $\Omega \subset T^1 \times G$ is a subgroup. In this case $\Omega_0$ (notation as before) is trivial and so there is a continuous homomorphism of $F$ onto $\Omega$. This implies that $\Omega$ is compact and so $H_0$ is compact. Thus $H_0 = e$ and $\Phi = 0$. In this case $\Phi = 0$ and the extension is trivial.
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