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Abstract. Recently R. Wheeden studied a class of singular integral operators, the hypersingular integrals, as operators from \( L^p_\Theta (H) \) to \( L^p (H) \); \( L^p_\Theta (H) \) is the range of the \( \alpha \)th order Bessel potential operator acting on \( L^p (H) \) with the inherited norm. The purposes of the present paper are to extend the known results on hypersingular integrals to complex indices, to extend these results to operators defined over a real separable Hilbert space, and to use Komatsu's theory of fractional powers of operators to show that the hypersingular integral operator \( G^\alpha \) is \( \int ( - A_\alpha f ) d\mu (y) \) when \( \text{Im} (\alpha) \neq 0 \) or when \( \text{Re} (\alpha) \) is not a positive integer where \( A_\alpha f \) is the derivative of \( g \) in the direction \( y \). The case where \( \text{Im} (\alpha) = 0 \) and \( \text{Re} (\alpha) \) is a positive integer is treated in a sequel to the present paper.

1. Introduction. Let \( E \) be \( N \)-dimensional Euclidean space and let \( dx \) denote Lebesgue measure on \( E \). The theory of Lebesgue spaces of differentiable functions \( L^p_\Theta (E, dx) \) is well known; [2]. \( L^p_\Theta (E, dx) \), \( 1 < p < \infty \), \( 0 \leq \text{Re} \alpha < \infty \), is the range of the Bessel potential operator, \( J^{\alpha} \), acting on \( L^p (E) \). When \( \alpha \) is a positive integer, \( n \), \( L^p_\Theta (E) \) is also the space of weakly differentiable functions with derivatives of order \( k \), \( 0 \leq k \leq n \), in \( L^p (E) \).

R. Wheeden [19], [20] has studied a class of linear operators, the hypersingular integral operators, which map \( L^p_\Theta (E) \) into \( L^p (E) \) continuously. Let \( \Omega (y) \) be positively homogeneous of degree zero on \( E \) and suppose that \( \| \Omega \|_1 = \int_{\Omega} |\Omega (\omega)\| d\omega < \infty \) when \( \Sigma \) is the unit sphere in \( E \) and \( d\omega \) denotes normalized Lebesgue measure on \( \Sigma \). Set

\[
T^\alpha (f) = \lim_{\varepsilon \to 0} \int_{|y| > \varepsilon} R_k (f, y) \frac{\Omega (y) dy}{\| y \|^{N + \alpha}}
\]

where \( N \) is the dimension of \( E \) and where

\[
R_k (f, y) = f(x + y) - \sum_{\| \beta \| < k} \frac{D^\beta f}{\beta!} y^\beta
\]

and \( k \leq \alpha < k + 1 \). \( T^\alpha \) is a hypersingular integral operator on \( L^p_\Theta (E) \) to \( L^p (E) \) and \( \| T^\alpha J^\alpha f \|_p \leq N(\alpha) \| \Omega \|_1 \) where \( N(\alpha) \) depends only on \( N \) and \( \alpha \). When \( \alpha \) is a positive integer.
integer, \( k \), the additional assumption must be made that \( \int_{\xi} p_{k}(\omega)\Omega(\omega) \, d\omega = 0 \) where \( p_{k}(\omega) \) is any homogeneous polynomial in \( \omega \) with degree \( k \). Then at \( \alpha = k \), \( T^{\alpha} \) is similar to a Calderon-Zygmund operator and \( T^{k} \) acts boundedly from \( L^{k}_{p}(E) \) to \( L_{p}(E) \). If \( 0 < \alpha < 1 \),

\[
T^{\alpha}f = \lim_{\varepsilon \to 0} \int_{\|y\| > \varepsilon} \left[ f(x+y) - f(x) \right] \frac{\Omega(y)}{\|y\|^{N+\alpha}} \, dy;
\]

this case is especially important and interesting when \( \Omega(y) = 1 \), since then \( T^{\alpha}J^{\alpha} \) is given by a measure.

The purposes of this paper are to study a new approach to the hypersingular integral operators, to extend the results of [19], [20] to complex indices, and to generalize these results to hypersingular integrals over a real separable Hilbert space. Thus we shall replace the finite-dimensional Euclidean space \( E \) with a real separable Hilbert space \( H \) which is generally infinite dimensional. We shall rely heavily upon the work of Komatsu [10], [11], [12], [13] on the theory of fractional powers of operators. In particular we shall observe that some of Komatsu’s results can be used to prove Stein’s basic lemma [17, Lemma 4] which asserts that \( T^{\alpha}J^{\alpha} \) is given by convolution with a measure when \( \Omega(\omega) = 1 \). In addition, Komatsu’s results will be useful in streamlining the study of the general hypersingular integral.

Throughout this paper \( K(\alpha), M(\alpha), N(\alpha) > 0, K(\alpha, p), M(\alpha, p), N(\alpha, p) > 0 \) are constants which depend only on the parameters shown and which may vary in value with the occasion of their use. If \( T \) is a closed densely defined operator on a Banach space \( X \), \( D(T) \) denotes the domain of \( T \) and \( R(T) \) denotes the range of \( T \).

2. Preliminaries.

a. The normal distribution on Hilbert space. To minimize the discussion of measure theory on Hilbert space we refer the reader to the papers [7], [9] of L. Gross and [15], [16] of I. E. Segal.

Definition (Segal). A weak distribution on a real Hilbert space, \( H \), is an equivalence class of linear maps, \( F \), from the conjugate space \( H^{*} \) of \( H \) to real valued measurable functions (modulo null functions) on a probability space (depending on \( F \)). Two such maps, \( F \) and \( F' \), are equivalent if for any finite set of vectors \( y_{1}, \ldots, y_{k} \) in \( H^{*} \), \( F(y_{1}), \ldots, F(y_{k}) \) and \( F'(y_{1}), \ldots, F'(y_{k}) \) have the same joint distribution in \( k \)-space. A weak distribution is continuous if a representative is a continuous linear map (the range space has the topology of convergence in measure).

In what follows we shall be most interested in the normal distribution with variance parameter \( c/2 \). This distribution is uniquely determined by the following properties: for any \( y \) in \( H^{*} \), \( F(y) \) is normally distributed with mean zero and variance \( (c/2)\|y\|^{2} \); \( F \) maps orthogonal vectors to independent random variables; \( F \), a representative for the normal distribution, is continuous. There is an essentially unique (up to expectation preserving isomorphism) probability space \( (S, \Sigma, \mu) \).
and a continuous linear map $F$ from $H^*$ to the real valued measurable functions on $(S, \Sigma, \mu)$ (modulo null functions) such that $F$ is a representative of the normal distribution. $\Sigma$ has no proper sub-$\sigma$-field with respect to which all of the $F(y)$, $y \in H^*$, are measurable. The measurable functions on $H$ are defined to be the measurable functions on $(S, \Sigma, \mu)$. $L_p(H, n_c) = L_p(S, \Sigma, \mu)$ by definition. When $c = 2$, we let $n = n_2$ and $L_p(H) = L_p(H, n_2)$. The expectation, $E(f)$, of a measurable function $f$ is $E(f) = \int \mu F d\mu$.

A function $f(x)$ on the points of $H$ is a tame function if there is a Baire function $g$ on a finite-dimensional Euclidean space $E_k$, and orthonormal vectors $h_1, \ldots, h_k$ in $H^*$ such that $f(x) = g((x, h_1), \ldots, (x, h_k))$. The span of the $h_1, \ldots, h_k$ in $H$ is called the base of $f$. If $F$ is a representative of the normal distribution and $f(x) = g((x, h_1), \ldots, (x, h_k))$ is a tame function, then $F(s) = g(F(h_1)(s), \ldots, F(h_k)(s))$ is a measurable function on $H$, and the expectation of $f$ is

$$E(f) = (\pi c)^{-k/2} \int_{E_k} g(t) \exp(-c^{-1} ||t||^2) dt$$

where $k$ is the dimension of the base space of $f$. This equality holds in the sense that if either side exists and is finite, then so does the other side and the two are equal.

Several very useful representatives of the normal distribution are known. Of these the one in which we shall be most interested is the mapping studied by Gross [9] from $H^*$ to Borel measurable functions (modulo null functions) on an abstract Wiener space. We adopt the notation and terminology of [9]. Let $B$ be a one-one Hilbert-Schmidt operator on a real separable Hilbert space $H$. Then $||x|| = \|Bx\|$ is a measurable norm on $H$. Let $H_B$ denote the completion of $H$ in this norm. Let $\mathcal{F}$ denote the $\sigma$-field generated by the closed subsets of $H_B$. The normal distribution induces a Borel probability measure $\mu_c$ on $H_B$ such that the extension of the identity map on $H^*$ ( mapped through $H_B$) to Borel measurable functions on $(H_B, \mathcal{F}, \mu_c)$, to $H^*$ is a representative of the normal distribution on $H$. Continuous functions $f$ on $H_B$ are measurable functions on $H$, and if $g$ denotes the restriction of $f$ to $H$ and if $\mathcal{F}$ denotes the directed set (ordered by inclusion of the ranges) of finite-dimensional projections on $H$, the net $\{\tilde{g}(Qx) : Q \in \mathcal{F}\}$ of measurable tame functions converges in measure to $f$ as $Q$ tends strongly to the identity through $\mathcal{F}$.

Let $N_c$ be as above, and regard $B$ as an isometry from $H_B$ to $H$. Then $N_c \circ B^{-1}$ is a Borel measure on $H$; this measure is usually denoted by $n_c \circ B^{-1}$; [8], [9]. If $f$ is a bounded continuous function from $H$ to a Banach space $X$, $\int_X f(x) \, d\mu_c \circ B^{-1}(x) = \int_{H_B} f(By) \, dN_c(y) = E(f \circ B)$. If $f, g$, and $fg$ are absolutely integrable tame functions on $H$, $\tilde{f}g = \tilde{f} \tilde{g}$, $(af + g)^{-} = af + \tilde{g}$ for constants $a$, and if $f \leq g$ (a.e.) on $H$, then $\tilde{f} \leq \tilde{g}$ (a.e.); we shall use these properties often. Gross [7], [9] has studied other functions on the points of $H$ which give rise to measurable functions on $H$. If $C$ is a Hilbert-Schmidt operator on $H$, $\|Cx\|$ determines a measurable function...
\[ \|C(\cdot)\| = \lim \{\|Qx\| : Q \in \mathcal{F}\} \] where \( \mathcal{F} \) is as above and \( Q \) tends strongly to the identity through \( \mathcal{F} \). If \( f \) is a bounded continuous function on \( H \), then \( f(Cx) \) determines a measurable function on \( H \) when \( C \) is a Hilbert-Schmidt operator. Such elementary functions as \( |x|, \exp(-\|x\|^2) \) and \( \exp(i\|x\|) \) fail to determine measurable functions on \( H \). We refer to [7] for further discussion of these points.

b. The Poisson integral. Let \( H \) be a real separable Hilbert space. Let \( L_p(H), 1 < p < \infty \), denote the Banach space of \( p \)-power integrable functions with respect to the weak normal distribution (with variance parameter 1, centered at the origin) on \( H \). Let \( y \mapsto T_y \) denote the regular representation of the additive group of \( H \) by isometries on \( L_p(H) \); if \( f \) is a bounded tame function,

\[
(T_yf)(x) = f(x-y) \exp\left[\frac{(x, y) - \|y\|^2}{2p}\right].
\]

The \( T_y \) are strongly continuous and play the role of the "translation operators" on \( H \); [4]. If \( \mu \) is a finite Borel measure on \( H \), \( T(f) = \int_H T_y f d\mu(y) \) is a bounded operator on \( L_p(H) \) with norm at most \( \|\mu\| \). If \( n_t \) denotes the normal distribution on \( H \) with variance parameter \( t/2 \), and if \( B \) is a Hilbert-Schmidt operator on \( H \), then \( n_t \circ B^{-1} \) is a Borel probability measure on \( H \); [8]. Let

\[
H_t(f) = \int_H T_y f d n_t \circ B^{-1}(y)
\]

and

\[
P_z(f) = \int_0^\infty H_t(f) N_t(z) dt/t
\]

where \( N_t(z) = (\pi t)^{-1/2} \exp(-t^{-1}z^2) \). \( P_z(f) \) is the Poisson integral of \( f \). \( H_t(f) \) and \( P_z(f) \) were studied in [5]. We shall recall some of the properties of these operators; the proofs appear in [5].

P-1. \( H_t \) and \( P_z \) are strongly continuous contraction semigroups on \( L_p(H) \).

P-2. There is a unique Borel probability measure \( p_z \) on \( H \) such that \( P_z(f) = \int_H T_y f d p_z(y) \).

P-3. If \( a = (a_1, \ldots, a_n) \) is a multi-index with \( |a| = \sum a_i \), if \( A_h \) is the infinitesimal generator of the translation semigroup \( T_{\exp t} \), \( t > 0 \), and if \( A^a = A_{a_1} \cdots A_{a_n} \), then

\[
A^a H_t(f) = \int_{H_B} T_y f C^a(1)(y) d n_t(y)
\]

where \( C^a = C_{a_1} \cdots C_{a_n} \) and where \( C_h \) is the infinitesimal generator of \( T_{sh}, s > 0 \), acting on \( L_2(H, n_t) \). Thus if \( t > 0 \), \( A^a H_t \) is a bounded operator on \( L_p(H) \) and \( \|A^a H_t\| \leq N(a) \|h_1\|^a_1 \cdots \|h_n\|^a_n t^{-|a|/2} \).
P-4. \( P_\alpha(f) \) is infinitely differentiable with respect to \( z \) and with respect to the space variables;

\[
A^\alpha P_\alpha(f) = \int_0^\infty A^\alpha H_t(f) N_\alpha(z) \, dt/t
\]

and

\[
\frac{d^n}{dx^n} P_\alpha(f) = \int_0^\infty H_t(f) \frac{d^n}{dx^n} N_\alpha(x) \, dt.
\]

We shall use the infinitesimal generators \( A_\alpha \) of \( T_{ibh} \) as the Hilbert space analogues of the directional derivatives \( D_{kn} \) on finite-dimensional Euclidean space.

c. Komatsu powers of operators. Early work on the theory of fractional powers of operators is surveyed in [21]. Komatsu [10], [11], [12], [13] has developed an extensive theory of fractional powers of operators. In [10], [11] it is assumed that \( A \) is a linear operator (not necessarily densely defined) such that the negative half-line is in the resolvent set of \( A \) and \( \| t(t+A)^{-1} \| \leq M \) for all \( t > 0 \). \( A^\alpha \) is defined for all complex \( \alpha \) in \( \mathbb{C} \) of [10]. For our purposes it will be sufficient to recall some of Komatsu’s results for the case when \( (−A) \) generates a bounded, strongly continuous semigroup on a reflexive Banach space \( X \).

K-1. If \( 0 < \text{Re} \, \alpha < 1 \),

\[
A^\alpha x = \sin \frac{\pi \alpha}{\pi} \int_0^\infty t^{\alpha - 1} A(t+A)^{-1} x \, dt
\]

when \( x \in D(A) \), the domain of \( A \); [10, p. 299].

K-2. If \( 0 < \text{Re} \, \alpha < \sigma < n \), \( \sigma \) a positive integer, then

\[
A^\alpha x = \frac{\Gamma(m)}{\Gamma(\alpha)\Gamma(m-\alpha)} \int_0^\infty t^{\alpha - 1} (A(t+A)^{-1})^mx \, dt
\]

for \( x \in D(A^m) \) when \( N > m > n \); [11, p. 292].

K-3. If \( (−A) \) generates a bounded strongly continuous semigroup \( T_t \) on \( X \), then if \( x \in D(A) \) and \( 0 < \text{Re} \, \alpha < \sigma < 1 \),

\[
A^\alpha x = \Gamma(-\alpha)^{-1} \int_0^\infty (T_tx - x)t^{\alpha - 1} \, dt; \quad [10, \text{p. 325}].
\]

More formally, K-1 and K-3 define an operator \( A^\alpha_x \) on a subspace \( D^\alpha \) of \( X \); \( D^\alpha \) is defined in [10]. If \( A^\alpha_x \) denotes the smallest closed extension of \( A^\alpha_x \), whose existence is proved in [10, Proposition 4.1], then \( A^\alpha = A^\alpha_x \). Similarly K-2 defines an operator on a natural subspace of \( X \) and its smallest closed extension is \( A^\alpha_x = A^\alpha \) as is shown in [11]. When \( \text{Re} \, \alpha < 0 \), \( A^\alpha_x \) is defined by equation 4.10 of [10, p. 304] and \( A^\alpha_x \) is shown to have a smallest closed extension \( A^\alpha \) which is independent of \( \sigma \). When \( \text{Re} \, \alpha = 0 \), \( A^\alpha x \) is defined by equation 4.11 of [10, p. 305] for \( x \in D^\alpha \cap R^1 \). There is the important
K-4. For any complex $\alpha$, $A_{\alpha}^\sigma$ has the smallest closed extension $A_{\alpha}^\sigma$ which is independent of $\sigma$ and $\tau$ when $-\tau < \Re \alpha < \sigma$. If $\Re \alpha > 0$, $A_{\alpha}^\sigma = A_{\alpha}^\sigma$ on $D(A_{\alpha}^\sigma)$ \( \cap \Cl R(A)$ and if $\Re \alpha < 0$, $A_{\alpha}^\sigma = A_{\alpha}^\sigma$.

If $A$ has a bounded inverse, $R^a = X$ and $A_{\alpha}^\sigma$ is everywhere defined and analytic if $\Re \alpha < 0$. If $x \in D^a$, $A_{\alpha}^\sigma$ is analytic in $\Re \alpha < \sigma$. If $-(n+1) < \Re \alpha < 0$,

$$A_{\alpha}^\sigma = \left( -\sin \frac{\pi \alpha}{\pi} \right) \frac{n!}{(\alpha+1) \cdots (\alpha+n)} \int_0^\infty t^{\alpha+n}(t+\alpha)^{-\alpha-1} \, dt$$

and

K-5. When $A$ has a bounded inverse, if $\Re \alpha > 0$, then $A_{\alpha}^\sigma = A_{\alpha}^\sigma$ is the inverse of $A_{\alpha}^\sigma = A_{\alpha}^\sigma$; $D(A_{\alpha}^\sigma)$ is contained in $R(A_{\alpha}^\sigma)$. See §5 of [10].

K-6. (i) If $\Re \alpha \Re \beta > 0$, then $A_{\alpha}^\sigma A_{\beta}^\sigma = A_{\alpha+\beta}^\sigma$ in the sense of the product of operators. (ii) If $\alpha$ and $\beta$ are any complex numbers, then $[A_{\alpha}^\sigma A_{\beta}^\sigma]_{\alpha} = A_{\alpha+\beta}^\sigma$ where $[T]_{\alpha}$ denotes the smallest closed extension of $T$. (iii) If $A$ has a bounded inverse and if $\Re \alpha > 0$, then $A_{\alpha}^\sigma A_{\beta}^\sigma = A_{\alpha+\beta}^\sigma$. See §7 of [10].

From the assumption that $\|\langle t(t+A)^{-1}\rangle \| \leq M$ for $t > 0$ and the resolvent equation it follows that $(t+A)^{-1}$ exists for $t$ in the sector $|\arg t| < \Arc \sin (M^{-1})$ and that $(t+A)^{-1}$ is bounded on each ray of this sector. Let

$$M(\Theta) = \sup \{ \|t(t+A)^{-1}\| : |\arg t| = \Theta \}, \quad \Theta > 0;$$

$M(\Theta)$ is an increasing function of $\Theta$. An operator $A$ is said to be of type $(\omega, \Theta(\omega))$, $0 \leq \omega < \pi$, if $A$ is closed, densely defined; the resolvent set of $(-A)$ contains the sector $|\arg t| < \pi - \omega$, and sup \{ $\|t(t+A)^{-1}\| : |\arg t| = \Theta \} \leq M(\Theta) < \infty$ holds for all $0 \leq \Theta < \pi - \omega$. An operator $A$ is of type $(\omega, \Theta(\omega))$ for an $\omega < \pi/2$ if and only if $(-A)$ generates a semigroup $T_t$ which has an analytic extension to the sector $|\arg t| < \pi/2 - \omega$ such that the extension is uniformly bounded on each sector $|\arg t| \leq \pi/2 - \omega - \epsilon$, $\epsilon > 0$.

K-7. If $A$ is an operator of type $(\omega, \Theta(\omega))$ and $0 < \alpha \omega < \pi/2$, then $(-A_{\alpha}^\sigma)$ is the generator of a strongly continuous semigroup $\exp (-tA_{\alpha}^\sigma)$ which is analytic in the sector $|\arg t| \leq \pi/2 - \omega\alpha$ and uniformly bounded on each smaller sector $|\arg t| \leq \pi/2 - \omega\alpha - \epsilon$, $\epsilon > 0$. See §10 of [10].

K-8. Let $A$ be of type $(\omega, \Theta(\omega))$. Then $(A_{\alpha}^\sigma)^{\beta} = A_{\alpha}^{\alpha \beta}$ if $0 < \alpha < \pi/\omega$ and $\Re \beta > 0$.

K-9. If $0 < \alpha < 1$ and if $T_t = \exp (-tA)$, $T_t^\sigma x = \exp (-tA^\sigma)x = \int_0^\infty T_t x N(\alpha, t, s) \, ds$ where $N(\alpha, t, s) = (2\pi)^{-1} \int_0^{\alpha+t^\omega} \exp (us-tu^\omega) \, du$; [21].

It is worth noting in connection with the discussion preceding K-8 and in connection with K-8 that the Poisson integral $P_z$ extends to an analytic semigroup in every sector $|\arg z| < \pi/4 - \epsilon$, $0 < \epsilon < \pi/4$, and the extension is bounded in each sector of this type; this follows from the fact that $N_t(z)$ is analytic in $\Re z > 0$ and the fact that the integral $P_z(f) = \int_0^\infty H_t(f)N_t(z) \, dt/t$ converges uniformly in $|\arg z| < \pi/4 - \epsilon$ for $\epsilon > 0$. If $H_t = \exp (-tA)$, then $P_z = \exp (-zT)$ where $T = A^{1/2}$; see K-9 and [21].
When the Hilbert-Schmidt operator $B$ is one-one, the infinitesimal generator $\langle -T \rangle$ of $P_0$ is a one-one operator on $L_p(H)$ and $R(T)$ is dense in $L_p(H)$.

d. Definitions and hypersingular integrals on $L_2(H)$. Let $\alpha = \beta + iy$, $\Re \alpha > 0$, be a complex number and let $\mu$ be a Borel measure (not necessarily bounded) on $H$ such that

$$\int_H \|y\|^\beta \, d|\mu|(y) < \infty, \quad \beta = \Re \alpha.$$ 

For any nonnegative integer $k$, if $k > 0$ set

$$R_k(f, y, t) = \int_0^t (t-u)^{k-1} (T_{iby}\Lambda^k_y f - \Lambda^k_y f) \, du,$$

and if $k = 0$ set $R_0(f, y, t) = T_{iby}f - f$ when $f \in D(A^2_y) \cap L_p(H)$ for all $y$ in $H$. If $k \leq \Re \alpha < k+1$, set

$$G^\alpha(f) = \int_0^\infty \int_H R_k(f, y, t) \, d\mu(y)t^{-\alpha-1} \, dt$$

whenever this integral converges in $L_p(H)$. $G^\alpha(f)$ is a hypersingular integral operator. We shall make further assumptions on $\alpha$ later so that $G^\alpha$ is defined when $\Re \alpha = n$ is a positive integer.

In this section we shall sketch the $L_2$-theory of hypersingular integral operators in order to motivate the more formal theory needed to prove our main theorems in §4.

Let $p = 2$ and $P(y)$ be a polynomial on $H$. Set $W(P)(y) = \int_H P(2^{1/2}x + iy) \, dn(x)$ where $dn$ is the normal cylinder set measure with variance parameter 1. Segal [15] has shown that $W(P)(y)$ extends to a unitary operator on $L_2(H)$; $W$ is the Hilbert space analogue of the Fourier transform. In particular, $W(T_yf) = \exp (iF(y)/2)W(f)$ where $F$ is a representative of the normal distribution; hence $W(A^\alpha_y f) = (iF(y)/2)W(f)$ when $f \in D(A^\alpha_y)$.

Consider the linear operator $J^\alpha$ on $L_2(H)$ defined by

$$W(J^\alpha f) = (1 + \|B^\alpha(\cdot)\|)^{-\alpha}W(f)$$

when $\Re \alpha \geq 0$ and $B$ is the one-one Hilbert-Schmidt operator used to define $H_t$ and $P_0$. $J^\alpha$ is a bounded operator on $L_2(H)$. Some other properties of $J^\alpha$ are

1. $J^\alpha f^\beta = f^{\alpha+\beta}$ if $\Re \alpha, \Re \beta \geq 0$.
2. $J^\alpha$ is strongly analytic in $\Re \alpha > 0$.
3. $J^\alpha$ is one-one.
4. If $\Re \alpha \geq 0$ and if $\beta = (\beta_1, \ldots, \beta_n)$ is a multi-index of complex numbers with $\Re \beta_i \geq 0$, and $|\Re \beta| \leq \Re \alpha$, then $A^\beta_y J^\alpha$ is a bounded operator on $L_2(H)$.

Each of these properties is easily verified.

**Theorem 1.** If $\Re \alpha > 0$ is not an integer, $G^\alpha J^\alpha$ is a bounded operator on $L_2(H)$ with $\|G^\alpha J^\alpha\| \leq N(\alpha) \int_H \|y\|^\beta \, d|\mu|(y)$, $\Re \alpha = \beta$. 
Proof. Let $k < \Re \alpha < k + 1$ and $\alpha = k + \delta$. Then $t^{-k} R_k(f, y, t) = t^{-k} R_k(f, ty, 1)$, and since $A_0^a t^k A_0^a$,

$$W(G^a J^a f) = \int_0^\infty \int_H t^{-k} W(R_k(J^a f, y, t)) \, d\mu(y) \, t^{\delta - 1} \, dt,$$

and

$$WR_k(J^a f, ty, 1) = [(k-1)!]^{-1} \int_0^1 (1-u)^{-1} \exp(iuF(By)/2) - 1 \, du \varphi(y),$$

where $\varphi(y) = (iF(By)/2)(1 + \|B(-\cdot)\|^{\alpha})^{-\alpha}$. Since

$$\int_0^\infty [\exp(itF(By)/2) - 1] t^{-\delta - 1} \, dt = \Gamma(-\delta)(-iF(By)/2)^\delta,$$

$$W(G^a J^a f) = M(\alpha) W(f) \int_H [-iF(By)]^\alpha (1 + \|B(-\cdot)\|^{\alpha})^{-\alpha} \, d\mu(y).$$

Since $\langle \xi, By \rangle (1 + \|B^{\text{op}}\|^{\alpha})^{-1} \leq \|y\|$, 

$$\|G^a J^a\| \leq N(\alpha) \int_H \|y\|^\beta \, d|\mu|(y) < \infty, \quad \beta = \Re \alpha.$$

Note that $M(\alpha) = \Gamma(k)\Gamma(-\delta)B(k, \delta + 1)(-1)^{k-\alpha}$ where $B(\cdot, \cdot)$ is the beta function.

The next theorem extends Theorem 1 to the case when $\Re \alpha = k$, a positive integer.

**Theorem 2.** Let $\Re \alpha = k \geq 1$ and suppose that if $p_k$ is a homogeneous polynomial of degree $k$ on $H$ then $\int_H p_k(y) \, d\mu(y) = 0$. Then if $\Im \alpha \neq 0$, $\|G^a J^a\| \leq N(\alpha) \int_H \|y\|^\kappa \, d|\mu|(y)$. If $\Im \alpha = 0$, $\|G^a J^a\| \leq N(\alpha) \int_H \|y\|^\kappa (1 + \|y\|) \, d|\mu|(y)$.

Proof. Proceed as in the proof of Theorem 1 to get

$$WG^a J^a f = M(k) \int_H \int_0^\infty [\exp(itF(By)) - 1] t^{-\gamma} \, dt \, F(By)^k \, d\mu(y) W(J^a f)$$

where $\gamma = \Im \alpha$. Assume first that $\gamma \neq 0$. Since $\int_H F(By)^k \, d\mu(y) = 0$, Corollary 1 of [14] implies that the double integral above converges to a bounded function. Thus

$$\|G^a J^a\| \leq N(\alpha) \int_H \|y\|^\kappa \, d|\mu|(y).$$

When $\Re \alpha = k$ and $\Im \alpha = 0$, $G^a J^a$ is a kind of Calderon-Zygmund operator; [1], [4]. Set $dv(y) = (1 + \|B^{\text{op}}(-\cdot)\|^{-k}) F(By)^k \, d\mu(y)$, so we need only show that

$$\Delta = \int_H \int_0^\infty [\exp(it\langle \xi, By \rangle) - 1] \, dt \, dv(y)$$

satisfies $|\Delta| \leq N \int_H \|y\|^\kappa (1 + \|y\|) \, d|\mu|(y)$. The integral $\Delta$ can be evaluated by the method of contour integration as in the proof of Theorem 5 (Lemma 5.3) of [4]; in fact $\Delta$ is the integral evaluated there. The value of $\Delta$ is

$$\int_H \{i\pi/2 \, \sgn \langle B^{\text{op}} \eta, y \rangle - \log |\langle B^{\text{op}} \eta, y \rangle| \} \, dv(y)$$

where $\eta = \xi \|\xi\|^{-1}$. Thus $G^a J^a$ has the desired norm.
Remarks. It is interesting to note that $G^*J^x = T^*Z$ where $T^*$ has Wiener transform (or Fourier transform) $\|B^x\|k(1 + \|B^x\|)^{-k}$ and where $Z$ is a kind of Calderon-Zygmund operator. An analogue of the first statement of Theorem 2 holds when $\Re(a) = 0, a \neq 0$. When $a = 0, G^a$ is a Calderon-Zygmund operator if $\mu(H) = 0$ and if $\int_H (1 + \log \|y\|) \ d\mu(|y|) < \infty$.

3. Bessel potentials.

Definition. If $f$ is in $L_p(H)$ and if $P_t(f)$ is the Poisson integral of $f$, then for $\Re(a) > 0$, the Bessel potential of $f$ of order $a$ is

$$J^a(f) = \Gamma(a)^{-1} \int_0^\infty P_t(f) t^{a-1} e^{-t} \ dt.$$

Theorem 3. $J^a$ enjoys the following properties:

1. $\|J^a(f)\|_p \leq \Gamma(\Re a) |\Gamma(a)^{-1}| \|f\|_p$.
2. $\lim \{J^a(f) : |\arg a| < \pi/2, a \to 0\} = f$.
3. $J^a$ is strongly analytic in $\Re a > 0$.
4. $J^aJ^\beta = J^{a+\beta}$ if $\Re a, Re \beta > 0$.
5. $J^a$ is one-one on $L_p(H)$ if $\Re a > 0$.
6. $J^a = (J^1)^a$, the $a$th Komatsu power of $J^1$, if $\Re a > 0$.
7. The range of $J^a$, $R(J^a)$, is dense in $L_p(H)$.
8. $J^\gamma$ is a strongly continuous group of bounded operators on $L_p(H)$ for real $\gamma$.
9. $J^\gamma(f) = \lim \{J^{\gamma+\epsilon}(f) : \epsilon \to 0^+\}$ for $f$ in $L_p(H)$.

Proof. (1) follows from Minkowski's integral inequality and the fact that $\|P_t(f)\|_p \leq \|f\|_p$. If $\Re a > 0$, $J^a f - f = \Gamma(\Re a)^{-1} \int_0^\infty (P_t f - f) t^{a-1} e^{-t} \ dt$. Given $\epsilon > 0$, let $\delta > 0$ be sufficiently small that $\|P_t f - f\|_p < \epsilon$ for $0 < t < \delta$. Choose $\eta > 0$ such that $|\Gamma(a)^{-1} \int_0^\infty t^{\Re a-1} e^{-t} \ dt \leq \epsilon \Gamma(\Re a) |\Gamma(a)|^{-1}$ when $0 < \Re a < \eta$. Then $\|J^a f - f\|_p \leq \epsilon \Gamma(\Re a) |\Gamma(a)|^{-1} (1 + \|f\|_p)$. This proves (2) when $|\arg a| < \pi/2$, in which case $\Gamma(\Re a) |\Gamma(a)|^{-1} \leq M(\theta)$. (3) is a consequence of the analyticity of $\Gamma(a)^{-1} t^{\Re a-1}$ in $\Re a > 0$ for $t > 0$ and the fact that $t^{\Re a-1} \log te^{-t}$ is absolutely integrable for $\Re a > 0$. To prove (4) let $\varphi_a(t) = \Gamma(a)^{-1} t^{\Re a-1} e^{-t}$ if $t > 0$ and $\varphi_a(t) = 0$ if $t \leq 0$. Then

$$J^a(f) = \int_0^\infty P_t(f) \varphi_a(t) \ dt \quad \text{and} \quad J^\alpha J^\beta(f) = \int_0^\infty P_t(f) \varphi_a \ast \varphi_{\beta}(t) \ dt$$

where $\varphi_a \ast \varphi_{\beta}$ is the convolution of $\varphi_a$ and $\varphi_{\beta}$. An elementary integration and use of some basic identities for the $\Gamma$-function show that $\varphi_a \ast \varphi_{\beta} = \varphi_{a+\beta}$ and hence $J^\alpha J^\beta = J^{a+\beta}$. (5) follows from (4), (3), (2) above. For if $J^af = 0$ for some $\alpha$ in $\Re a > 0$, $J^a+\epsilon f = 0$ for all real numbers $r > 0$. The principle of uniqueness for analytic functions implies that $J^af = 0$ for all $\alpha$ in $\Re a > 0$. Since $\lim \{J^f : r \to 0, r \text{ is real}\} = f$ we have that $f = 0$ and $J^a$ is one-one.

Set $J^* = J$. To prove (6), we need verify the statement only for $0 < \Re a < 1$. For if $\alpha = n + \beta$, we have $J^a = J^n J^\beta$ from (4) above. If $\Re a = n$, a positive integer, the conclusion (6) is proved in [6]. It is proved in [10] that $J^n = (J^n)$. So if we verify (6) when $0 < \Re \beta < 1$, K-6 of §2c implies that $J^a = (J)^a$. Note that $J = (1 + T)^{-1}$ when
Let $P_t = \exp(-tT)$. Then

$$J^a(f) = \Gamma(a)^{-1} \int_0^\infty u^{a-1} e^{-u} P_u(f) \, du$$

$$= \Gamma(a)^{-1} \int_0^\infty \left( \int_0^\infty t^{-\alpha} e^{-u} dt \right) P_u f \, du$$

$$= \Gamma(a)^{-1} \int_0^\infty \left( t - 1 \right)^{-\alpha} e^{-u} dt \int_0^\infty e^{-ut} P_u f \, du$$

$$= \Gamma(a)^{-1} \int_0^\infty \left( t - 1 \right)^{-\alpha} (t + T)^{-1} (f) \, dt$$

$$= \Gamma(a)^{-1} \int_0^\infty v^{-\alpha} (v + 1 + T)^{-1} f \, dv.$$ 

Since $(v + 1 + T)^{-1} = J(vf + 1)^{-1}$, set $v = x^{-1}$ to get by K-1 that

$$J^a(f) = \sin x \Gamma(a)^{-1} \int_0^\infty x^{a-1} J(x + J)^{-1} f \, dx = (J^a f).$$

(7) follows from Theorem 6.4 of [10] since by this theorem $D((1 + T)^a) \subset R(J^a)$; $D((1 + T)^a)$ is dense in $L_p(H)$.

Parts (8) and (9) of Theorem 3 require a lengthy development; this is given in [6].

**Definition.** $L_p^H(H)$ is the range of $J^a$ acting on $L_p(H)$, Re $a > 0$. If $g \in L_p^H(H)$, $\|g\|_{p,a} = \|f\|_p$ when $g = J^a f$.

**Remark.** In [6] a more extensive list of the properties of the Bessel potential and its relationship to fractional powers is given. Because of Properties (8), (9) of Theorem 3 (proved in [6]), $L_p^H(H) = L_p^{Rea}(H)$ with equivalence of the norms.

Since the translation operators $T_{iby}$, $t > 0$, form a bounded semigroup, $(-A_y)^a$, Re $a > 0$, can be written as in K-1 or K-3 of §2c. In order to be able to succinctly represent the hypersingular integrals of §4, we need to study the composition $(-A_y)^a f$. To do this we need

**Lemma 1.** If $f$ is in $L_a(\mathbb{H})$, $1 < p < \infty$, and if $\varphi(t)$ is the Fourier transform of a bounded, even, Borel measure $\mu$ on the real line, then

$$\Phi_A(f) = \lim_{\epsilon \to 0} \int_{|t| > \epsilon} T_{1y} f \varphi(tA^{-1}) \, dt / t$$

satisfies $\|\Phi_A(f)\|_p \leq N(p) \|\mu\| \|f\|_p$ where the constant $N(p)$ is independent of $A$ and $y$ in $H$.

**Proof.** First set

$$(T_{A^y}) (x) = \lim_{\epsilon \to 0} \int_{|t| > \epsilon} f(x - t) \varphi(tA^{-1}) \, dt / t$$
for \( f \) in \( L^p([\infty, \infty),\, dx) \). Then for smooth \( f \) with compact support

\[
(T_A f)(x) = \int_{-\infty}^{\infty} e^{iu|x|} \lim_{\varepsilon \to 0} \int_{|y| > \varepsilon} f(x-y) e^{iu(y-x)} \, dy / y \, d\mu_A(u)
\]

where \( \mu_A(E) = \mu(AE) \) for Borel sets \( E \) in the real line. By the M. Reisz theorem on the Hilbert transform, \( \|T_A f\|_p \leq N(p) \|\mu\|_p \|f\|_p \), since \( \|\mu\| = \|\mu_A\| \) for all \( |A| > 0 \); \( N(p) \) depends only on \( p \).

Let \( f \) be a bounded continuous tame function on \( H \) which is based in the finite-dimensional subspace \( E \) of \( H \); dimension of \( E = k \). Since the normal distribution on \( H \) is rotationally invariant, let \( K \) be the span of \( E \) and \( y \) and let \( e_1, \ldots, e_{k+1} \) be an orthonormal basis for \( K \) with \( e_1 = y \|y\|^{-1} \). Then

\[
\left\| \int_{|\theta| < |t| < p} T_{\theta} f \phi(tA^{-1}) \, dt \right\|_p^p = \int_K \int_{|\theta| < |t| < p} g(x - t\omega) \phi(t \|y\|^{-1} A^{-1}) \, dt \, \|y\| d\lambda(x)
\]

where \( g \) is the restriction of \( f \) to \( K \) and where \( D_p(x, \omega) = \exp \left( \frac{(x, \omega)}{p^2/2p} \right) \). If we write the integral over \( K \) as an iterated integral and write the first integral as

\[
M \int_{-\infty}^{\infty} \int_{|\theta| < |t| < p} g(x_1 - t, x_2, \ldots, x_{k+1}) \cdot \exp \left( \frac{-(x_1^2 - t^2)}{2p} \right) \phi(t \|y\|^{-1} A^{-1}) \, dt \, \|y\| \, dx_1,
\]

it follows from the discussion of \( T_A \) over \( (-\infty, \infty) \) in the first paragraph of this proof and from the dominated convergence theorem that \( \|\Phi_A(f)\|_p \leq N(p) \|f\|_p \), the desired conclusion.

**Theorem 4.** If \( 0 < \Re \beta \leq \Re \alpha \), \((-AH)^\beta |J^\alpha|^{-1} \) is a bounded operator on \( L^p(H) \) for \( 1 < p < \infty \) with \( \|(-AH)^\beta |J^\alpha|^{-1} \| \leq N(\alpha, \beta, p) \|h\|_{\Re} \).

**Proof.** By P-3 of §2b,

\[
A_h J^\alpha(f) = t^{-1} \int_H T_{iby} f C_h(1)(y) \, dn_1(y),
\]

where \( C_h \) is the infinitesimal generator of \( T_{\alpha} \) acting on \( L_1(H, n_1) \). Since \( A_h \) is a closed operator,

\[
A_h J(f) = \int_0^\infty \int_H T_{iby} f C_h(1)(y) \, dn_1(y) \phi(t) \, dt / t
\]

where \( \phi(t) = t^{-2} \int_0^\infty \frac{1}{z} \exp \left( -z^2 t^2 \right) e^{-z} \, dz \), \( t > 0 \). Since \( C_h(1)(y) \) is a homogeneous polynomial of degree 1 in \( y \), this last integral may be written as

\[
A_h J(f) = \lim_{\varepsilon \to 0} \frac{1}{2} \int_{|y| > \varepsilon} \int_H T_{iby} f C_h(1)(y) \, dn_1(y) \phi(t) \, dt / t
\]
when \( \varphi(t) = \varphi(-t) \) for negative \( t \). By Minkowski's integral inequality,

\[
\|A_n f\|_p \leq M \int_{H} \|f_{iby}(f)\|_p |C_n(1)(y)| \, dn_1(y) \leq N(p) \|\mu\| \|f\|_p
\]

by Lemma 1, if \( \varphi(t) \) is the Fourier transform of a finite even Borel measure \( \mu \) on the real line. Note that \( \varphi(t) \) is even by definition and that on \( t > 0 \)

\[
\varphi(t) = \int_0^\infty z \exp \left[ -z^2 - tz \right] \, dz
\]

so that \( \varphi'(t) \leq 0 \) and \( \varphi''(t) > 0 \). Thus Polya's criterion [3, p. 169] guarantees that \( \varphi(t) \) is the Fourier transform of a finite even Borel measure on the line.

To prove that \( (-A_n)f^a, 0 < \Re a < 1 \), is a bounded operator on \( L_p(H), 1 < p < \infty \), we consider the integral definition of \( J^a \) in terms of \( H_1 \). Begin by changing variables to replace \( t \) by \( t^2 \). Then by arguing as above (or as in [5]), we get that

\[
(-A_n)^a H^a(f) = t^{-a} \int_{H} T_{iby} fC_n(1)(y) \, dn_1(y)
\]

where

\[
C_n(1)(y) = \Gamma(-a)^{-1} \int_0^\infty \left[ \exp \left( 2\tau \langle y, h \rangle - t^2 \|h\|^2 \right) - 1 \right] t^{-a-1} \, dt.
\]

Thus \( C_n(1)(y) \) is a tame function on \( H \) based on the line through \( h \). If \( 0 < \epsilon < R < \infty \), each of the functions

\[
E_{\epsilon, R}(y, h) = \int_{\epsilon}^R \left[ \exp \left( 2\tau \langle y, h \rangle - t^2 \|h\|^2 \right) - 1 \right] t^{-a-1} \, dt
\]

has integral zero. By Minkowski's integral inequality,

\[
\|E_{R, \rho}(y, h)\|_1 \leq N(\alpha, h)(\rho^{-\Re a} + R^{-\Re a})
\]

for large \( \rho \) and \( R \), and integration by parts shows that

\[
\|E_{\epsilon, \rho}(y, h)\|_1 \leq N(\alpha, h)(\epsilon^{1-\Re a} + \delta^{1-\Re a}).
\]

Thus \( C_n(1)(y) \in L_1(H, n_1) \) and \( \int_H C_n(1)(y) \, dn_1(y) = 0 \). To apply the techniques of [4] to prove the boundedness of

\[
(-A_n)^a J^a(f) = M(\alpha) \int_0^\infty e^{-t^2} \left[ \int_0^\infty \int_{H} T_{iby} fC_n(1)(y) \, dn_1(y) e^{-tu} \, dt \right] du,
\]

set \( \varphi(t) = e^{-t^2} \) and verify that the even part of \( C_n(1)(y) \) is in \( L \log^+ L(H, n_1) \). This definition of \( \varphi(t) \) allows us to use Lemma 1 when \( C_n(1)(y) \) is replaced by its odd part and to use Lemma 1 when the techniques of the proof of Theorem 8 of [4] are applied to the even part of \( C_n(1)(y) \).
Set $C_h^0(y) = K(\alpha)\|h\|^a G(y)$ where $G(y)$ is a tame function based on the line through $h$; so it suffices to prove that

$$G(x) = \int_{0^+}^\infty \left[ \exp(2tx-t^2) - 1 \right] t^{-a-1} \, dt$$

has even part in $L \log^+ L((-\infty, \infty), \exp(-x^2) \, dx)$. Integrate by parts to write

$$G(x) = K(\alpha) \int_{0^+}^\infty (x-t) \exp(2tx-t^2) t^{-a} \, dt.$$

Expand $\exp(2tx)$ in a Taylor series about 0 and integrate term-by-term. After some calculations with identities in the $\Gamma$-function we get that

$$G(x) = K(\alpha) \sum_{k=0}^{\infty} 2^k \Gamma((k-a)/2) x^k.$$

The ratio test shows that this series converges uniformly on the compact subsets of the line. Let $L(x) = \frac{1}{2} (G(x) + G(-x))$;

$$L(x) = K(\alpha) \sum_{m=0}^{\infty} \frac{2^m \Gamma(m-a/2)}{(2m)!} x^{2m}.$$

By using the fact that $(\pi)^{1/2} \Gamma(2\alpha) = 2^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha+\frac{1}{2})$, we see that

$$2^m \Gamma(m-a/2) \Gamma(m+1)^{-1} = K \Gamma(m-a/2) \Gamma(m+\frac{1}{2})^{-1} \Gamma(m+1)^{-1}.$$

Since $\Re \alpha < 1$, $|\Gamma(m-a/2)| \Gamma(m+\frac{1}{2})^{-1} \leq \Gamma(m-(\Re \alpha)/2) \Gamma(m+\frac{1}{2})^{-1} \leq 1$, and $|L(x)| \leq N(\alpha) \exp(x^2)$. Thus $\log^+ |L(x)| \leq N(\alpha) + x^2$, and since

$$\int_{-\infty}^\infty |L(x)| \exp(-x^2) \, dx < \infty,$$

it suffices to show that $\int_{-\infty}^\infty x^2 |L(x)| \exp(-x^2) \, dx < \infty$. By integrating the above series for $L$ term-by-term with respect to $x^2 \exp(-x^2)$ and applying the ratio test to the resulting series, one sees that $L(x)$ is in $L \log^+ L$.

In order to make use of Theorem 5 of [1] we also need to verify that $\int_{-\infty}^\infty \log^+ |x| |L(x)| \exp(-x^2) \, dx < \infty$. But this follows from the fact that $\log^+ |x| \leq \varepsilon^{-1} |x|^\varepsilon$ for $\varepsilon > 0$ when $|x| \geq 0$ and a calculation similar to that above for $\int_{-\infty}^\infty |x|^\varepsilon |L(x)| \exp(-x^2) \, dx$. This last integral is seen to be finite for all sufficiently small $\varepsilon > 0$ since $\Re \alpha < 1$.

Now write $C_h^0(y) = K(\alpha)(L(y) + M(y))\|h\|^a$ where $L(y) = \frac{1}{2} (G(y) + G(-y))$ and where $M(y) = \frac{1}{2} (G(y) - G(-y))$ so that $(-A_h)^a J^a f = T_L f + T_M f$ where $T_L$ and $T_M$ are integral operators of the form of $(-A_h)^a J^a$ with $C_h^0(1)(y)$ replaced by $L(y)$ and $M(y)$ respectively. Since $M(y)$ is an odd function, $T_M$ can be written as an integral of an operator of the type in Lemma 1, so that $T_M$ is a bounded operator on $L_p(H)$ if $1 < p < \infty$. For $T_L$ we proceed as in the even kernel case in [4]. Let $K_h(f) = -\frac{1}{\pi} P \int_{-\infty}^\infty T_{\varepsilon h}(f) \, dv/v$, the principal value integral. By Lemma 1, $K_h$ is a
bounded operator on $L_p(H)$; $K_h^2(f) = -f$. This last fact follows from the observation that $K_h$ is just the Hilbert transform in the direction $B_h$. Consider $K_hT_L$.

Direct computation shows that $K_hT_L(f)$ is an integral with respect to $u$ of

$$\Delta_h(f) = \int_0^\infty \int_{H_h} T_{u_y} fK_h^*L(y) \, d\eta_1(y) \varphi(t) \, dt/dt$$

where $K_h^*L$ is the function $P \int_{-\infty}^\infty S_uL \, du/u$ where $y \rightarrow S_u$ is the regular representation of the additive group of $H$ acting on $L_1(H, n_1)$. Since $L(y)$ has integral zero with respect to $\eta_1$ on $H_h$, since $L(y)$ is a tame function based on the line through $h$, and since $L \in L \log^+ L(H, n_1) \subset L_1(H, n_1)$, by Theorem 5 of [1], $K_h^*(L)$ is an odd function in $L_1(H, n_1)$. Thus

$$\|T_L(f)\| = \|K_h^*K_hT_L(f)\| \leq N(p)\|K_hT_L(f)\| \leq K(p, a)\|h\|^{Re a}\|f\|_p.$$  

The desired conclusion regarding $(-A_h)^aJa$ follows when $0 < Re a < 1$.

If $Re a > 1$, use K-6. If $Re \beta < Re a$, we have $(-A_h)^aJa = (-A_h)^aJa - \beta$ by part 4 of Theorem 3 with $(-A_h)^aJa - \beta$ bounded on $L_p(H)$, so that $(-A_h)^aJa$ is bounded on $L_p(H)$ when $Re \beta \leq Re a$. This completes the proof of Theorem 4.

In the next theorem we look at the most elementary and one of the most interesting hypersingular integral operators. This operator was studied by E. M. Stein in [17], [18]. Let $P_t(f) = \exp \{-Tt\}f$ Then

$$T^a(f) = \Gamma(-\alpha)^{-1} \int_0^\infty (P_t-f) t^{-\alpha-1} \, dt$$

for $0 < Re \alpha < 1$. We shall examine the action of $T^aJa$ on $L_p(H)$ for $Re \alpha > 0$.

THEOREM 5. If $0 < Re \alpha < 1$,

$$T^aJa(f) = \frac{\sin \pi \alpha}{\pi} \int_0^1 J_u(f) u^{\alpha}(1-u)^{-\alpha} \, du$$

where $J_u(f) = \int_0^\infty P_t(f)e^{-tu} \, dt$. $T^aJa(f)$ is given by convolution with the measure

$$\nu_a(E) = \delta_0(E) - \frac{\sin \pi \alpha}{\pi} \int_0^1 j_u(E) u^{\alpha}(1-u)^{-\alpha} \, du$$

where $j_u(E) = \int_0^\infty P_t(E)e^{-tu} \, dt$ and $P_t(f) = \int_H T_y f \, dp_t(y)$, and where $\delta_0(E)$ is the probability measure concentrated at the origin in $H$. $T^aJ^1$ is given by convolution with the measure $\nu_1(E) = \delta_0(E) - j_1(E)$ and $T^aJa$ is given by convolution with the measure $\nu_a = \nu_{\beta} * \nu_a, \nu_\alpha = \nu_1 * \nu_1 * \cdots * \nu_1 (n \text{ times})$ if $\alpha = n + \beta$ with $Re \beta < 1$. If $Re \alpha = n$, an integer, $\nu_a = \nu_{a-1/2} * \nu_{1/2}$.

Proof. Notice first that

$$TJ(f) = \int_0^\infty TP_t(f)e^{-t} \, dt = -\int_0^\infty \frac{\partial}{\partial t} P_t(f)e^{-t} \, dt = f-Jf$$
by integration by parts. Thus if \( \delta_0 \) is the Borel probability measure concentrated at the origin in \( H \),
\[
TJ(f) = \int_H T_y f \, dv_1(y), \quad v_1(y) = \delta_0(E) - \delta_y(E).
\]

For any positive integer \( n \), \( T^nJ^n(f) = \int_H T_y f \, dv_n(y) \) where \( v_n \) is the \( n \)-fold convolution of \( v_1 \).

For \( 0 < \Re \alpha < 1 \),
\[
J^\alpha(f) = \Gamma(\alpha)^{-1} \int_0^\infty P_t(f) t^{\alpha - 1} e^{-t} \, dt
\]
and
\[
T^\alpha(f) = \Gamma(-\alpha)^{-1} \int_0^\infty (P_y f - f) y^{-1-\alpha} \, dy.
\]

If \( f \in D(T) \), \( T^\alpha(f) = -\Gamma(1-\alpha)^{-1} \int_0^\infty P'_t(f) y^{-\alpha} \, dy \) where \( P'_t(f) = \partial P_y(f)/\partial y \). Let \( L(g(t))(x) \) be the Laplace transform of \( g(t) \) at \( x \). Then
\[
T^\alpha J^\alpha(f) = -\sin \pi \alpha \int_1^\infty L(t^\alpha T^\alpha_0 P_t(f))(x) \, dx,
\]
where \( T^\alpha_0 = \Gamma(-\alpha) T^\alpha \). Now
\[
t^\alpha T^\alpha_0(P_t f) = t^\alpha \int_0^\infty \frac{\partial}{\partial y} P_{y+t}(f) y^{-\alpha} \, dy
\]
\[
= \int_0^\infty \frac{\partial}{\partial t} P_{y+t}(f) t^{\alpha} y^{-\alpha} \, dy = \int_0^\infty t P'_t P_t(f) y^{-\alpha} \, dy.
\]

But \( P'_t P_t(f) = (y+1)^{-1} \partial P_{(y+1)t}/\partial t \). Thus
\[
L(t^\alpha T^\alpha_0(P_t(f)))(x) = \int_0^\infty (y+1)^{-1} \left( -\frac{\partial}{\partial x} x \right) L(P_{(y+1)t}(f))(x) y^{-\alpha} \, dy
\]
\[
= \int_0^\infty (y+1)^{-2} \left( -\frac{\partial}{\partial x} x \right) J_{x(y+1)}^{-1}(f) y^{-\alpha} \, dy
\]
where \( J_u(f) = L(P_t f)(u) \). Since
\[
\left\| \left( -\frac{\partial}{\partial x} x \right) J_{x(y+1)}^{-1}(f) \right\|_p \leq K(y+1)x^{-1} \| f \|_p,
\]
we consider an interchange of integrals in \( \int_1^R L(t^\alpha T^\alpha_0(P_t(f)))(x) \, dx \).
\[
\int_1^R (y+1)^{-2} \left( -\frac{\partial}{\partial x} x \right) J_{x(y+1)}^{-1}(f) \, dx = (y+1)^{-2} [J_{(y+1)}^{-1}(f) - RJ_{(y+1)}^{-1}(f)].
\]

Since \( \| RJ_{(y+1)}^{-1}(f) \|_p \leq (y+1) K \| f \|_p \), the dominated convergence theorem implies that
\[
T^\alpha J^\alpha(f) = -\sin \pi \alpha \int_0^\infty (J_{(1+y)}^{-1}(f) - (y+1)f) y^{-\alpha}(1+y)^{-2} \, dy.
\]
Set \( u = (y+1)^{-1} \) to get

\[
T^x J^\alpha(f) = -\frac{\sin \pi \alpha}{\pi} \int_0^1 (J_u(f) - u^{-1}f)u^\alpha(1-u)^{-\alpha} \, du \\
= -\frac{\sin \pi \alpha}{\pi} \int_0^1 J_u(f)u^\alpha(1-u)^{-\alpha} \, du + \frac{\sin \pi \alpha}{\pi} \int_0^1 u^\alpha - 1(1-u)^{-\alpha} \, du.
\]

If \( \Re \alpha > 0 \) and \( \Re \alpha \) is not an integer, write \( \alpha = n + \beta \) where \( n \) is a positive integer and \( 0 < \Re \beta < 1 \). Set

\[
\nu_\beta(E) = \delta_0(E) - \frac{\sin \pi \beta}{\pi} \int_0^1 j_u(E)u^\beta(1-u)^{-\beta} \, du
\]

for Borel sets \( E \). Then \( \nu_\alpha = \nu_n \ast \nu_\beta \) is the Borel measure such that \( T^x J^\alpha(f) = \int_H T_\nu(f) \, d\nu_\alpha(y) \). If \( \Re \alpha = n \), a positive integer, let \( \gamma = \alpha - \frac{1}{2} \) and \( \beta = \frac{1}{2} \). Then \( \nu_\alpha = \nu_\gamma \ast \nu_\beta \), and \( T^x J^\alpha(f) = \int_H T_\nu(f) \, d\nu_\alpha(y) \). K-6 and the continuity of all of the operators in question justifies these last designations of \( \nu_\alpha \).

Remarks. 1. It is interesting to note that \( T^x J^\alpha \) is a bounded operator on \( L^1(H) \). It will not be possible to make this claim for the hypersingular integral operators considered in §4.

2. The calculation in the proof of Theorem 5 holds for any bounded strongly continuous semigroup \( S_t \). Note that the proof of Theorem 5 amounts to calculating \( A^\alpha(1+A)^{-\alpha} \) when \( S_t = \exp(-tA) \). Komatsu [10, §6] has made this general calculation using methods different from those in Theorem 5; see p. 309 of [10].

3. \( L^p_\beta(H) = L^{\Re \alpha}(H) \) with equivalent norms; see [6].

4. For \( \alpha > 0 \) other useful forms of \( J^\alpha \) exist and define equivalent norms on \( L^p_\beta(H) \).

4. Hypersingular integrals. In this section we shall study the general class of hypersingular integral operators on \( L^p_\beta(H) \).

**Theorem 6.** Let \( \mu \) be a Borel measure (possibly unbounded) on \( H \) such that

\[
\int_H \| y \|^{\Re \alpha} \, d|\mu|(y) < \infty.
\]

If \( n < \Re \alpha < n + 1 \), \( n \) a nonnegative integer, set

\[
G^\alpha(f) = \int_0^\infty \int_H R_n(f, y, t) \, d\mu(y)t^{-\alpha-1} \, dt
\]

where

\[
R_n(f, y, t) = ((n-1)!)^{-1} \int_0^t (t-u)^{n-1}(T_{u\beta}A^\alpha y - A^\alpha y) \, du \text{ if } n \geq 1 \text{ and } R_0(f, y, t)
\]
\[ G^\alpha J^\alpha(f) = M(\alpha) \int_H (-A_y)^\alpha J^\alpha(f) \, d\mu(y) \]

and

\[ \|G^\alpha J^\alpha(f)\|_p \leq N(\alpha, p) \int_H \|y\|^{\text{Re} \alpha} \, d\|y\|(y) \]

where \( M(\alpha) \) and \( N(\alpha, p) \) are constants which depend only on the parameters shown.

**Proof.** Set \( \alpha=n+\beta, \) \( 0<\text{Re} \beta<1, \) and note that 
\[ t^{-n} R_n(f; y, t) = t^{-n} R_n(f; ty, 1). \]
Also note that 
\[ A_y = t^n A_y^n \]
and
\[ \int_0^\infty (T_{tBu} J^\alpha(f)-J^\alpha(f)) t^{-\beta-1} \, dt = M(\alpha) u^\beta(-A_y)^\beta J^\alpha(f). \]

Since \( \int_0^1 (1-u)^{n-1} u^\beta \, du < \infty, \) we have that
\[ G^\alpha J^\alpha(f) = M(\alpha) \int_H A_y^n (-A_y)^\beta J^\alpha(f) \, d\mu(y). \]

By K-6, \( G^\alpha J^\alpha \) has the desired form. By Theorem 4, \( \|(-A_y)^\beta J^\alpha(f)\|_p \leq N(\alpha, p) \|y\|^{\text{Re} \alpha}, \) so that by Minkowski's integral inequality we get the desired estimate for \( \|G^\alpha J^\alpha(f)\|_p. \)

**Remark.** The constant \( M(\alpha) \) in the first conclusion of Theorem 6 is
\[ M(\alpha) = \Gamma(n) \Gamma(-\beta) B(n, \beta+1)(-1)^n = \Gamma(\alpha+1) \Gamma(1-\alpha) \Gamma(\alpha). \]

In the case when \( \text{Re} \alpha = n, \) a nonnegative integer, the desired theorem is more complicated. We present a theorem and a remark regarding this situation. We begin with

**Lemma 2.** Let \( h \) be a unit vector in \( H \) and \( \gamma \neq 0 \) be a real number. Then
\[ T(f) = \lim_{\varepsilon \to 0^+} \left[ \int_0^\infty T_{ih} f \, dt \frac{\varepsilon^{-\gamma^{-1}} - f}{i\gamma} \right] \]
exists as a bounded operator on \( L_p(H) \) and \( \|T\|_p \leq K p q (|\gamma|^2 + 1)|\gamma|^{-1}. \)

**Proof.** By Theorem 8 of [14], if
\[ U_\varepsilon(f)(x) = \int_\varepsilon^\infty f(x-t) t^{-\gamma^{-1}} \, dt \frac{e^{-i\gamma f(x)}}{i\gamma}, \]
the \( U_\varepsilon \) are uniformly bounded as operators on \( L_p((-\infty, \infty), dx) \) and as \( \varepsilon \to 0^+, \)
\( U_\varepsilon \) converges strongly to a bounded operator on \( L_p, 1<p<\infty. \) Let \( f \) be a bounded tame function on \( H \) which is based in a finite-dimensional subspace \( F \) of \( H. \) Let \( K \) be the span of \( F \) and \( h \) and let \( g \) be the restriction of \( f \) to \( K. \) By arguing as in the proof of Theorem 4, we show that the \( T_\varepsilon \) converge strongly to a bounded operator \( T \) on \( L_p(H). \) The \( T_\varepsilon \) are uniformly bounded and \( \|T\|_p \leq K p q (|\gamma|^2 + 1)|\gamma|^{-1}, \) where \( q \) is conjugate to \( p. \)
Theorem 7. If \( \gamma \neq 0 \) is a real number, \( n \) is a nonnegative integer, and \( \mu \) is a Borel measure (not necessarily bounded) on \( H \) such that \( \int_H p_n(y) \, d\mu(y) = 0 \) when \( p_n(y) \) is a homogeneous polynomial of degree \( n \) on \( H \) and \( \mu \) is such that \( \int_H \| y \|^n \, d|\mu|(y) < \infty \), then \( G^n J^n, \alpha = n+iy, \) is a bounded operator on \( L_p(H) \) with

\[
\| G^n J^n \| \leq N(n, \gamma, p) \int_H \| y \|^n \, d|\mu|(y).
\]

Proof. Since \( \int_H p_n(y) \, d\mu(y) = 0 \), \( \int_H A_n^y J^n f \, d\mu(y) = 0 \), and \( \int_H R_n(f, y, t) \, d\mu(y) = \int_H R_{n-1}(f, y, t) \, d\mu(y) \). Write

\[
R_{n-1}(f, y, t) = \Gamma(n)^{-1} \int_0^1 (t-u)^{n-1} T_{By} A_n^y f \, du.
\]

Then \( t^{-s} R_{n-1}(f, y, t) = t^{-s} R_{n-1}(f, ty, 1) \), \( A_n^y = t^n A_n^y \), and

\[
G^n J^n(f) = \int_H \int_0^\infty t^{-s} R_{n-1}(J^n f, ty, 1) t^{-iy-1} \, dt \, d\mu(y)
= K(n) \int_H \int_0^1 \lim_{t \to 0} \left[ \int_{x \in By \| y} T_{th} A_n^y J^n f - A_n^y J^n f \right] t^{-iy-1} \, dt \, d\mu(y)
+ \int_1^\infty T_{th} A_n^y J^n f t^{-iy-1} \, dt \left( (1-u)^{n-1} u^y \right) \, d\mu(y),
\]

where \( h = By \| By \|^{-1} \). The inner most integral is

\[
\int_{x \in By \| y} T_{th} A_n^y J^n f t^{-iy-1} \, dt - (e \| By \| u)^{-iy} A_n^y J^n f.
\]

By Corollary 4.1 of [6], \( J^n = J^n J^{iy} \) and by Theorem 4 of [6], \( J^{iy} \) is a bounded operator on \( L_p(H) \), \( 1<p<\infty \). So by Lemma 2 and the dominated convergence theorem, \( G^n J^n \) is a bounded operator on \( L_p(H) \) with \( \| G^n J^n \| \leq N(n, \gamma, p) \int_H \| y \|^n \, d|\mu|(y) \).

Remarks. 1. When \( \alpha = n \), a positive integer,

\[
G^n J^n(f) = M(n) \int_0^\infty \int_H [T_{By} A_n^y J^n f - A_n^y J^n f] \, d\mu(y) \, dt/t.
\]

If we assume that \( \int_H p_n(y) \, d\mu(y) = 0 \) when \( p_n(y) \) is a homogeneous polynomial of degree \( n \) in \( y \) and if we assume that \( \int_H \| y \|^n \, d\mu(y) < \infty \), then \( \int_H A_n^y J^n f \, d\mu(y) = 0 \) and \( G^n J^n \) is a kind of Calderon-Zygmund singular integral operator on \( L_p(H) \); see [4]. When \( \alpha = 0, G^n J^n \) is precisely the singular integral operator studied in [4]. We may write \( \mu = \mu_0 + \mu_e \) where \( \mu_0(E) = \frac{1}{2}(\mu(E) - (-1)^{n+1} \mu(-E)) \) and \( \mu_e(E) = \frac{1}{2}(\mu(E) + (-1)^n \mu(-E)) \). Then \( \mu_0(E) = (-1)^n \mu_0(E) \) and \( \mu_e(-E) = (-1)^n \mu_e(E) \); furthermore, \( G^n J^n(f) = T_0(f) + T_e(f) \) where \( T_0 \) and \( T_e \) are operators of the same form as \( G^n J^n \) but have \( \mu \) replaced by \( \mu_0 \) and \( \mu_e \) respectively. Because

\[
\int_H T_{By} A_n^y J^n(f) \, d\mu_0(y) = -\int_H T_{-By} A_n^y J^n(f) \, d\mu_0(y),
\]

...
$T_0$ can be shown to be a bounded operator by using the M. Riesz theorem on the Hilbert transform as in the first paragraph of the proof of Theorem 4 above or as in the proof of Theorem 7 of [4]. If the measure $\mu_\nu$ is concentrated on a finite-dimensional subspace $K$ of $H$,
\[ \int_H T_{IBx} A_\alpha^s J^\alpha(f) \, d\mu_\nu(y) = \int_K T_{IBx} A_\alpha^s J^\alpha(f) \, d\nu(x) \]
where $\nu$ denotes the restriction of $\mu_\nu$ to $K$. Let $e_1, \ldots, e_k$ be an orthonormal basis for $K$ and let $R_1, \ldots, R_k$ be the Riesz operators used in the proof of Theorem 8 of [4]. Write $A_\alpha^s J^\alpha(f) = \sum_{|a|=n} x^a B_a A_\alpha^s J^\alpha(f)$ where $A_\alpha^s = A_1^s, \ldots, A_k^s$, $a = (a_1, \ldots, a_k)$, $B_a$ are constants and the $A_i$ are infinitesimal generators of the $T_{IBx_i}$, $i = 1, \ldots, k$. Then $\int_H x^a \, d\nu(x) = 0$. If we assume that $\nu$ is absolutely continuous with respect to the normal distribution with variance parameter 1 on $K$, and if $d\nu(x)/dn = \Omega(x)$ satisfies $x^a \Omega(x) \in L \log^+ L(K, n)$ for each multi-index $a$ with $|a|=n$, then the argument used in the proof of Theorem 8 of [4] can be used to prove that each of the
\[ \int_0^\infty \int_K T_{IBx} A_\alpha^s J^\alpha(f) x^a \Omega \, d\nu(x) \, dt/t \]
is bounded on $L_p(H)$; so that $T_\nu$ is bounded on $L_p(H)$.

2. In [6] we defined $J^{i\gamma}$, $\gamma$ real, and showed that the $J^{i\gamma}$ form a strongly continuous group of bounded operators on $L_p(H)$. Furthermore, the $J^{i\gamma}$ of [6] are suitable for boundary values of the analytic semigroup $J^\alpha$, Re $\alpha > 0$. In a paper yet to be published, we have shown that if $h \in H$, $(A_h)^{i\gamma}$ is a strongly continuous group of bounded operators on $L_p(H)$. These results suggest that when Re $\alpha = n$, a positive integer, Im $\alpha = i\gamma \neq 0$, and when $\int_H p_n(y) \, d\mu(y) = 0$, then

\[ G^\alpha J^\alpha(f) = M(\alpha) \int_H A_\alpha^s J^\alpha(f) \, d\mu(y). \]

Since $A_\alpha^s(g)$ is an analytic function of $\alpha$ for a dense set of $g$ in $L_p(H)$, and since $M(\alpha) = M'(\alpha)(\alpha - n)^{-1}$ where $M'(\alpha)$ is a bounded function of $\alpha$ in a neighborhood of $n$ in the real line, we might ask whether

\[ G^\alpha J^\alpha(f) = M(n) \int_H \frac{\partial}{\partial \alpha} (A_\alpha^s J^\alpha(f)) \bigg|_{\alpha = n} \, d\mu(y). \]

These topics require a lengthy development and will be treated in a sequel on singular integrals and fractional powers of operators; see [22].
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