SEQUENCES HAVING AN EFFECTIVE FIXED-POINT PROPERTY

BY
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Abstract. Let a be any function whose domain is the set N of all natural numbers. A subset B of N precompletes the sequence a if and only if for every partial recursive function (p.r.f.) ψ there is a recursive function f such that af extends aψ and f(N − Dom ψ) ⊆ B. An object e in the range of a completes a if and only if a⁻¹([e]) precompletes a. The theory of completed sequences was introduced by A. I. Mal’cev as an abstraction of the theory of standard enumerations. In this paper several results are obtained by refining and extending his methods. It is shown that a sequence is precompleted (by some B) if and only if it has a certain effective fixed-point property. The completed sequences are characterized, up to a recursive permutation, as the composition F<p of an arbitrary function F defined on the p.r.f.’s with a fixed standard enumeration ϕ of the p.r.f.’s. A similar characterization is given for the precompleted sequences. The standard sequences are characterized as the precompleted indexings which satisfy a simple uniformity condition. Several further properties of completed and precompleted sequences are presented, for example, if B precompletes a and S and T are r.e. sets such that a⁻¹[S] ≠ N and a⁻¹[T] ≠ N, then B − (S ∪ T) precompletes a.

1. Preliminaries. Let λx, y⟨x, y⟩ be a recursive pairing function which is monotonic in each of its arguments, and let ρ and σ denote the corresponding projection functions, λ⟨x, y⟩[x] and λ⟨x, y⟩[y], respectively. For any set S ⊆ N, {x | ⟨i, x⟩ ∈ S} is called the ith row of S and is denoted by S_i. The sequence λi[S_i] is called the row sequence of S and is denoted by S*. A sequence is said to be recursively enumerable (r.e.) if and only if it is the row sequence of an r.e. set. Every partial function ψ will be identified with its graph {⟨x, y⟩ | ψ(x) is defined and equals y}; hence ψ*(i) = ψ_i = ⟨ψ(i)⟩ when i ∈ Dom ψ, and ψ*(i) = ψ_i = ∅ otherwise. (Thus ψ is a p.r.f. if and only if ψ* is an r.e. sequence of sets of cardinality less than two.)

A p.r.f. ψ is called a selector for a set S ⊆ N if and only if ψ ⊆ S and Dom ψ = {i ∈ N | S_i ≠ ∅}. Note that if δ is a partial function on N and ψ is a selector for
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\[ \delta^{-1} \text{ (i.e. } \{ \langle y, x \rangle \mid \langle x, y \rangle \in \delta \}) \text{, then } \psi \text{ is } 1-1, \text{ Dom } \psi = \text{Rng } \delta, \text{ and } \delta \psi \text{ is the identity function on Dom } \psi, \text{id}_{\text{dom } \psi}. \] It is well known that every r.e. set \( S \) has a selector (e.g. \( \lambda x[\sigma(\mu x[\sigma(n) = x])] \) where \( f \) is any recursive function which enumerates \( S \)).

Let \( \alpha \) and \( \beta \) be sequences or p.r.f.'s. If \( f \) is a recursive function (alternately, recursive permutation) such that \( \alpha = \beta f \), then we say that \( f \) is a reduction (alternately, isomorphism) of \( \alpha \) to \( \beta \), written \( f : \alpha \leq \beta \) (alternately, \( f : \alpha \cong \beta \)). When such an \( f \) exists we say that \( \alpha \) is reducible to \( \beta \) (alternately, \( \alpha \) is isomorphic to \( \beta \)) written \( \alpha \leq \beta \) (alternately, \( \alpha \cong \beta \)).

An r.e. sequence \( \alpha \) is universal iff every r.e. sequence whose range is contained in \( \text{Rng } \alpha \) is reducible to \( \alpha \). We obtain a universal enumeration \( W^* \) of the r.e. sets by letting \( W = \{ \langle \langle i, x \rangle, y \rangle \mid \langle x, y \rangle \in R(i) \} \) where \( i \) is any r.e. enumeration of the r.e. sets. \( W^* \) is universal since any r.e. sequence must be the row sequence of some \( R(i) \), but \( \lambda x[\langle i, x \rangle] : (R(i))^* \leq W^* \). We obtain a universal enumeration \( \varphi^* \) of the p.r.f.'s and a universal enumeration \( \Gamma^* \) of the sets of cardinality less than two by letting \( \Gamma \) be a selector for \( \{ \langle \langle i, x \rangle, y \rangle \mid \langle x, y \rangle \in W_i \} \) and letting \( \varphi = \{ \langle i, \langle x, y \rangle \rangle \mid \langle x, y \rangle \in \Gamma \} \). Note that \( \varphi_1 \) is a selector for \( W_i \) and that \( \Gamma = \lambda \langle i, x \rangle [\varphi_i(x)] \). It is easily shown that \( \varphi^* \) and \( \Gamma^* \) are universal.

The fact that for every p.r.f. \( \psi \) there is a number \( n \) such that \( \varphi_n = \psi[x(n, y)] \) (e.g. \( n = \varphi_m(m) \) where \( \varphi_m : \lambda x[\psi[\psi(x), y]] \leq \varphi^* \)) is called the Recursion Theorem.

We let \( Q \) denote \( N - \text{Dom } \Gamma \), \( \sim \) denote the equivalence relation induced on \( N \) by the sequence \( \alpha \), and \( B \) or \( \text{cl } (B) \) denote \( \alpha^{-1}[\alpha[B]] \) for any set \( B \subseteq N \). A recursive function \( f \) is said to be an \( \alpha/B \)-extension of a p.r.f. \( \psi \) if and only if \( \alpha f \) extends \( \alpha \psi \) and \( f[N - \text{Dom } \psi] \subseteq B \). \( B \) precompletes \( \alpha \) if and only if every p.r.f. has an \( \alpha/B \)-extension. \( e \) completes \( \alpha \) iff \( \alpha^{-1}[\{e\}] \) precompletes \( \alpha \). We say that a number \( n \) is an \( \alpha \)-fixed point of a p.r.f. \( \psi \) if and only if \( n \in \text{Dom } \psi \) and \( \psi(n) \sim n \). For any object \( e \) and sequence \( \beta \), \( E^e_\beta \) will denote that extension of \( \beta \Gamma \) which assigns the value \( e \) to every number in \( Q \), i.e., \( \lambda x[e \mid x \in Q ; \beta \Gamma(x) \mid x \notin Q] \).

In [4] Mal'cev showed that every completed sequence \( \alpha \) has the effective fixed point property in the sense of Ritter [11], i.e. there exists a recursive function \( g \) such that \( g(n) \) is an \( \alpha \)-fixed point of \( \varphi_n \) whenever \( \varphi_n \) is total. From the following proposition we see that this property which Mal'cev used as his definition of "precompleted" is equivalent to our present definition of "precompleted."

**Proposition 1.1.** For any sequence \( \alpha \) and set \( B \subseteq N \), the following are equivalent:

1. For every p.r.f. \( \psi \) there is a number \( n \) such that \( \varphi_n \) is an \( \alpha/B \)-extension of \( \lambda x[\psi[n, x]] \).
2. For every p.r.f. \( \psi \) there is a \( g \) such that \( g \) is an \( \alpha/B \)-extension for \( \lambda x[\psi[g(x), x]] \).
3. Every p.r.f. \( \psi \) has an \( \alpha/B \)-extension \( g \) (i.e. \( B \) precompletes \( \alpha \)).
4. \( \Gamma \) has an \( \alpha/B \)-extension \( g \).
5. There is a recursive function \( g \) such that \( g(n) \) is an \( \alpha \)-fixed point for \( \varphi_n \) when \( \varphi_n \) is total, and \( g(n) \in B \) when \( \varphi_n = \varnothing \).
Proof. (1) implies (2). Substitute $\lambda \langle u, v \rangle [\psi (\varphi_u(v), v)]$ for $\psi$ in (1) and let $g$ be the resulting $\varphi_w$.

(2) implies (3). Let $\psi$ be any p.r.f. Substitute $\lambda \langle u, v \rangle [\psi (v)]$ for $\psi$ in (2). Then the resulting $g$ is an $\alpha/B$-extension of $\psi$.

(3) implies (4). Obvious.

(2) implies (5). Substitute $\lambda \langle u, v \rangle [\varphi_u(v)]$ for $\psi$ in (2).

(5) implies (4). Suppose (5) holds. Let $h : \lambda \langle x, y \rangle [\varphi_x(y)] \leq \varphi^*$. If $\Gamma(n)$ is defined, $\varphi_{h(n)}$ is the constant function whose range is $\{\Gamma(n)\}$ and hence $\varphi_{h(n)}$ is total and $gh(n) \sim \varphi_{h(n)}(gh(n)) = \Gamma(n)$ (since $gh(n)$ is an $\alpha$-fixed point of $\varphi_{h(n)}$). If, however, $\Gamma(n)$ is not defined, then $\varphi_{h(n)} = \emptyset$, so $gh(n) \in B$. Thus $gh$ is an $\alpha/B$-extension of $\Gamma$.

(4) implies (3). Suppose that $f$ is an $\alpha/B$-extension of $\Gamma$ and that $\psi$ is any p.r.f. By the universality of $\Gamma^*$ there is a recursive function $g$ such that $\psi = \Gamma g$. Thus, $fg$ is an $\alpha/B$-extension of $\psi$.

(3) implies (1). Let $\psi$ be any p.r.f., and let $f$ be an $\alpha/B$-extension of $\psi$. By the Recursion Theorem we may choose $n$ so that $\varphi_n$ equals $\lambda x[f(n, x)]$ which is clearly an $\alpha/B$-extension of $\lambda x[\varphi(n, x)]$. □

Lemma 1.2. Suppose that $\beta$ extends $\alpha \Gamma$. Then any selector $f$ for $\Gamma^{-1}$ is 1-1 and reduces $\alpha$ to $\beta$ (for $\alpha = \alpha \Gamma f = \beta f$, since $\Gamma f = \text{id}_{\text{Rng } \Gamma} = \text{id}_N$). Furthermore, if $g : \beta \leq \alpha$, then $g$ is an $\alpha/g[Q]$-extension of $\Gamma$ and hence $g[Q]$ precompletes $\alpha$.

2. Other sets which precomplete $\alpha$. Suppose that $B$ precompletes $\alpha$. Clearly every superset of $B$ precompletes $\alpha$. The following results show us some of the subsets of $B$ which precomplete $\alpha$, as well as showing that certain kinds of r.e. sequences cannot cover $B$.

Lemma 2.1. If $B$ precompletes $\alpha$ and $\psi$ is a p.r.f. having no $\alpha$-fixed points, then $B - \text{Dom } \psi$ precompletes $\alpha$.

Proof. Let $\delta$ be a p.r.f. such that $\delta \langle x, y \rangle$ is either $\Gamma(x)$ or $\psi(y)$ when at least one of these is defined, and otherwise $\delta \langle x, y \rangle$ is undefined. That is, let $\delta$ be a selector for $\{\langle x, y, z \rangle \mid z = \Gamma(x) \text{ or } z = \psi(y)\}$. With the aid of 1.1 part (2) choose $g$ so that $g$ is an $\alpha/B$-extension of $\lambda x[\delta \langle x, g(x) \rangle]$. Notice that if $x \in \text{Dom } \Gamma$, then $\langle x, g(x) \rangle \in \text{Dom } \delta$. However, if $\langle x, g(x) \rangle \in \text{Dom } \delta$, then $\delta \langle x, g(x) \rangle \neq \psi(g(x))$ (hence $x \in \text{Dom } \Gamma$ and $\delta \langle x, g(x) \rangle = \Gamma(x)$ since $\delta \langle x, g(x) \rangle \leq g(x)$ by our choice of $g$, while $g(x) \sim \varphi(g(x))$ since $\psi$ has no $\alpha$-fixed points. Thus, if $x \in \text{Dom } \Gamma$ then $g(x) \sim \delta \langle x, g(x) \rangle = \Gamma(x)$. Conversely, if $x \notin \text{Dom } \Gamma$, then $\langle x, g(x) \rangle \notin \text{Dom } \delta$, and hence $g(x) \in B$ and $g(x) \notin \text{Dom } \psi$ since $N \times \text{Dom } \psi \subset \text{Dom } \delta$. Thus $g$ is an $\alpha/(B - \text{Dom } \psi)$-extension of $\Gamma$, so by 1.1 part (4), $B - \text{Dom } \psi$ precompletes $\alpha$. □

Corollary 2.2. Suppose that $B$ precompletes $\alpha$ and $e \in \text{Rng } \alpha$.

(a) Let $S^*_i$ be an r.e. sequence and $\delta$ be a p.r.f. such that $i \in \text{Dom } \delta$ and $\delta(i) \notin \text{cl } (S_i)$ whenever $S_i \neq \emptyset$. Then $B - \bigcup \{S_i \mid i \in N\}$ precompletes $\alpha$. (Note that in such a case $B \neq \bigcup \{S_i \mid i \in N\}$.)
(b) Let \( S_0 \) and \( S_1 \) be r.e. If \( \text{cl}(S_0) \neq N \) and \( \text{cl}(S_1) \neq N \), then \( B - (S_0 \cup S_1) \) pre-completes \( \alpha \). (Thus, if \( B \subseteq S_0 \cup S_1 \), then \( \text{cl}(S_0) = N \) or \( \text{cl}(S_1) = N \). In particular, if \( B \subseteq S_1 \), then \( \text{cl}(S_1) = N \).)

(c) Let \( N - \alpha^{-1}([e]) \) be r.e. Then \( e \) completes \( \alpha \) and only \( e \) completes \( \alpha \).

**Proof.** (a) Let \( \psi \) be a selector for \( \{<x, y> \mid x \in S_i \text{ and } y = \delta(i) \text{ for some } i \in \text{Dom } \delta \} \). Then \( \psi \) has no \( \alpha \)-fixed points and \( \text{Dom } \psi = \bigcup \{S_i \mid i \in N\} \). Thus, by Lemma 2.1, \( B - \bigcup \{S_i \mid i \in N\} \) pre-completes \( \alpha \).

(b) Choose \( \delta \) so that \( \delta(0) \notin \text{cl}(S_0) \) and \( \delta(1) \notin \text{cl}(S_1) \), and apply (a).

(c) \( \text{cl}(N - \alpha^{-1}([e])) \neq N \) since \( e \in \text{Rng } \alpha \). Thus, by (b), \( B \cap \alpha^{-1}([e]) \) pre-completes \( \alpha \), hence \( \alpha^{-1}([e]) \) pre-completes \( \alpha \), hence \( e \) completes \( \alpha \). Now if \( e' \) completes \( \alpha \) and \( e' \neq e \), then \( \alpha^{-1}([e']) \subseteq N - \alpha^{-1}([e]) \), hence \( \text{cl}(N - \alpha^{-1}([e])) = N \) (a contradiction).

3. Isomorphisms. By extending the methods of Myhill [6] and Rogers [8], Mal’cev proved the following lemma which has the isomorphism theorems of [1], [2], [6], [8], [9] and [11] as corollaries. This result also follows from the main theorem of Ritter [7].

**Lemma 3.1.** If \( \alpha \) is precompleted, then \( \beta \equiv \alpha \) whenever \( \beta \equiv \alpha \) and \( \alpha \equiv \beta \).

In this section we refine these methods somewhat in order to obtain the following lemma which is needed for our characterization theorems.

**Lemma 3.2.** \( B \) precompletes \( \alpha \) iff \( \Gamma \) has an \( \alpha/B \)-extension which is a permutation on \( N \). (In particular, \( e \) completes \( \alpha \) iff \( \alpha \) is isomorphic to \( E_e^n \).)

The proofs of 3.1 and 3.2 require the following preliminary lemmas.

**Lemma 3.3. (Simultaneous Definitions.)** Let \( O_1, \ldots, O_p \) be effective \( p \)-ary operations on the class of partial functions. Suppose that \( n \leq p \) and for all \( i \in \{1, \ldots, n\} \), \( B_i \) precompletes \( \alpha_i \). Then there exist p.r.f.'s \( \delta_1, \ldots, \delta_p \) such that

\[
\delta_1 \text{ is an } \alpha_1/B_1\text{-extension of } O_1(\delta_1, \ldots, \delta_p) \\
\vdots \\
\delta_n \text{ is an } \alpha_n/B_n\text{-extension of } O_n(\delta_1, \ldots, \delta_p) \\
\delta_{n+1} = O_{n+1}(\delta_1, \ldots, \delta_p) \\
\vdots \\
\delta_p = O_p(\delta_1, \ldots, \delta_p).
\]

**Proof.** Let \( \psi_i \) be an \( \alpha_i/B_i\)-extension of (alternately, be equal to)

\[
\lambda <x, y> [O_i(\varphi_{\alpha_i(1)}, \ldots, \varphi_{\alpha_i(p)})(y)]
\]

for \( i = 1, \ldots, n \) (alternately, for \( i = n+1, \ldots, p \)). Let \( f : \lambda <x, i> [\lambda y [\psi_i(x, y)] ] \leq \varphi^* \). Using the Recursion Theorem, choose \( m \) so that \( \varphi_m = \Psi(f(m, \gamma)) \). Let \( \delta_i = \varphi_{\alpha_i(i)} \) for \( i = 1, \ldots, p \). Then \( \delta_i = \lambda y [\psi_i(m, y)] \) which is an \( \alpha_i/B_i\)-extension of (alternately, equal to) \( O_i(\varphi_{\alpha_i(1)}, \ldots, \varphi_{\alpha_i(p)}) \), i.e. \( O_i(\delta_1, \ldots, \delta_n) \), when \( 1 \leq i \leq n \) (alternately, when \( n+1 \leq i \leq p \)).
**Lemma 3.4.** Suppose that \( f \) is a recursive function, that \( \alpha(x) = \alpha(y) \) whenever \( f(x) = f(y) \), and that \( f \) is 1-1 if \( \alpha \) is constant. Then the five parts of Proposition 1.1 are equivalent to the stronger conditions obtained when the requirement that \( fg \) be strictly monotone is added to parts (2)-(5) and the requirement that \( f\varphi_n \) be strictly monotone is added to part (1). (In particular, we may require that \( g \) and \( \varphi_n \) be monotonic by letting \( f \) be the identity function on \( N \).)

**Proof.** The case where \( \alpha \) is constant is trivial. Suppose that \( \alpha \) is nonconstant, that \( B \) precompletes \( \alpha \), and that \( f \) is a recursive function such that \( \alpha(x) = \alpha(y) \) whenever \( f(x) = f(y) \). Let \( \psi \) be any p.r.f. We begin by showing that \( \psi \) has an \( \alpha/B \)-extension \( h \) such that \( fh \) is strictly monotone. Let \( m_1 \) and \( m_2 \) be numbers such that \( \alpha(m_1) \neq \alpha(m_2) \). Let \( D \) be the canonical enumeration of the finite sets (cf., Rogers [10, p. 70]). By simultaneous definition there exist a recursive function \( k \) and a p.r.f. \( h \) such that \( k \) is an \( \alpha/F \)-extension of

\[
\lambda\langle n, x \rangle [m_2 \text{ if }fk\langle n, x \rangle \in \{fh(0), \ldots, fh(n-1)\} \cap D_x; \]
\[
m_1 \text{ if }fk\langle n, x \rangle \in \{fh(0), \ldots, fh(n-1)\} - D_x; \psi p(n) \text{ otherwise}]
\]

and \( h = \lambda n[k\langle n, x \rangle, \mu x[fk\langle n, x \rangle \notin \{fh(0), \ldots, fh(n-1)\}]].\)

Assume that \( h(0), \ldots, h(n-1) \) are defined and \( fh(0), \ldots, fh(n-1) \) are distinct. Let \( D_x = \{fh(i) \mid \alpha h(i) = \alpha(m_1) \text{ and } i < n\} \).

Suppose that \( fk\langle n, x \rangle = fh(j) \) for some \( j < n \). Then, by our assumption about \( f \), \( \alpha h(j) = \alpha k\langle n, x \rangle \). Suppose that \( fh(j) \in D_x \). Then \( \alpha h(j) = \alpha(m_1) \) by the definition of \( D_x \), while \( \alpha k\langle n, x \rangle = \alpha(m_2) \) by the definition of \( k \). Hence \( \alpha(m_1) = \alpha(m_2) \) which contradicts our assumption that \( \alpha(m_1) \neq \alpha(m_2) \). Thus, \( fh(j) \notin D_x \). Hence \( \alpha h(j) \neq \alpha(m_1) \) by the definition of \( D_x \), while \( \alpha k\langle n, x \rangle = \alpha(m_1) \) by the definition of \( k \). This is a contradiction; hence no such \( j \) can exist.

Thus \( fh\langle n, x \rangle \notin \{fh(0), \ldots, fh(n-1)\} \). Let \( u \) denote

\[
\mu x[fk\langle n, x \rangle \notin \{fh(0), \ldots, fh(n-1)\}].
\]

Then, \( h(n) = k\langle n, u \rangle = \psi p(n) \) when \( \psi p(n) \) is defined, and \( h(n) = k\langle n, u \rangle \in B \) otherwise.

By induction we see that \( h \) is an \( \alpha/B \)-extension of \( \psi p \) and \( fh \) is 1-1. But \( p = \lambda\langle n, x \rangle \lbrack n \rbrack \), hence \( p \) assumes each value infinitely often. Thus one can easily find an \( \alpha/B \)-extension \( h' \) of \( p \) such that \( fh' \) is strictly monotone, e.g.,

\[
\lambda n[h\langle n, x \rangle, \mu x[fh\langle n, x \rangle > fh'(0) \& \cdots \& fh\langle n, x \rangle > fh'(n-1)]].
\]

An inspection of the proof of Proposition 1.1 shows that the stronger forms of (1), (2), (4), and (5) follow from the stronger form of (3) which we have just proved. \( \square \)

**Lemma 3.5.** Suppose that \( f \) is a 1-1 recursive function and that \( g \) is a strictly monotone recursive function. Then there is a recursive permutation \( p \) such that \( p(x) = g(x) \) whenever \( x \notin Rng f \) and such that \( p : \alpha \preceq \beta \) whenever \( g : \alpha \preceq \beta \) and \( f : \beta \preceq \alpha \). (More generally, we can allow \( g \) to be any 1-1 recursive function having a recursive range.)
This lemma is proved in the same way as Myhill’s theorem [10, p. 85].

**Proof of 3.1.** Suppose that \( \alpha \) is precompleted. Let \( g: \alpha \leq \beta \) and \( f: \beta \leq \alpha \). By Lemma 3.4, \( f \) has a 1-1 \( \alpha/N \)-extension \( f' \); obviously \( f': \alpha \leq \beta \). It is evident that \( \alpha(x) = \alpha(y) \) whenever \( g(x) = g(y) \), since \( g: \alpha \leq \beta \). Thus by Lemma 3.4, \( \text{id}_N \) has an \( \alpha/B \)-extension \( h \) such that \( gh \) is strictly monotonic; clearly \( gh: \alpha \leq \beta \). Thus by applying Lemma 3.5 to \( gh \) and \( f' \) we see that there is a \( p \) such that \( p: \alpha \cong \beta \). □

**Proof of Lemma 3.2.** If \( \Gamma \) has an \( \alpha/B \)-extension which is a recursive permutation, then \( B \) precompletes \( \alpha \) by Proposition 1.1 part (4).

Suppose that \( B \) precompletes \( \alpha \). Let \( g \) be a monotonic \( \alpha/B \)-extension of \( \Gamma \), and let \( \lambda \) be a selector for \( \Gamma^{-1} \). Then, by Lemma 1.2, \( f \) is 1-1 and \( f: \alpha \leq \alpha g \). But clearly \( g: \alpha g \leq \alpha \). Thus, by Lemma 3.5, there exists \( p \) such that \( p: \alpha g \cong \alpha \) such that \( p(x) = g(x) \) whenever \( x \in N - \text{Rng} f \). But \( Q = N - \text{Dom} \Gamma \subseteq N - \text{Rng} f \); so \( p[Q] = g[Q] \subseteq B \) since \( g \) is an \( \alpha/B \)-extension of \( \Gamma \). □

4. Related sequences. A sequence \( \beta \) reducible to \( \alpha \) is said to be \( \alpha \)-universal iff \( \gamma \leq \beta \) whenever \( \gamma \leq \alpha \) and \( \text{Rng} \gamma \subseteq \text{Rng} \beta \). Clearly a sequence is \( W^* \)-universal iff it is universal.

A sequence \( \beta \) reducible to \( \alpha \) is said to be a (sub)retract of \( \alpha \) iff there exists a (partial) recursive function \( \psi \), called a (sub)retraction of \( \alpha \) to \( \beta \), such that \( \psi(x) \) is defined and \( \beta \psi(x) = \alpha(x) \) whenever \( \alpha(x) \in \text{Rng} \beta \); in such a case \( \beta \) is \( \alpha \)-universal, for if \( f: \gamma \leq \alpha \) and \( \text{Rng} \gamma \subseteq \text{Rng} \beta \) then \( \psi f: \gamma \leq \beta \). Notice that any isomorphism from \( \alpha \) to \( \beta \) is a retraction of \( \alpha \) to \( \beta \).

A recursive permutation \( p \) for which there is a function \( F \) from \( \text{Rng} \alpha \) to \( \text{Rng} \beta \) such that \( p: F \alpha \cong \beta \) is said to be a homomorphism from \( \alpha \) to \( \beta \), written \( p: \alpha \rightarrow \beta \); in such a case \( \beta \) is said to be a homomorphic image of \( \alpha \) and \( F \) is called the induced function. Notice that there can be at most one such \( F \) and that id\( N \): \( \alpha \rightarrow \beta \) iff \( \beta(x) = \beta(y) \) whenever \( \alpha(x) = \alpha(y) \). Clearly any sequence isomorphic to a homomorphic image of \( \alpha \) is also a homomorphic image of \( \alpha \).

**Lemma 4.1 (Mal’cev).** If a class \( \mathcal{S} \) contained in \( \text{Rng} \alpha \) has a precompleted \( \alpha \)-universal enumeration, then the \( \alpha \)-universal enumerations of \( \mathcal{S} \) constitute an isomorphism class.

**Proof.** Suppose \( \beta \) is a precompleted \( \alpha \)-universal enumeration of \( \mathcal{S} \). Clearly, if \( \gamma \cong \beta \), then \( \gamma \) is an \( \alpha \)-universal enumeration of \( \mathcal{S} \). Conversely, if \( \gamma \) is an \( \alpha \)-universal enumeration of \( \mathcal{S} \), then \( \gamma \leq \beta \) and \( \beta \leq \gamma \), and hence \( \gamma \cong \beta \) by Lemma 3.1. □

**Lemma 4.2 (Mal’cev).** \( \beta \) is a subretract of \( \alpha \) iff \( \beta \) is uniformly \( \alpha \)-universal in the sense that there exists a recursive function \( g \) such that if \( \text{Rng} \gamma \subseteq \text{Rng} \beta \) and \( \phi_n: \gamma \leq \alpha \), then \( \phi_n[\alpha]: \gamma \leq \beta \).

**Proof.** Suppose \( \psi \) is a subretraction of \( \alpha \) to \( \beta \). Let \( g: \lambda n [\lambda x [\psi \phi_n(x)]] \leq \phi^* \). If \( \text{Rng} \gamma \subseteq \text{Rng} \beta \) and \( \phi_n: \gamma \leq \alpha \), then \( \beta \phi_n = \beta \psi = \alpha \phi_n = \gamma \) and hence \( \phi_n[\alpha]: \gamma \leq \beta \). Thus \( \beta \) is uniformly \( \alpha \)-universal.
Conversely, suppose that \( \beta \) is uniformly \( \alpha \)-universal via \( g \). Let \( \psi = \lambda n[\varphi_{\beta(n)}(1)] \) where \( h: \lambda n[\lambda x[n]] \leq \varphi * \). Suppose that \( \alpha(n) \in \text{Rng} \beta \). Then \( \text{Rng} \varphi_{\beta(n)} = \{\alpha(n)\} \subset \text{Rng} \beta \) and \( \varphi_{\beta(n)}: \varphi_{\beta(n)} \leq \alpha \); thus \( \varphi_{\beta(n)}: \varphi_{\beta(n)} \leq \beta \); hence \( \psi(n) \) is defined and \( \alpha(n) = \alpha \varphi_{\beta(n)}(1) = \beta \varphi_{\beta(n)}(1) = \beta \psi(n) \). Thus \( \psi \) is a subretraction of \( \alpha \) to \( \beta \).

**Lemma 4.3.** Every precompleted subretract of \( \alpha \) is a retract of \( \alpha \). Furthermore, when \( \alpha \) is precompleted, so is every retract of \( \alpha \).

**Proof.** Let \( \beta \) be precompleted and \( \psi \) be a subretraction of \( \alpha \) to \( \beta \). Let \( f \) be a \( \beta/N \)-extension of \( \psi \). If \( \alpha(x) \in \text{Rng} \beta \), then \( \psi(x) \) is defined and \( \beta f(x) = \beta \psi(x) = \alpha(x) \). Thus \( f \) is a retraction of \( \alpha \) to \( \beta \).

The second part of this lemma is a corollary to Lemma 4.4 part (c) (below).

**Lemma 4.4.** Let \( B \) precomplete \( \alpha \) (respectively, let \( e \) complete \( \alpha \)):

(a) If \( \beta \leq \alpha \), then there is a recursive function \( h \) such that \( ah \) extends \( \beta \Gamma \) and \( h[Q] \subset B \) (respectively, \( h : E \leq \alpha \)).

(b) If \( \beta \) is \( \alpha \)-universal and \( \alpha \) \( B \subset \text{Rng} \beta \) (respectively, \( e \in \text{Rng} \beta \)), then \( \beta^{-1} [\alpha \) precompletes \( \beta \) (respectively, \( e \) completes \( \beta \)).

(c) If \( \psi \) is a subretraction of \( \alpha \) to \( \beta \) whose domain includes \( B \), then \( \psi [B] \) precompletes \( \beta \).

(d) If \( f: \alpha \rightarrow \beta \), then \( f[B] \) precompletes \( \beta \) (respectively, the induced image of \( e \) completes \( \beta \)).

**Proof.** (a) Suppose that \( g: \beta \leq \alpha \). Let \( h \) be an \( \alpha/B \)-extension of \( g \Gamma \). If \( \Gamma(x) \) is defined, then \( \beta \Gamma(x) = \alpha g \Gamma(x) = ah(x) \). Thus \( ah \) extends \( \beta \Gamma \). If \( \Gamma(x) \) is not defined (i.e. if \( x \in Q \), then \( h(x) \in B \). Thus \( h[Q] \subset B \).

(b) Suppose that \( \beta \) is \( \alpha \)-universal and \( \alpha \) \( B \subset \text{Rng} \beta \). Let \( h \) be as in (a). Then \( \text{Rng} \alpha h \subset \text{Rng} \beta \). Thus \( ah \leq \beta \), say \( g: ah \leq \beta \). Then \( g[Q] \) precompletes \( \beta \), by Lemma 1.2. But \( g[Q] \subset \beta^{-1} [\alpha h[Q]] \subset \beta^{-1} [\alpha[B]] \). So \( \beta^{-1} [\alpha[B]] \) precompletes \( \beta \).

(c) Suppose that \( \psi \) is a subretraction of \( \alpha \) to \( \beta \) and that \( B \subset \text{Dom} \psi \). Let \( h \) be as in (a). Then \( \psi h : ah \leq \beta \). Thus, by Lemma 1.2, \( \psi h[Q] \) precompletes \( \beta \). But \( h[Q] \subset B \); so \( \psi[B] \) precompletes \( \beta \).

(d) Let \( f: F \alpha \leq B \). Clearly \( B \) precompletes \( F \alpha \) since any \( \alpha/B \)-extension of \( \Gamma \) is an \( F \alpha/B \)-extension of \( \Gamma \). Thus \( f[B] \) precompletes \( \beta \), by (c), since \( f \) is an isomorphism and, hence, a retraction from \( F \alpha \) to \( \beta \).

**Corollary 4.5.** \( \varnothing \) completes \( W^* \), \( \varphi * \), and \( \Gamma * \).

**Proof.** \( \lambda [W_{\varnothing}] \) if \( i \in \text{Dom} \Gamma ; \varnothing \) otherwise is r.e. since it is the row sequence of \( \{< i, y > | \text{for some } y, < i, y > \in \Gamma \text{ and } < y, x > \in W \} \). Let \( f \) reduce it to \( W^* \). Then \( f \) is an \( W^*/(W^*)^{-1} [[\varnothing]] \)-extension of \( \Gamma \). Hence \( \varnothing \) completes \( W^* \). Thus, by 4.4(b), \( \varnothing \) also completes \( \varphi * \) and \( \Gamma * \) since they are \( W^* \)-universal and \( \varnothing \) is a member of their ranges.

**Corollary 4.6.** For any sequence \( \alpha \), \( \text{id} : \Gamma^* \rightarrow E^* \alpha \) with \( e \) as the induced image of \( \varnothing \); hence \( e \) completes \( E^* \alpha \).
Proof. Suppose $\Gamma^*(x) = \Gamma^*(y)$. If $x \in \text{Dom } \Gamma$, then $\{\Gamma(x)\} = \{\Gamma(y)\} = \{\Gamma(y)\} = E_\alpha(x)$. If $x \notin \text{Dom } \Gamma$, then $\Gamma^*(x) = \emptyset = \Gamma^*(y)$, hence $y \notin \text{Dom } \Gamma$, so $E_\alpha^*(x) = e = E_\alpha^*(y)$. Thus $\text{id}_N: \Gamma^* \rightarrow E_\alpha^*$, and $E_\alpha^*(x) = e$ whenever $\Gamma^*(x) = \emptyset$. □

5. Creative functions.

Lemma 5.1. Let $B$ precomplete $\alpha$ and let $F$ be a function such that $F\alpha$ is a p.r.f. Then either $\emptyset$ completes $(F\alpha)^*$ (in which case $(F\alpha)^*$ is universal) or $F\alpha$ is total and constant.

Proof. Clearly $\text{id}_N: \alpha \rightarrow (F\alpha)^*$. So, by Lemma 4.4 part (d), $B$ precompletes $(F\alpha)^*$. Suppose $F\alpha$ is not constant or not total. In the case where $F\alpha$ is not constant let $S$ be a selector for the set whose row sequence is $\lambda \{x \mid F\alpha(x) \neq \emptyset\}$, and in the case where $F\alpha$ is not total let $S = \lambda \{x \mid \alpha \in \text{Dom } F\alpha\}$. By applying Lemma 2.2 to $S$ and the sequence $S^* = \lambda \{x \mid F\alpha(x) = \emptyset\}$ we see that $B - \bigcup \{S_i \mid i \in N\}$ precompletes $\alpha$. But $B - \bigcup \{S_i \mid i \in N\} = B - \text{Dom } F\alpha \subset ((F\alpha)^*)^{-1}(\emptyset)$; hence $\emptyset$ completes $\alpha$.

Now let $\eta$ be any p.r.f. whose range is contained in $\text{Rng } (F\alpha)$ (i.e. $\eta^*$ be any r.e. sequence whose range is contained in $\text{Rng } (F\alpha)^*$). Let $g$ be an $(F\alpha)^*|(B - \text{Dom } F\alpha)$-extension of $\psi \eta$ where $\psi$ is any selector for $(F\alpha)^{-1}$. Now if $\eta(x)$ is defined, then $F\alpha \eta(x) = F\alpha \eta(x) = \eta(x)$ since $F\alpha \psi$ is the identity function on the range of $F\alpha$ which contains the range of $\eta$. On the other hand, if $\eta(x)$ is not defined, then $F\alpha \eta(x)$ is not defined since $g(x) \in B - \text{Dom } F\alpha$. Hence $g; \eta \leq (F\alpha)^*$. Thus $(F\alpha)^*$ is universal. □

Proposition 5.2. Let $R$ be an r.e. set. For any p.r.f. $\psi$ the following are equivalent:

1. $\psi$ is isomorphic to the restriction, $\Gamma|_{\Gamma^{-1}(R)}$, of $\Gamma$ to $\Gamma^{-1}[R]$.
2. $\psi^*$ is a universal enumeration of the class of all subsets of $R$ having cardinality less than two.
3. $\psi$ is maximal with respect to $\leq$ in the class of all p.r.f.’s whose ranges are contained in $R$.
4. $\psi$ is creative and $\text{Rng } \psi = R$ (cf. Cleave [1] and Lachlan [2]).
5. $\Gamma|_{\Gamma^{-1}(R)} \leq \psi$ and $\text{Rng } \psi = R$.
6. $\emptyset$ completes $\psi^*$ and $\text{Rng } \psi = R$ (cf. Mal'cev [4]).
7. $\psi^*$ is precompleted, $\text{Rng } \psi = R$, and $\psi$ is not constant and total.

Furthermore, when $R = N$ we may add:
8. $\psi$ is universal in the sense of Rogers [9].
9. $\psi = p^{-1} \Gamma p$ for some recursive permutation $p$.

Proof. We consider only the case where $R = N$. (1) is equivalent to (2) by 4.1, since $\Gamma$ is an indexing and $\emptyset$ completes $\Gamma$.

(2) is equivalent to (3) by the definition of universality.

(3) is equivalent to (4) by the results of Cleave [1].

(3) is equivalent to (5) by the transitivity of reducibility and the universality of $\Gamma$.
(2) implies (6) by 4.4 part (c).
(6) implies (7) by definition.
(7) implies (2) by 5.1 (with $F = \text{id}_N$).
(1) is equivalent to (8) by the results of Rogers [9] and the fact that
$\Gamma = \lambda (i, x) \{ \varphi_i(x) \}$.
(8) is equivalent to (9) by a theorem of M. Blum [10, p. 191].

**Corollary 5.3.** Let $B$ precomplete $a$ and $S$ be an r.e. set such that $S = S$, then $S = N$ or $S = \emptyset$ or $S$ is a creative set.

**Proof.** Suppose $S \neq N$ and $S \neq \emptyset$. Let $F$ be that function which assigns the value $1$ to every object in $a[S]$. Then, by 5.1 and 5.2, $F_a$ is a creative function, i.e., $S$ is a creative set.


**Theorem 6.1.** $e$ completes $a$ iff $a$ is a homomorphic image of $\varphi^*$ with $e$ as the induced image of $\emptyset$.

**Proof.** If such a homomorphism exists, then $e$ completes $a$, by 4.4 part (d), since $\emptyset$ completes $\varphi^*$.

Suppose that $e$ completes $a$. Then $a \equiv E_a^e$ by 3.2. But $\text{id}_N: \Gamma^* \rightarrow E_a^e$ with $e$ as the induced image of $\emptyset$ by 4.6. Hence there is a homomorphism from $\Gamma^*$ to $a$ whose induced function assigns the value $e$ to $\emptyset$. Thus we need only show that $\Gamma^*$ is a homomorphic image of $\varphi^*$; $\emptyset$ will be the induced image of $\emptyset$, since, by Corollary 2.2 part (c), only $\emptyset$ completes $\Gamma^*$. Let $\psi$ denote $\lambda x[\varphi_a(x)]$. Then $\text{id}_N: \varphi^* \rightarrow \psi^*$, since $\psi(x) = \psi(y)$ whenever $\varphi^*_x = \varphi^*_y$. Thus, by 4.4 part (d), $\emptyset$ completes $\psi^*$, so by 5.1, $\psi^* \equiv \Gamma^*$. Thus $\Gamma^*$ is a homomorphic image of $\varphi^*$.

**Theorem 6.2** (Mal'cev). A class $\mathcal{S}$ of subsets of $N$ has an $R$-completed r.e. enumeration if and only if it has an r.e. enumeration and $R$ is a least element of $\mathcal{S}$ with respect to inclusion (i.e., $R \in \mathcal{S}$ and $R = \bigcap \mathcal{S}$).

**Proof.** Suppose $\alpha$ is an $R$-completed r.e. enumeration of $\mathcal{S}$. Let $n \in R$ and let $S = \{ x \mid n \in \alpha(x) \}$. Clearly $S$ is r.e. and $S = S$. But $\alpha^{-1}[\{ R \}] \subseteq S$. Hence $S = S = N$, by 2.2(b), since $\alpha^{-1}[\{ R \}]$ precompletes $a$ for every $x$, $n \in \alpha(x)$. Thus for every $x$, $R \subseteq \alpha(x)$ (i.e., $R$ is a least element in $\mathcal{S}$).

Suppose, conversely, that $\alpha$ is an r.e. enumeration of $\mathcal{S}$ and $R$ is least in $\mathcal{S}$; in such a case $R$ is clearly r.e. Let $S = \{ (x, y) \mid \text{either } \Gamma(x) \text{ is defined and } y \in \alpha(\Gamma(x)) \text{ or } y \in R \}$. Clearly $S$ is r.e. If $\Gamma(x)$ is defined, then $S_x = R \cup \alpha \Gamma(x) = \alpha \Gamma(x) = E_a^\alpha(x)$. If $\Gamma(x)$ is not defined, then $S_x = R = E_a^\alpha(x)$. Thus $E_a^\alpha$ is the row sequence of $S$. Hence $E_a^\alpha$ is r.e. But $E_a^\alpha$ is obviously an enumeration of $\mathcal{S}$, and $R$ completes $E_a^\alpha$ by 4.6.

In Lachlan [3] universal sequences (respectively, retracts of $W^*$) are called indexings (respectively, standard enumerations). A class $\mathcal{S}$ is said to be indexable (respectively, standard) iff it admits an indexing (respectively, standard sequence) as an enumeration. Moreover, $\mathcal{S}$ is said to be uniquely indexable iff it is indexable and its indexings constitute an isomorphism class.
From Lemma 4.1 we see that if $\mathcal{P}$ has a precompleted indexing, then it is uniquely indexable. Thus, in view of Theorem 6.2, a class $\mathcal{P}$ having a least element under inclusion is uniquely indexable if and only if it is indexable.

From Lachlan [3, Theorem 1.5] we see that there are classes which are indexable but not uniquely indexable; thus by 4.1 there are indexings which are not precompleted.

From [3, Theorem 1.6] we see that there are completed r.e. sequences which are not indexings. For example, $\{\emptyset, \{0\}, \{0, 1\}, \{0, 1, 2\}, \ldots\}$ has a least element, namely $\emptyset$, and clearly admits an r.e. enumeration, thus by 6.2 it admits a $\emptyset$-completed r.e. enumeration; but it is not indexable (by [3, Theorem 1.6]) since it is not closed under unions of monotonic r.e. sequences.

From Lemmas 4.2 and 4.3 we see that $\mathcal{P}$ is standard iff it has a precompleted uniformly $W^*$-universal enumeration. An elementary argument shows that $\alpha$ is uniformly $W^*$-universal if and only if it is a uniform indexing in the sense that there exists a recursive function $f$ such that $\varphi_{f(\alpha)}: (W_x)^* \leq \alpha$ whenever $\text{Rng}(W_x)^* \subset \text{Rng} \alpha$. Thus by Theorem 6.2 an r.e. sequence whose range contains a least element is standard if and only if it is a uniform indexing. The question of the existence of a standard class having no least element was posed in [2] and answered affirmatively in [3]. This automatically provided an affirmative answer to the question of the existence of a precompleted sequence which is not completed; for any standard enumeration is precompleted since it is a retract of $W$, but in order to be completed its image must have a least element.

The following theorem characterizes the precompleted sequences and provides a simpler example of a standard enumeration of a class having no least element.

**Theorem 6.3.** Let $\simeq$ denote the smallest equivalence relation on $N$ that contains the graph of $\Gamma$, and let $\Delta$ denote the corresponding sequence of equivalence classes. Then $\Delta$ is a standard enumeration, and for any $B$ and $\alpha$, $B$ precompletes $\alpha$ if and only if there is a homomorphism $h: \Delta \to \alpha$ such that $h[Q] \subseteq B$.

**Proof.** Suppose that $B$ precompletes $\alpha$. Then by Lemma 3.2 there is a recursive permutation $p$ which is an $\alpha/B$-extension of $\Gamma$. But $\Gamma p^{-1}$ is universal. So by Proposition 5.2 part (9), there is a recursive permutation $h$ such that $\Gamma p^{-1} h = h \Gamma$; thus when $\Gamma(x)$ is defined $\omega h \Gamma(x) = \alpha \Gamma p^{-1} h(x) = a p p^{-1} h(x) = a h(x)$. Thus the equivalence relation induced on $N$ by $a h$ contains the graph of $\Gamma$; hence it contains $\simeq$. So $a h(x) = a h(y)$ whenever $\Delta(x) = \Delta(y)$; hence $\text{id}_N: \Delta \to a h$; hence $h: \Delta \to \alpha$. Furthermore, if $x \in h[Q]$, then $h \Gamma^{-1} x$ is undefined and hence $\Gamma p^{-1} x$ is undefined (i.e. $x \in p[Q]$). Thus $h[Q]$ is a subset of $p[Q]$ which, in turn, is a subset of $B$.

To show, conversely, that if such a permutation $h$ exists then $B$ precompletes $\alpha$, it suffices (by Lemma 4.4 part (d)) to show that $Q$ precompletes $\Delta$. But this is obviously true, since $\text{id}_N$ is a $\Delta/Q$-extension of $\Gamma$. 

Δ is r.e., hence reducible to $W^*$, since Δ is the row sequence of $\{\langle x, y \rangle \mid x \succeq y\}$ which is equal to $\{\langle x, y \rangle \mid$ there exists a finite sequence $z_1, \ldots, z_n$ such that $x = z_1$, $y = z_n$, and for all $i \in \{1, \ldots, n-1\}$, $z_i = z_{i+1}$ or $\Gamma(z_i) = z_{i+1}\}$.

Now let $\psi$ be a selector for $\{\langle i, x \rangle \mid x \in W_i\}$. Then, when $W_i \neq \emptyset$, $\psi(i)$ is defined and $\psi(i) \in W_i$. But if $W_i$ is a $\succeq$-equivalence class (i.e. $W_i \in \text{Rng} \Delta$), then $W_i \neq \emptyset$, hence $\psi(i) \in W_i$, so $\Delta(\psi(i)) = W_i$. Thus $\psi$ is a subretraction of $W^*$ to $\Delta$. But $\Delta$ is precompleted; hence it must be a retract of $W^*$.
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