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Abstract. A class of functions \( \mathcal{A} \) is defined which contains the spirallike and close-to-convex functions. By decomposing \( \mathcal{A} \) into subclasses in a natural way, some basic properties of \( \mathcal{A} \) and these subclasses are determined, including solutions to extremal problems; distortion theorems; coefficient inequalities; and the radii of convexity and close-to-convexity.

1. Introduction. If \( f(z) = z + a_2 z^2 + \cdots \) is regular in the open unit disk \( \Delta = \{ z : |z| < 1 \} \) and satisfies the condition

\[
\text{Re} \left( \frac{e^{ia} z f'(z)}{f(z)} \right) \geq 0, \quad z \in \Delta,
\]

for some real \( \alpha, |\alpha| < \pi/2 \), then \( f(z) \) is univalent in \( \Delta \) [20]. Such functions are called "spirallike" [8]. Let \( \mathcal{F}_\alpha \) denote the class of all functions \( f(z) \) satisfying the above conditions for a given \( \alpha \) and let \( \mathcal{F} = \bigcup \mathcal{F}_\alpha (|\alpha| < \pi/2) \).

If \( \alpha = 0 \), then (1.1) implies that \( f(z) \) is a starlike function [11], i.e. \( \mathcal{F}_0 \) is the class \( \mathcal{S}_* \) of regular univalent functions that map \( \Delta \) onto a domain starlike with respect to the origin. It follows from (1.1) that \( f(z) \) is in \( \mathcal{F}_\alpha \) if and only if there is a function \( s(z) \) in \( \mathcal{S}_* \) such that

\[
f(z) = z \frac{[s(z)/z]^{\cos \alpha \exp (-ia)}}{\cos \exp (-ia)}, \quad z \in \Delta,
\]

where \( [s(z)/z]^{\cos \alpha \exp (-ia)} = 1 \) at \( z = 0 \).

A function \( f(z) = z + a_2 z^2 + \cdots \), regular in \( \Delta \), is said to be close-to-convex, denoted \( f(z) \in \mathcal{C} \), if there is an \( s(z) \) in \( \mathcal{S}_* \) and a complex number \( \varepsilon \), \( |\varepsilon| = 1 \), such that

\[
\text{Re} \left( \frac{e \varepsilon f'(z)}{s(z)} \right) \geq 0, \quad z \in \Delta.
\]

Kaplan has shown that functions in \( \mathcal{C} \) are univalent and has given a geometric interpretation of (1.3) [6]. The purpose of this paper is to generalize the concept of close-to-convexity by formally replacing \( s(z) \) in (1.3) with a spirallike function and to investigate the properties of the functions obtained in this manner.

**Definition.** \( f(z) \) is regular in \( \Delta \), \( f(0) = 0 \) and \( f'(0) = 1 \). \( f(z) \) is in \( \mathcal{A} \) if and only if there is a \( g(z) \) in \( \mathcal{F} \) and a complex number \( \varepsilon \), \( |\varepsilon| = 1 \), such that

\[
\text{Re} \left( \frac{e \varepsilon f'(z)}{g(z)} \right) \geq 0, \quad z \in \Delta.
\]
In studying the properties of functions in \( \mathcal{A} \), it is useful to consider the following subclasses: let \( \mathcal{A}_a \) represent the class of all functions \( f(z) \) satisfying (1.4) for some \( g(z) \in \mathcal{F}_a \) and a fixed \( \epsilon, \epsilon = e^{i\theta} \). (1.4) implies that \( |\beta| \leq \pi/2 \), thus \( \mathcal{A}_a = \bigcup \mathcal{A}_{a,\beta} \) (where \( |\beta| \leq \pi/2 \)), and \( \mathcal{A} = \bigcup \mathcal{A}_a \) (where \( |\alpha| < \pi/2 \)). A comparison of (1.4) with (1.3) shows \( \mathcal{G} = \mathcal{A}_0 \) and letting \( g(z) = f(z) \) and \( \beta = \alpha \) gives \( \mathcal{G} \subseteq \mathcal{A}_{a,\alpha} \).

Let \( \mathcal{G}_a \) be the class of functions \( f(z) \) with the property that \( zf'(z) \) is in \( \mathcal{F}_a \) [9], [18]. If we let \( g(z) = zf'(z) \), then (1.4) is satisfied for each \( f(z) \) in \( \mathcal{G}_a \) and any \( \epsilon, \epsilon = e^{i\beta} \), \( |\beta| \leq \pi/2 \), i.e. \( \mathcal{G}_a \subseteq \mathcal{A}_{a,\beta} \) for all \( \beta \). Robertson shows that \( \mathcal{G}_a \) contains functions which are not univalent whenever \( \cos \alpha \geq \frac{1}{2} \) [18], and hence so does \( \mathcal{A}_{a,\beta} \). Consequently, if \( \mathcal{P} \) represents the class of regular univalent functions \( f(z) \) normalized by \( f(0) = 0 \) and \( f'(0) = 1 \), then \( \mathcal{A} \cap \mathcal{P} \) is a class of univalent functions containing \( \mathcal{G} \cup \mathcal{F} \). We show in a later section that \( \mathcal{P} \subseteq \mathcal{A} \), hence \( \mathcal{A} \cap \mathcal{P} \) is a proper subset of \( \mathcal{P} \).

If \( \epsilon = e^{i\beta} \) and \( |\beta| = \pi/2 \), then (1.4) implies \( \mathcal{A}_{a,\beta} = \mathcal{G}_a \). Since \( \mathcal{G}_a \subseteq \mathcal{A}_{a,\beta} \) for all \( \beta, |\beta| \leq \pi/2 \), we will consider only \( |\beta| < \pi/2 \).

2. Extremal problems. Let \( \mathcal{P} \) represent the class of functions \( p(z) \) regular in \( \Delta \) and satisfying \( \Re \{p(z)\} \geq 0, z \in \Delta \), and \( p(0) = 1 \). Thus we have \( f(z) \) in \( \mathcal{A}_{a,\beta} \) if and only if there exists \( g(z) \) in \( \mathcal{F}_a \) and \( p(z) \) in \( \mathcal{P} \) such that

\[
zf'(z) = e^{-i\beta}g(z)[\cos \beta \ p(z) + i \sin \beta].
\]

\( \mathcal{F}_a \) and \( \mathcal{P} \) are both normal and compact families of analytic functions, hence \( \mathcal{A}_{a,\beta} \) is also normal and compact. Consequently, if \( G(w_1, \ldots, w_{n+1}) \) is analytic in \( C^{n+1} \) and \( c \) is a fixed point in \( \Delta \), then there exists \( f_0(z) \) in \( \mathcal{A}_{a,\beta} \) such that the functional \( \Re \{G[f'(c), \ldots, f^{(n)}(c), c]\} \) assumes its maximal value over \( \mathcal{A}_{a,\beta} \) at \( f_0(z) \). The following two theorems enable us to characterize \( f_0(z) \). The first is due to Pinchuk [13] and the second to Sakaguchi [19].

**Theorem A.** If \( F(w_0, \ldots, w_{n+1}) \) is analytic and nonconstant in \( C^{n+2} \) and \( c \neq 0 \) is in \( \Delta \), then the functional \( \Re \{F[f(c), \ldots, f^{(n)}(c), c]\} \) attains its maximum in \( \mathcal{F}_a \) only for a function of the form

\[
f(z) = z \prod_{j=1}^N (1 - e_jz)^{-\mu_j} \cos \alpha \exp(-ia)\]

where \( |e_j| = 1 \) and \( \mu_j \geq 0, j = 1, \ldots, N; \sum_{j=1}^N \mu_j = 1; \) and \( N \leq n+1 \).

**Theorem B.** If \( F(w_0, \ldots, w_n) \) is analytic and nonconstant in \( \Re w_0 \geq 0, |w_k| < +\infty, k = 1, \ldots, n, \) and \( c \neq 0 \) is in \( \Delta \), then the functional \( \Re \{F[p(c), p'(c), \ldots, p^{(n)}(c)]\} \) attains its maximum in \( \mathcal{P} \) only for a function of the form

\[
p(z) = \sum_{k=1}^M \eta_k \frac{1 + \xi_k z}{1 - \xi_k z},
\]

where \( |\xi_k| = 1 \) and \( \eta_k \geq 0, k = 1, \ldots, M; \sum_{k=1}^M \eta_k = 1; \) and \( M \leq n+1 \).
Theorem 1. If \( G(w_1,\ldots,w_{n+1}) \) is analytic and nonconstant in \( C^{n+1} \) and \( c \neq 0 \) is in \( \Delta \), then the functional \( \text{Re} \{ G[f'(c),\ldots,f^{(n)}(c), c] \} \) attains its maximum in \( \mathcal{A}_{a,b} \) only for a function of the form

\[
(2.2) \quad f'(z) = \left[ \prod_{j=1}^{N} (1 - \varepsilon_j z)^{-2\mu_j \cos \alpha \exp(-ia)} \right] \sum_{k=1}^{M} \eta_k \frac{1 + e^{-2i\beta_k z}}{1 - \xi_k z}
\]

where \( |\varepsilon_j| = 1 \) and \( \mu_j \geq 0, j = 1,\ldots,N; \) \( |\xi_k| = 1 \) and \( \eta_k \geq 0, k = 1,\ldots,M; \) \( \sum_j^{N} \mu_j = 1 \) and \( \sum_k^{M} \eta_k = 1; \) \( N \leq n \) and \( M \leq n. \)

Proof. By virtue of the compactness of \( \mathcal{A}_{a,b} \), the extremal problem

\[
(2.3) \quad \max_{f(z) \in \mathcal{A}_{a,b}} \text{Re} \{ G[f'(c),\ldots,f^{(n)}(c), c] \}
\]

has a solution in \( \mathcal{A}_{a,b} \). Let \( f_0(z) \) be any solution to (2.3) and let \( g_0(z) \) in \( \mathcal{F}_a \) and \( p_0(z) \) in \( \mathcal{P} \) be chosen so that (2.1) is satisfied. For each \( g(z) \) in \( \mathcal{F}_a \), define \( H[g(c),\ldots,g^{(n-1)}(c), c] = G[f'(c),\ldots,f^{(n)}(c), c] \)

where \( z^\beta = e^{-i\beta} g(z) \cdot \cos \beta - p_0(z) + i \sin \beta \). Using the extremal property of \( f_0(z) \) we have

\[
\text{Re} \{ H[g(c),\ldots,g^{(n-1)}(c), c] \} = \text{Re} \{ G[f'(c),\ldots,f^{(n)}(c), c] \} \leq \text{Re} \{ G[f_0'(c),\ldots,f_0^{(n)}(c), c] \} = \text{Re} \{ H[g_0(c),\ldots,g_0^{(n-1)}(c), c] \}.
\]

Thus \( g_0(z) \) is a solution to an extremal problem over \( \mathcal{F}_a \) and must be of the form given in Theorem A. In a similar manner, by fixing \( g_0(z) \) and allowing \( p_0(z) \) to vary over the class \( \mathcal{P} \), we are able to conclude that \( p_0(z) \) is of the form given in Theorem B and hence \( f_0(z) \) satisfies (2.2).

In the same manner, using well-known properties of \( \mathcal{F}_a \) and \( \mathcal{P} \) (see [2], [4], [5], [16], [19]), we obtain the following theorem.

Theorem 2. Let \( G(w_1,\ldots,w_n) \) be analytic and nonconstant in \( C^n \) and let \( f(z) = z + a_2 z^2 + \cdots + a_n z^n + \cdots \) belong to \( \mathcal{A}_{a,b} \). The functional \( \text{Re} \{ G(a_2,\ldots,a_{n+1}) \} \) is maximized over the class \( \mathcal{A}_{a,b} \) only by functions of the form (2.2).

3. Distortion theorems and coefficient inequalities. Theorem 1 indicates that to determine sharp bounds for \( \arg f'(z) \) and \( |f'(z)| \) when \( f(z) \) is in \( \mathcal{A}_{a,b} \), it is sufficient to obtain these bounds for the function defined by (2.2). As the expressions involved are rather complicated and the techniques used are elementary, we will consider here only the lower bound for \( \arg f'(z) \) which will be used in some subsequent work.

Theorem 3. If \( f(z) \) belongs to \( \mathcal{A}_{a,b} \) and \( |z| = r \), then

\[
\arg [f'(z)] \geq -2 \cos^2 \alpha \arcsin (r \cos \alpha) + \sin 2\alpha \ln \left( (1 - r^2 \cos^2 \alpha)^{1/2} - r \sin \alpha \right) -2 \arcsin [r \cos \beta (1 - 2r \sin \beta + r^2)^{-1/2}]
\]

with equality occurring only for functions of the form (2.2) with \( N = M = 1. \)
Proof. If \( f(z) \) is defined by (2.2) and \( N=M=1 \), then
\[
\arg[f'(z)] = -2 \cos \alpha \arg[(1-re^{i\theta})\exp(-i\alpha)] + \arg[(1+re^{i(\theta-2\beta)})/(1-re^{i\phi})],
\]
where \( e_1z=re^{i\theta} \) and \( \xi_1z=re^{i\phi} \). Let \( V(\theta) \) be defined by
\[
V(\theta) = \arg[(1-re^{i\theta})\exp(-i\alpha)]
\]
(3.2)
\[
= \cos \alpha \arcsin[-r \sin \theta (1-2r \cos \theta + r^2)^{-1/2}]
- \sin \alpha \ln[(1-2r \cos \theta + r^2)^{1/2}].
\]

\( V'(\theta) = r[r \cos \alpha - \cos(\theta-\alpha)]/(1-2r \cos \theta + r^2) \) hence \( V(\theta) \) assumes its maximum value at \( \theta = \theta_0 \) where \( \theta_0 \) satisfies
(3.3)
\[
\cos(\theta_0-\alpha) = r \cos \alpha; \quad \sin(\theta_0-\alpha) = -(1-r^2 \cos^2 \alpha)^{1/2}.
\]
Expanding the equations in (3.3) and solving for \( \cos \theta_0 \) and \( \sin \theta_0 \) yields
(3.4)
\[
\begin{align*}
\cos \theta_0 &= r \cos^2 \alpha + \sin \alpha (1-r^2 \cos^2 \alpha)^{1/2}, \\
\sin \theta_0 &= r \sin \alpha \cos \alpha - \cos \alpha (1-r^2 \cos^2 \alpha)^{1/2}
\end{align*}
\]
and using (3.2) and (3.4) to evaluate \( V(\theta_0) \) gives
(3.5)
\[
V(\theta) \leq V(\theta_0) = \cos \alpha \arcsin(r \cos \alpha) - \sin \alpha \ln((1-r^2 \cos^2 \alpha)^{1/2}-r \sin \alpha).
\]
In a similar manner, if
\[
u(\phi) = \arg[(1+re^{i\phi})(1-re^{i\phi})]
\]
(3.6)
\[
= \arcsin\left[\frac{r \sin(\phi-2\beta)}{(1-2r \cos(\phi-2\beta)+r^2)^{1/2}}\right] + \arcsin\left[\frac{r \sin \phi}{(1-2r \cos \phi + r^2)}\right],
\]
then we find

Thus (3.5) and (3.6) together imply that \( \arg[f'(z)] \) satisfies the bound in (3.1). Furthermore, if \( g(z) \) is an \( \mathcal{A}_a,\beta \), then by Theorem 1 for each \( z \), with \( |z|=r \), \( \arg[g'(z)] \geq \arg[f'(z)] \) and hence \( \min \arg[g'(z)] (|z|=r) \geq \min \arg[f'(z)] (|z|=r) \). Thus the bound given in (3.1) is valid for all functions in \( \mathcal{A}_a,\beta \) and equality occurs only for \( f(z) \) defined by (2.2) with an appropriate choice of \( e_1 \) and \( \xi_1 \).

Corollary 1. If \( f(z) \) is in \( \mathcal{A}_a \) and \( |z|=r \), then
(3.7)
\[
\arg[f'(z)] \geq -2 \cos^2 \alpha \arcsin(r \cos \alpha)
+ \sin 2\alpha \ln((1-r^2 \cos^2 \alpha)^{1/2}-r \sin \alpha) - 2 \arcsin r.
\]
This result is sharp.
Proof. \( f(z) \) in \( \mathcal{A}_a \) implies \( f(z) \) belongs to \( \mathcal{A}_a,\beta \) for some \( \beta \), hence (3.1) together with the fact that
\[
\arcsin[r \cos \beta (1+2r \sin \beta + r^2)^{-1/2}] \leq \arcsin r
\]
for all \( \beta, |\beta|<\pi/2 \), yields (3.7). Equality occurs in (3.7) for \( f(z) \) defined by (2.2) with \( \sin \beta = -r \).
Theorem 4. If \( f(z) \) is in \( \mathcal{A} \) and \( |z| = r \), then

\[
(3.8) \quad \frac{1-r}{1+r^3} \leq |f'(z)| \leq \frac{1+r}{1-r^3}
\]

and

\[
(3.9) \quad |f(z)| \leq \frac{r}{1-r^2}.
\]

Both (3.8) and (3.9) are sharp.

Proof. Since \( f(z) \) is in \( \mathcal{A} \), there is a \( g(z) \) in \( \mathcal{F} \), \( p(z) \) in \( \mathcal{P} \) and a real number \( \beta \), \( |\beta| < \pi/2 \), such that (2.1) is satisfied. \( q(z) = e^{-i\beta}[\cos \beta p(z) + i \sin \beta] \) is subordinate to \( q_0(z) = (1 + e^{-2i\beta}z)/(1 - z) \), hence

\[
(3.10) \quad 1 \leq \frac{1+r^2e^{-2i\beta} - 2r \cos \beta}{1-r^2} \leq \frac{|q(z)|}{1+r^2} \leq \frac{1+r^2e^{-2i\beta} + 2r \cos \beta}{1-r^2} \leq \frac{1+r}{1-r^2}
\]

Since \( g(z) \) is univalent, the well-known bounds on \( |g(z)| \) [11], together with (3.10), imply (3.8). (3.9) then follows from (3.8) by an integration. Equality is obtained in (3.8) and (3.9) only for \( f(z) = z/(1 - ez)^2 \), \( |e| = 1 \).

It is interesting to note that the bounds given in (3.8) and (3.9) are also the sharp bounds for the class \( \mathcal{S} \). To further investigate the relationship between \( \mathcal{F} \) and \( \mathcal{A} \) with regard to the growth of \( |f'(z)| \) and \( |f(z)| \), it is useful to study the Hardy classes of \( \mathcal{A} \). A function \( f(z) \) regular in \( \Delta \) belongs to the Hardy class \( H^\lambda, \lambda > 0 \), if

\[
\lim_{r \to 1^-} \int_0^{2\pi} |f(re^{i\theta})|^\lambda d\theta \text{ exists and is finite.}
\]

Theorem 5. Let \( f(z) \) belong to \( \mathcal{A} \) and choose \( g(z) \) in \( \mathcal{F} \) and \( p(z) \) in \( \mathcal{P} \) so that (2.1) is satisfied. If \( g(z) \neq z/(1 - \mu z)^{2\cos \alpha \exp(-i\alpha)}, |\mu| = 1, \) then

(i) there exists \( \varepsilon = \varepsilon(f) \) such that \( f'(z) \) is in \( H^\lambda, \lambda = (2 \cos^2 \alpha + 1)^{-1} + \varepsilon; \)

(ii) there exists \( \delta = \delta(f) \) such that \( f(z) \) is in \( H^\lambda, \lambda = \frac{1}{2} \sec^2 \alpha + \delta. \)

If \( g(z) = z/(1 - \mu z)^{2\cos \alpha \exp(-i\alpha)} \), then

(iii) \( f'(z) \) is in \( H^\lambda \) whenever \( \lambda < (2 \cos^2 \alpha + 1)^{-1}; \)

(iv) \( f(z) \) is in \( H^\lambda \) whenever \( \lambda < \frac{1}{2} \sec^2 \alpha. \)

Başgöze and Keogh have recently proven a similar result for \( \mathcal{E} \) [1], and Eenigenburg and Keogh have obtained Theorem 5 in the case \( \alpha = 0 \) [3]. As the proof for general \( \alpha \) is essentially the same as that given in [3], we will omit the proof of Theorem 5.

An immediate consequence of the above is that if \( f(z) \) is in \( \mathcal{A} \), then \( f'(z) \) is in \( H^\lambda \) for all \( \lambda \) satisfying \( 0 < \lambda < \frac{1}{2} \). However, there exists a univalent function \( f(z) \) such that \( f'(z) \) is not in \( H^\lambda \) for any \( \lambda > 0 \) [10], hence \( \mathcal{F} \) is not a subclass of \( \mathcal{A} \).

If \( f(z) = z + a_0z^2 + \cdots \) is close-to-convex in \( \Delta \), Reade has shown that \( |a_n| \leq n, n = 2, 3, \ldots \) [15], and Pommerenke has proven that \( |a_n - |a_{n+1}| | < (3e^2)/4 \) [14]. An examination of the proofs of these results allows us to conclude that these inequalities are also valid for the class \( \mathcal{A} \), hence we have the following theorem.
Theorem 6. If \( f(z) = z + a_2 z^2 + \cdots \) is in \( \mathcal{A} \), then

\[
(3.11) \quad |a_n| \leq n, \quad n = 2, 3, \ldots,
\]

and

\[
(3.12) \quad ||a_n| - |a_{n+1}|| \leq (3e^2)/4, \quad n = 2, 3, \ldots.
\]

Since \( f(z) = z/(1-z)^2 \) is in \( \mathcal{A} \), (3.11) is sharp. The sharp bound for \( ||a_n| - |a_{n+1}|| \) is not known, even for the class \( \mathcal{C} \). If \( f(z) \) is restricted to \( \mathcal{A}_a \) or \( \mathcal{A}_{a,b} \), then (3.11) can be improved by making use of the coefficient bounds for \( \mathcal{F}_a \) [8], however we have not been able to determine the sharp bounds in either case.

4. Radii of convexity and close-to-convexity. If \( f(z) \) is in \( \mathcal{S} \) and \( f_*(z) \) is defined by

\[
(4.1) \quad f_*(z) = \frac{f((z+a)/(1+az)) - f(a)}{f'(a)(1 - |a|^2)}, \quad a \text{ and } z \text{ in } \Delta,
\]

then \( f_*(z) \) is in \( \mathcal{S} \). (4.1) can be used to determine many properties of univalent functions. In this section we obtain an analogous transformation for functions in \( \mathcal{A}_a \) and use it to find the radius of convexity and the radius of close-to-convexity of \( \mathcal{A}_a \).

Theorem 7. If \( f(z) \) is in \( \mathcal{A}_a \) and \( f_*(z) \) is defined by

\[
(4.2) \quad f_*(z) = \frac{f((z+a)/(1+az)) - f(a)}{f'(a)(1 - |a|^2)}, \quad z \text{ and } a \text{ in } \Delta,
\]

and \( f(0)=0 \), then \( f_*(z) \) belongs to \( \mathcal{A}_a \).

Proof. There is a \( g(z) \) in \( \mathcal{F}_a \) and a complex number \( \epsilon, |\epsilon|=1 \), such that \( \Re [\epsilon zf'(z)/g(z)] \geq 0 \). If \( g_*(z) \) is defined by

\[
g_*(z) = azg((z+a)/(1+az))/g(a)(z+a)(1+az)^{1-2i\phi} + 1,
\]

then \( g_*(z) \) is also in \( \mathcal{F}_a \) [9], [21]. Let \( \epsilon_1 = e^{i\phi} \) where \( \phi = \arg \{\epsilon af'(a)/g(a)\}, |\phi| < \pi/2 \). Then, with \( w=(z+a)/(1+az) \),

\[
\Re \left[ \epsilon_1 \frac{zf_*(z)}{g_*(z)} \right] = \Re \left[ \epsilon_1 \frac{g(a)}{af'(a)} \frac{w f'(w)}{g(w)} \right] = |g(a)| \Re \left[ \epsilon \frac{w f'(w)}{g(w)} \right] \geq 0
\]

and consequently \( f_*(z) \) belongs to \( \mathcal{A}_a \).

Notice that \( \epsilon_1 \) depends on the choice of \( a \), hence it is not possible to conclude that \( f_*(z) \in \mathcal{A}_{a,b} \) whenever \( f(z) \in \mathcal{A}_{a,b} \). In order to apply (4.2) we will need the following lemma.

Lemma 1. If \( f(z) = z + a_2 z^2 + \cdots \) is in \( \mathcal{A}_a \), then \( |a_2| \leq \cos a + 1 \). This inequality is sharp.
Proof. Let \( z f'(z) = g(z) e^{-i\beta} [\cos \beta p(z) + i \sin \beta], \) \( g(z) \) in \( \mathcal{F}_a \) and \( p(z) \) in \( \mathcal{P} \). If \( g(z) = z + b_2 z^2 + \cdots \) and \( p(z) = 1 + p_1 z + \cdots \), then \( |b_2| \leq 2 \cos \alpha [8], \) and \( |p_1| \leq 2 [11]. \)

Equating coefficients we have

\[
|a_2| = \frac{1}{2} |b_2 + e^{-i\beta} \cos \beta p_1| \leq \cos \alpha + \cos \beta
\]

from which the lemma follows. Equality is obtained when \( g(z) = z/(1 - z)^2 \exp (-i\alpha), \)
\( p(z) = (1 + e^{-i\alpha} z)/(1 - e^{-i\alpha} z) \), and \( \beta = 0. \)

Theorem 8. The radius of convexity of \( \mathcal{A}_a \) is the smallest positive root \( r_0 \) of the equation

\[
1 - 2(1 + \cos \alpha) r + \cos 2\alpha \ r^2 = 0,
\]

and the radius of convexity of \( \mathcal{A} \) is \( 2 - 3^{1/2}. \)

Proof. Let \( f(z) \) be in \( \mathcal{A}_a \) and let \( f_*(z) = z + a^2 z^2 + \cdots \) be defined by (4.2). A calculation shows

\[
a^2 = \frac{1}{4} [(1 - |a|^2) f''(a)] / f'(a) - a(e^{-2\alpha} + 1)]
\]

and hence, if \( |a| = r \), from Lemma 1 we have

\[
\frac{a^2 f''(a)}{f'(a) - (1 - e^{-2\alpha} r^2) / 1 - r^2} \leq 2r (1 + \cos \alpha) / 1 - r^2.
\]

Letting \( a = z \), it follows that for any \( z \) with \( |z| = r \)

\[
\text{Re} \left[ 1 + \frac{zf''(z)}{f'(z)} \right] \geq 1 - 2r (1 + \cos \alpha) + r^2 \cos 2\alpha / (1 - r^2),
\]

consequently \( f(z) \) maps \( |z| < r \) onto a convex domain whenever \( 1 - 2r (1 + \cos \alpha) + r^2 \cos 2\alpha \geq 0. \) The function \( f(z) \) defined by (2.2) shows that this result is sharp. Furthermore, since \( 1 - 2r (1 + \cos \alpha) + r^2 \cos 2\alpha \geq 1 - 4r + r^2 \) for all \( \alpha, |a| < \pi/2, \) and all \( r, 0 \leq r < 1, \) it follows that the sharp radius of convexity of \( \mathcal{A} \) is the smallest positive root of \( 1 - 4r + r^2 = 0, \) namely \( 2 - 3^{1/2}. \) It is interesting to note that \( 2 - 3^{1/2} \) is also the radius of convexity of \( \mathcal{S}. \)

Let \( f(z) \) be regular in \( \Delta \) and have a nonvanishing derivative there. Kaplan [6] has shown that a necessary and sufficient condition for \( f(z) \) to map \( |z| = r \) onto a close-to-convex curve is that

\[
(4.3) \quad \text{arg} \left[ z_2 f'(z_2) \right] - \text{arg} \left[ z_1 f'(z_1) \right] \leq -\pi
\]

for all \( z_1 \) and \( z_2 \) with \( |z_1| = r \) and \( z_2 = z_1 e^{i\theta}, 0 < \theta < 2\pi. \) The radius of close-to-convexity of \( \mathcal{A}_a \) will then be the largest value of \( r \) for which all functions \( f(z) \) in \( \mathcal{A}_a \) satisfy (4.3). We determine this value as the solution of an equation depending on \( r \) and \( \alpha. \) Some of the techniques used are similar to those employed by Krzyż to obtain the radius of close-to-convexity of \( \mathcal{S} \) [7].

Theorem 9. Let \( \alpha \neq 0, \) let \( r_0 \) be the radius of convexity of \( \mathcal{A}_a, \) and let \( r \in (r_0, 1). \)

If \( x_0 \) is the positive root of

\[
p(x) = (1 + r^2) (1 - r^2 \cos 2\alpha) - 2r (1 - r^2) x - 4r^2 \sin^2 \alpha x^2;
\]
\[ x_1 = \min \{1, x_0\}; \; x_2 \text{ is the unique root in } (0, x_1) \text{ of} \]

\[
p_2(x) = (1 + r^2)(1 - r^2 \cos 2\alpha)^2 - 4r(1 - r^4)(1 - r^2 \cos 2\alpha)x
- 4r^3 \sin^2 \alpha (1 + 2r^2 - 3r^4 + 4r^4 \sin^2 \alpha)x^2
+ 16r^3 \sin^2 \alpha (1 - r^2)x^3 + 16r^4 \sin^2 \alpha x^4;
\]

\[ \theta_0 = 2 \arccos x_2, \; 0 < \theta_0 < \pi; \; \text{and} \]

\[ \Delta(r) = \theta_0 + 2 \cos^2 \alpha \arctan \left[ r^2 \sin \theta_0(1 - r^2 \cos \theta_0) \right]
- 2 \cos^2 \alpha \arcsin \left\{ r \cos \alpha \left[ 2(1 - \cos \theta_0)/(1 - 2r^2 \cos \theta_0 + r^4) \right]^{1/2} \right\}
+ \sin 2\alpha \ln \left\{ \left[ 1 - 2r^2(\sin^2 \alpha \cos \theta_0 + \cos^2 \alpha \cos \theta_0 + \cos^2 \alpha \cos \theta_0 + r^4) \right]^{1/2} \right\}
- 2 \cos \alpha \arctan \left[ r \sin \alpha \left[ 2(1 - \cos \theta_0)/(1 - 2r^2 \cos \theta_0 + r^4) \right]^{1/2} \right]
- \sin 2\alpha \ln \left( 1 - r^2 \right);
\]

then the radius of close-to-convexity of \( \mathcal{A}_\alpha \) is the unique root of the equation \( \Delta(r) = -\pi \).

**Proof.** Let \( \Delta(r, \theta) = \inf \arg \left\{ f(z_2)/(z_1 f'(z_1)) \right\} \) \((f(z) \in \mathcal{A}_\alpha)\) where the argument is chosen so as to vary continuously from an initial value of zero. If \( \zeta = (z - z_1)/(1 - \bar{z}_1z) \) and \( \zeta_0 = (z_2 - z_1)/(1 - \bar{z}_1z_2) \)

and if \( f_\alpha(\zeta) \) is defined by

\[
f_\alpha(\zeta) = f'(z_1 + \bar{z}_1\zeta)/(1 + \bar{z}_1\zeta) f'(z_1) (1 + \bar{z}_1\zeta)^{\exp (-2i\alpha)} + 1, \quad f_\alpha(0) = 0,
\]

then \( f_\alpha(\zeta) \) is in \( \mathcal{A}_\alpha \) and

\[
f_\alpha'(\zeta_0) = \left[ f'(z_2)/(f'(z_1)) \right] \left\{ (1 - \bar{z}_1z_2)/(1 - |z_2|^2) \right\}^{\exp (-2i\alpha)} + 1.
\]

Thus we have

\[ \Delta(r, \theta) = \arg \{ (z_2/z_1)[(1 - |z_1|^2)/(1 - \bar{z}_1z_2)]^{\exp (-2i\alpha)} + 1 \} + \inf_{f_\alpha \in \mathcal{A}_\alpha} \arg \{ f_\alpha'(\zeta_0) \}.
\]

Using the sharp lower bound for \( \arg \{ f_\alpha'(\zeta_0) \} \) given in Corollary 1, we can express \( \Delta(r, \theta) \) explicitly as a function of \( r \) and \( \theta \). A brief calculation shows

\[
\arg \{ (1 - |z_1|^2)/(1 - \bar{z}_1z_2) \}^{\exp (-2i\alpha)} + 1
= 2 \cos^2 \alpha \arctan \left[ r^2 \sin \theta/(1 - r^2 \cos \theta) \right]
- \sin 2\alpha \ln \left\{ (1 - r^2)/(1 - 2r^2 \cos \theta + r^4) \right\}^{1/2}
\]

and

\[ |\zeta_0| = r \left[ 2(1 - \cos \theta)/(1 - 2r^2 \cos \theta + r^4) \right]^{1/2}.
\]

Thus, using (3.7), (4.6) and (4.7) in (4.5) we can write

\[
\Delta(r, \theta) = \theta + 2 \cos^2 \alpha \arctan \left[ r^2 \sin \theta/(1 - r^2 \cos \theta) \right]
- 2 \cos^2 \alpha \arcsin \left\{ r \cos \alpha \left[ 2(1 - \cos \theta)/(1 - 2r^2 \cos \theta + r^4) \right]^{1/2} \right\}
+ \sin 2\alpha \ln \left\{ (1 - 2r^2(\sin^2 \alpha \cos \theta + \cos^2 \alpha) + r^4) \right\}^{1/2}
\]

\[ - r \sin \alpha \left[ 2(1 - \cos \theta) \right]^{1/2}
- 2 \arcsin \left\{ r \left[ 2(1 - \cos \theta)/(1 - 2r^2 \cos \theta + r^4) \right]^{1/2} \right\}
- \sin 2\alpha \ln \left( 1 - r^2 \right).
\]
Furthermore, for a fixed $z_1$ and $z_2$, if $f_*(z)$ is the function which gives equality in (3.7) and $f(z)$ is defined by

$$f'(z) = f'_*[(z-z_1)(1-z_2 z)]/f'_*(-z_1)(1-z_2 z) \exp \left( -2\alpha \right) + 1,$$

then $\arg \{z_2 f'(z_2)/z_2 f'(z_1)\} = \Delta(r, \theta)$; that is, for this function $f(z)$, equality occurs in (4.8).

If $\Delta(r) = \inf \Delta(r, \theta)$, then $\Delta(r)$ is a decreasing function of $r$, and the radius of close-to-convexity of $\alpha$ is the solution of the equation $\Delta(r) = -\pi$. The remainder of this argument is concerned with determining $\Delta(r)$ and showing that the equation $\Delta(r) = -\pi$ does have a solution. In what follows we shall restrict $r$ to the interval $(r_0, 1)$, where $r_0$ is the radius of convexity of $\alpha$, since $\Delta(r) \geq 0$ for $r \leq r_0$.

Differentiating (4.8) with respect to $\theta$, we find

$$\frac{\partial \Delta(r, \theta)}{\partial \theta} = 1 + 2 \cos^2 \alpha r^2 (\cos \theta - r^2)/(1 - 2r^2 \cos \theta + r^4)$$

(4.9)

$$-2r \cos \alpha \sin \theta \left[ \frac{1 - 2r^2 (\sin^2 \alpha \cos \theta + \cos^2 \alpha) + r^4}{2(1 - \cos \theta)^{1/2}} \right]^{1/2}$$

$$-2r \sin \theta (1 - r^2)/(2(1 - \cos \theta)^{1/2}(1 - 2r^2 \cos \theta + r^4)).$$

Putting $x = \cos (\theta/2)$, $0 < \theta < 2\pi$, we have $\sin \theta/[2(1 - \cos \theta)]^{1/2} = x$ and $\cos \theta = 2x^2 - 1$, hence (4.9) can be written as

$$\frac{\partial \Delta(r, \theta)}{\partial \theta} = \frac{p(x) - 2rx \cos \alpha k(x)}{g(x)}$$

where

$$p(x) = (1 + r^2)(1 - r^2 \cos 2\alpha) - 2r(1 - r^2)x - 4r^2 \sin^2 \alpha x^2,$$

$$k(x) = [1 - 2r^2 \cos 2\alpha + r^4 - 4r^2 \sin^2 \alpha x^2]^{1/2},$$

and

$$g(x) = (1 + r^2)^2 - 4r^2 x^2.$$}

Since $g(x) > 0$ for $0 \leq r < 1$ and $|x| \leq 1$, the zeros of $\partial \Delta(r, \theta)/\partial \theta$ will be determined by the zeros of $p_1(x) = p(x) - 2rx \cos \alpha k(x)$. A simple calculation shows $p(x) > 0$ for $x \in [-1, 0]$ and clearly $-2r x \cos \alpha k(x) > 0$ for $x \in [-1, 0]$, hence $p_1(x)$ has no zeros in $[-1, 0]$. If $x_0$ is the positive zero of $p(x)$ and $x_1 = \min \{1, x_0\}$, then any zeros of $p_1(x)$ must lie in the interval $(0, x_1)$, and furthermore, for $0 < x < x_1$, the zeros of $p_1(x)$ will be identical with the zeros of $p_2(x)$ where

$$p_2(x) = p(x)^2 - 4r^2 x^2 \cos^2 \alpha k(x)^2$$

$$= (1 + r^2)^2(1 - r^2 \cos 2\alpha) - 4r(1 - r^4)(1 - r^2 \cos 2\alpha)x$$

$$-4r^4 \sin^2 \alpha (1 + 6r^2 - 3r^4) + 16r^4 \sin^4 \alpha x^2 + 16r^4 \sin^2 \alpha x^4.$$
If \( x_0 > 1 \), then \( x_1 = 1 \) and \( r < r_1 \). The radius of convexity \( r_0 \) of \( \mathcal{A}_a \) was shown to be the smallest positive root of the equation \( 1 - 2r(1 + \cos \alpha) + r^2 \cos \alpha = 0 \). Clearly \( r_0 < r_1 \) and for \( r \in (r_0, r_1) \) we have \( 1 - 2r + r^2 \cos 2\alpha > 0 \) and \( 1 - 2r(1 + \cos \alpha) + r^2 \cos 2\alpha < 0 \). A calculation shows

\[
p_2(1) = (1 - r^2)^2[1 - 2r(1 + \cos \alpha) + \cos 2\alpha r^2][1 - 2r + \cos 2\alpha r^2 + 2r \cos \alpha] < 0
\]

for \( r_0 < r < r_1 \) and, as before, \( p_2(x) \) must have a simple root in \((0, x_1)\). It follows then that \( \partial \Delta(r, \theta) \partial \theta \) has one simple zero for all \( r \) in \((r_0, 1)\) and thus \( \Delta(r, \theta) \) assumes its minimum at \( \theta = \theta_0 \) where \( \theta_0 = 2 \arccos x_2 \) and \( x_2 \) is the unique root of \( p_2(x) \) in \((0, x_1)\). Hence \( \Delta(r) = \Delta(r, \theta_0) \) and letting \( \theta = \theta_0 \) in (4.8) yields the expression given for \( \Delta(r) \) in (4.4). \( \Delta(r) \) is a decreasing function of \( r \), \( \Delta(r_0) = 0 \), and an examination of (4.4) shows \( \Delta(r) \to -\infty \) as \( r \to 1^{-} \), so there is a unique solution \( r_a \) to the equation \( \Delta(r) = -\pi \), \( r \in (r_0, 1) \), and this solution is the radius of close-to-convexity of \( \mathcal{A}_a \). For a specific \( \alpha \), \( r_a \) can be calculated by successive substitutions in \( p_2(x) \) and \( \Delta(r) \).

5. Univalent subclasses.

**Theorem 10.** If \( zf(z) = e^{-i\beta}g(z)[\cos \beta p(z) + i \sin \beta] \) where \( g(z) \) is in \( \mathcal{F}_a \) and \( p(z) \) is in \( \mathcal{P} \), and if \( p(z) \) satisfies either

(5.1) \[ |p(z) - (1 + t^2)/(1 - t^2)| \leq 2t/(1 - t^2), \quad z \in \Delta, 0 < t < 1, \]

or

(5.2) \[ |\arg[\cos \beta p(z) + i \sin \beta]| \leq \pi/2, \quad z \in \Delta, 0 < t < 1, \]

then \( f(z) \) is univalent whenever \( t \) and \( \alpha \) satisfy \( t + 2 \cos \alpha \leq 5^{1/2} - 2 \).

**Proof.** \( p_i(z) = (1 + tz)/(1 - tz) \) maps \(|z| = 1\) onto the circle \(|w - (1 + t^2)/(1 - t^2)| = 2t/(1 - t^2)\), thus if \( p(z) \) satisfies (5.1), \( p(z) \) is subordinate to \( p_i(z) \) and there exists a regular function \( w(z) \) such that \(|w(z)| \leq |z| \) and \( p(z) = p_i[w(z)] \). A calculation shows

(5.3) \[ \frac{zp'(z)}{\Re[p(z)]} = \frac{2tzw'(z)}{1 - t^2|w(z)|^2} \frac{|1 - tw(z)|^2}{[1 - t^2|w(z)|^2]}, \]

hence, for any real number \( \gamma \),

(5.4) \[ \left| \frac{zp'(z)}{p(z) + iy} \right| \leq \frac{|zp'(z)|}{\Re[p(z)]} \leq \frac{2tr}{1 - r^2} \frac{1 - |w(z)|^2}{1 - r^2|w(z)|^2} |z| = r, \]

where we have used \( 1 - |w(z)|^2 \leq 1 - t^2 |w(z)|^2 \) and \( |w'(z)| \leq (1 - |w(z)|^2)/(1 - |z|^2) \) [11].
If \( p(z) \) satisfies (5.2), then there is a \( q(z) \) in \( \mathcal{P} \) such that for \( \mu = \beta/t, \ |\mu| \leq \pi/2, \)
\begin{equation}
\cos \beta \ p(z) + i \sin \beta = [\cos \mu \ q(z) + i \sin \mu]^t.
\end{equation}

\( q(z) \) in \( \mathcal{P} \) implies \( |zq'(z)|/|q(z) + iy| \leq 2r/(1-r^2) \) for any real number \( \gamma \) [17], hence, differentiating (5.5), we find that in this case \( p(z) \) also satisfies (5.4).

Let
\begin{equation}
h(z) = \frac{f''(z)}{f'(z)} = \frac{1}{z} \left[ \frac{zg'(z)}{g(z)} - 1 \right] + \frac{p'(z)}{p(z) + i \tan \beta},
\end{equation}
\begin{equation}
|\left(1/z\right) zg'(z)/g(z) - 1| \leq (4 \cos \alpha)/(1 - r^2), \ |z| = r,
\end{equation}
follows from the fact that
\[ \text{Re} \left[ e^{\alpha z}g'(z)/g(z) \right] \geq 0. \]
Consequently, if \( g(z) \in \mathcal{K}_\alpha \) and \( p(z) \) satisfies (5.1) or (5.2), we have \( |h(z)| \leq (4 \cos \alpha + 2t)/(1 - r^2) \) which implies \( |h'(z)| \leq 4(4 \cos \alpha + 2t)/(1 - r^2)^2 \) [Problem N, p. 857, Bull. Amer. Math. Soc. 71 (1965)]. Thus if \( \{f, z\} \) is the Schwarzian derivative of \( f(z) \) [11], then
\begin{equation}
|\{f, z\}| \leq |h'(z)| + \frac{1}{2} |h(z)|^2 \leq \frac{8(2 \cos \alpha + t) + 2(2 \cos \alpha + t)^2}{(1 - r^2)^2}
\end{equation}
and, by Nehari’s test [12], \( f(z) \) is univalent whenever
\[ 4(2 \cos \alpha + t) + (2 \cos \alpha + t)^2 \leq 1 \] which yields the desired result.
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