A REPRESENTATION THEOREM AND APPROXIMATION OPERATORS ARISING FROM INEQUALITIES INVOLVING DIFFERENTIAL OPERATORS

BY

D. LEVIATAN

Abstract. A representation of functions as integrals of a kernel $\psi(t; x)$, which was introduced by Studden, with respect to functions of bounded variation in $[0, \infty)$ is obtained whenever the functions satisfy some conditions involving the differential operators $(d/dt)(f(t)/w_i(t))$, $i = 0, 1, 2, \ldots$. The results are related to the concepts of generalized completely monotonic functions and generalized absolutely monotonic functions in $(0, \infty)$. Some approximation operators for the approximation of continuous functions in $[0, \infty)$ arise naturally and are introduced; some sequence-to-function summability methods are also introduced.

1. Introduction and statement of main results. Let $\{w_i(t)\}_{i=0}^{\infty}$ be an infinite sequence of functions which are positive on $[0, \infty)$ and each belongs to $C^\infty[0, \infty)$. Define a sequence of differential operators, $D_i$, by

$$D_if(t) = \frac{d}{dt} \frac{f(t)}{w_i(t)} \quad i = 0, 1, 2, \ldots.$$}

In a recent article Studden [7] has discussed in detail the solutions of the following system of infinitely many differential inequalities

$$\phi(t) \in C^\infty(0, \infty), \quad \phi(t) \geq 0 \quad \text{and} \quad (-1)^k D_{k-1} D_{k-2} \cdots D_0 \phi(t) \geq 0$$

for all $0 < t < \infty$ and $k = 1, 2, \ldots$.

A solution of (1.2) is called a generalized completely monotonic (abbreviated GCM) function on $(0, \infty)$ with respect to $\{w_i(t)\}$. Assuming that there exists a function $f(t)$ on $[0, \infty)$ such that

(i) $0 < f(t) < 1, \quad t \in [0, \infty); \quad \lim_{t \to \infty} f(t) = 0;$

(ii) $\int_0^\infty f(t) \, dt < \infty; \quad \inf (1-f(t)) > 0;$

$$1-f(t) \leq w_i(t) \leq 1+f(t), \quad t \in [0, \infty), \quad i = 1, 2, \ldots;$$
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and assuming further that \( w_0(t) = 1 \) (otherwise \( \phi \) is replaced by \( \phi/w_0 \)) Studden has represented the GCM functions as integrals of a kernel \( \psi(t; x) \), which is defined by means of \( \{w_i(t)\} \) only, with respect to a Borel measure \( \mu \), on \([0, \infty)\).

The closely related topic of generalized absolutely monotonic (GAM) functions on a finite interval \((a, b)\) was discussed by Karlin and Ziegler [5] (see also Karlin and Studden [4]). They, under some mild conditions on \( \{w_i(t)\} \), expanded each GAM function on \((a, b)\) into a "power"-series.

Let \( w_0(t) = 1, t \in [0, \infty) \). Set, for \( n \geq 1, \)

\[
\psi_n(t; x) = \int_t^x w_n(x) \int_t^{x_1} w_{n-1}(x_1) \cdots \int_t^{x_{n-1}} w_1(x_{n-1}) \, dx \cdots \, dx_n, \quad 0 \leq t \leq x, \\
0, \quad t > x,
\]

and set \( \psi_0(t; x) = 1, 0 \leq t \leq x; \psi_0(t; x) = 0, t > x \). Now denote

\[
G_k\phi(u) = (-1)^k D_{k-1} D_{k-2} \cdots D_0 \phi(u), \quad k = 1, 2, \ldots, \\
G_0\phi(u) = \phi(u).
\]

Given a function \( \phi \in C^{n+1}(0, \infty) \) it follows by integration by parts (see [7, (4.12)]) that for \( t, u, 0 < t < u < \infty, \)

\[
\phi(t) = \sum_{k=0}^{n} \psi_k(t; u) \frac{G_k\phi(u)}{w_k(u)} + \int_t^u \psi_n(t; x) G_{n+1}\phi(x) \, dx.
\]

This is a sort of "finite Taylor expansion" of \( \phi \) by means of the "derivatives" \( G_k\phi \). The natural question arises as to under what conditions is it possible to expand a function \( \phi \in C^\infty(0, \infty) \) into the "Taylor series"

\[
\phi(t) = \sum_{k=0}^{\infty} \psi_k(t; u) \frac{G_k\phi(u)}{w_k(u)}, \quad u \geq t > 0.
\]

In case \( \phi \) is a GCM function, a adaption of some work of Karlin and Ziegler [5] yields mild conditions under which any GCM function can be expanded into the series (1.7). We shall omit the details here as the results will appear as consequences of ours.

Evidently, in case \( \phi \) is a GCM function, the series on the right-hand side of (1.7) converges absolutely for each pair \( t > 0, u > 0 \) (if \( u < t \), then the series is composed of zeros). Furthermore, for a fixed \( t > 0 \), the series is bounded (by \( \phi(t) \)) uniformly in \( u > 0 \). If \( \phi(0+) < \infty \), then the series is bounded (by \( \phi(0+) \)) uniformly in \( t \geq 0 \) and \( u > 0 \). Therefore one arrives at the question of characterizing those functions \( \phi \in C^\infty(0, \infty) \) for which the series on the right-hand side of (1.7) converges absolutely, or converges to \( \phi(t) \), or both. This apparently is a difficult problem and we are only able to give a partial answer.

Of the following three theorems we shall prove the first and leave the proof of the other two to the reader. (They are derived from the proof of the first theorem in much the same way that results in [5] were derived.)
Theorem 1. Let \( m_i(c; d) \) and \( M_i(c; d) \) be defined by
\[
m_i(c; d) = \min_{d \leq t \leq c} w_i(t) \leq \max_{d \leq t \leq c} w_i(t) = M_i(c; d), \quad i = 1, 2, \ldots.
\]
Suppose that for every \( c \in (0, \infty) \) there exist a \( d, 0 < d < c \), and an \( \varepsilon > 0 \) such that
\[
(1.8) \quad \lim_{n \to \infty} \left( \prod_{i=1}^{n} \frac{M_i(c; d)}{m_i(c; d)} \right) e^n = 0.
\]
Then if, for some \( \tau \geq 0, \phi \in C^\infty(\tau, \infty) \) and, for some \( t_0 \geq 0 \), the series
\[
(1.9) \quad \sum_{k=0}^{\infty} \psi_k(t_0; u) \frac{|G_k\phi(u)|}{w_k(u)}
\]
is bounded uniformly in \( u \) in compact subsets of \((\tau, \infty)\), then \( \phi(t) \) admits the expansion (1.7) for all \( u, t, u \geq t > \max(\tau, t_0) \).

Remark 1. Condition (1.8) is fulfilled for instance if the functions \( w_i(t) \) are uniformly bounded above and below. This is the case if (1.3) is satisfied.

Theorem 2. If \( w_i(t), i=1, 2, \ldots, \) are nonincreasing in \([0, \infty]\) and if the assumptions on \( \phi \) of Theorem 1 are fulfilled, then the conclusion of Theorem 1 is valid.

Theorem 3. Suppose there exist two sequences \( \{c_n\}, \{d_n\} \) such that, for all \( n \) sufficiently large,
\[
(1.10) \quad c_n(x-t)^n/n! \leq \psi_n(t; x) \leq d_n(x-t)^n/n!, \quad x \geq t,
\]
and such that, for some \( \varepsilon > 0 \),
\[
(1.11) \quad \lim_{n \to \infty} \frac{d_n}{c_n} e^n = 0.
\]
Then if the assumptions on \( \phi \) of Theorem 1 are fulfilled, then the conclusion of Theorem 1 is valid.

The following is now an immediate consequence of the above discussion and theorems.

Corollary 1. Under the assumptions on \( \{w_i(t)\} \) in either one of the preceding theorems, each GCM function on \((0, \infty)\) possesses the expansion (1.7).

Another consequence whose proof will be given after the proof of Theorem 1 is the following.

Corollary 2. Suppose \( \{w_i(t)\} \) satisfies the assumptions of one of the above theorems and that \( \phi \in C^\infty(\tau, \infty) \) for some \( \tau \geq 0 \). Then the series (1.9) is bounded uniformly in \( u \) in compact subsets of \((\tau, \infty)\), for some \( t_0 \geq 0 \), if and only if \( \phi \) is the difference of two GCM functions in the interval \((\max(\tau, t_0), u)\) for every \( u > \max(\tau, t_0) \).
Under (1.3) we shall give a complete characterization of the case where the series (1.9) is bounded uniformly in $u > 0$. This characterization turns out to be even more interesting due to its nature.

**Theorem 4.** Let $\{w^t(t)\}$ satisfy (1.3) and let $\phi \in C^\infty(0, \infty)$. Then a necessary and sufficient condition in order that

$$\sup_{u > 0} \sum_{k=0}^{\infty} \psi_k(0; u) \frac{|G_k \phi(u)|}{w_k(u)} = H < \infty$$

is that there exists an $\alpha(x)$ of bounded variation in $[0, \infty)$ such that

$$\int_0^\infty |d\alpha(x)| = H,$$

and

$$\phi(t) = \int_0^\infty \psi(t; x) \, d\alpha(x), \quad t > 0,$$

where $\psi(t; x)$ is the kernel of Studden [7, (2.7)].

**Remark 2.** (a) Condition (1.12) corresponds to $\phi(0 +) < \infty$ in the case of the GCM functions.

(b) The proof of Theorem 4 provides us with a different proof of [7, Theorem 1]. Studden’s proof, however, seems to work only for $t > 2F(\infty)$.

(c) By virtue of Theorem 1, if (1.12) is fulfilled, then $\phi(t)$ admits the expansion (1.7) for all $u, \, t, \, u \geq t > 0$.

Our following result is of the nature of Theorem 1 but involves an entirely different condition on $\{w^t(t)\}$. As it turns out, the proof of this theorem is much shorter than that of Theorem 1.

**Theorem 5.** Let $\phi \in C^\infty(\tau, \infty)$ for some $\tau \geq 0$ and assume that for some $t_1 \geq 0$

$$\sum_{k=0}^{\infty} \min_{t, x \leq \tau} \left\{ \frac{\psi_{k+1}(t_1; x)}{w_{k+1}(x)\psi_k(t_1; x)} \right\} = \infty \quad \text{for all } u, \, t \, (u \geq t > t_1).$$

Then if for some $t_0, \, 0 \leq t_0 \leq t_1$, the series (1.9) is bounded uniformly in $u$ in compact subsets of $[\tau, \infty)$, then $\phi(t)$ admits the expansion (1.7) for all $u, \, t, \, u \geq t \geq \max(\tau, t_1)$.

**Remark 3.** Condition (1.15) is satisfied for example when (1.10) holds for all sufficiently large $n$ and the sequences $(c_n), (d_n)$ satisfy

$$\sum_{n=0}^{\infty} \frac{c_n c_{n+1}}{d_n d_{n+1}} \frac{1}{n+1} = \infty$$

since $\max_{t \leq x \leq u} w_{n+1}(x) \leq d_{n+1}/c_n$.

The last result to be mentioned in this section deals only with GCM functions. We were unable to extend it to the more general case. The proof here is an adaptation of the technique of Amir and Ziegler [1] and is left to the reader.
Theorem 6. A necessary and sufficient condition that each GCM function on $(0, \infty)$ can be expanded into the series (1.7) is that for each $u$ and $t \ (u > t)$ there exists an $s \ (0 < s < t)$ for which

\[ \lim_{n \to \infty} \frac{\psi_n(t; u)}{\psi_n(s; u)} = 0. \]

In §3 we shall introduce some approximation operators which arise naturally from our discussion and which generalize the Szász operators [8], while in §4 we shall define by means of the $G_{ij}$ operators, some sequence-to-function summability methods which generalize the $[J, f(x)]$ transforms [3].

2. Proofs.

Proof of Theorem 1. Let $\phi \in C^\infty(\tau, \infty)$ be such that (1.9) holds and fix $u, t$, $u \geq t > \max (\tau, t_0)$. Since $\psi_k(d; x) \leq \psi_k(t_0; x)$ for $t \leq d \leq x \leq u$ and since $[t, u]$ is compact it follows by (1.9) that

\[ \sum_{k=0}^\infty \psi_k(d; x) \frac{|G_k \phi(x)|}{w_k(x)} \leq H, \quad t \leq d \leq x \leq u. \]

By virtue of (1.6) our proof will be complete once we show that

\[ \lim_{n \to \infty} \int_t^u \psi_n(t; x)G_{n+1} \phi(x) \, dx = 0. \]

Now by (2.1) the series on the right-hand side of (1.6) converges as $n \to \infty$, hence define

\[ g(d) = \phi(d) - \sum_{k=0}^\infty \psi_k(d; u) \frac{G_k \phi(u)}{w_k(u)} \]

\[ = \lim_{n \to \infty} \int_d^u \psi_n(d; x)G_{n+1} \phi(x) \, dx. \]

We have to show that $g(d) = 0$. We shall show, following the technique of Karlin and Ziegler [5], that $g(d) = 0$, $t \leq d \leq u$.

Our proof is done in steps. First by (2.1):

\[ |G_n \phi(x)| \leq H \frac{w_n(x)}{\psi_n(d; x)}, \quad t \leq d \leq x \leq u, \quad n = 0, 1, 2, \ldots. \]

We shall prove that whenever a function $\phi \in C^\infty(t, u)$ satisfies (2.4), then for every $c, t < c \leq u$, there is an $\epsilon > 0$ such that if $c - \epsilon \leq b \leq c$ then

\[ \lim_{n \to \infty} \int_b^c \psi_n(b; x)G_{n+1} \phi(x) \, dx = 0. \]
Then we shall prove that $g \in C^\infty(t, u)$, that it satisfies (2.4) and that $g(d) = 0$, $t \leq d \leq u$. Now by (2.4), for $t \leq d < b < c$,

$$
\int_b^c \psi_n(b; x)|G_{n+1}\phi(x)| \, dx \leq H \int_b^c \psi_n(b; x) \frac{w_{n+1}(x)}{\psi_{n+1}(d; x)} \, dx
$$

$$
\leq H \frac{\psi_{n+1}(b; c)}{\psi_{n+1}(d; b)}
$$

$$
\leq H \left( \sum_{i=1}^{n+1} \frac{M_i(d; c)}{m_i(d; c)} \right) \left( \frac{c-b}{b-d} \right)^{n+1} \to 0 \quad \text{as } n \to \infty,
$$

by virtue of (1.8), provided $\varepsilon$ is properly chosen. This proves (2.5).

We now prove that $g \in C^\infty(t, u)$ and at the same time produce $G_k g(d)$. An easy computation shows that

$$
G_k \psi_n(d; u) = w_k(d) \psi_{n-k}(d; u; k), \quad n \geq k,
$$

$$
= 0, \quad n < k,
$$

where, for $n > k$ and $d \leq u$,

$$
\psi_{n-k}(d; u; k) = \int_d^u \psi_n(\xi_n) \int_d^{\xi_n} \psi_{n-1}(\xi_{n-1}) \cdots \int_d^{\xi_2} \psi_{k+1}(\xi_{k+1}) \, d\xi_{k+1} \cdots \, d\xi_n,
$$

and $\psi_0(d; u; k) = 1$. Hence, formal differentiation of (2.3) yields

$$
(2.6) \quad G_k g(d) = G_k \phi(d) - \sum_{n=k}^{\infty} w_k(d) \psi_{n-k}(d; u; k) \frac{G_n \phi(u)}{w_n(u)}, \quad t \leq d \leq u.
$$

To justify the term-by-term differentiation we observe that, for $t \leq t_1 < d \leq u$,

$$
\psi_k(t_1; d) \psi_{n-k}(d; u; k)
$$

$$
= \int_{t_1}^d \psi_k(\xi_k) \cdots \int_{t_1}^{\xi_k} \psi_1(\xi_1) \, d\xi_1 \cdots \, d\xi_k \int_{t_1}^u \psi_n(\xi_n) \cdots \int_{t_1}^{\xi_n} \psi_{k+1}(\xi_{k+1}) \, d\xi_{k+1} \cdots \, d\xi_n
$$

$$
\leq \int_{t_1}^u \psi_n(\xi_n) \cdots \int_{t_1}^{\xi_n} \psi_1(\xi_1) \, d\xi_1 \cdots \, d\xi_n = \psi_n(t_1; u).
$$

Whence

$$
(2.7) \quad \sum_{n=k}^{\infty} w_k(d) \psi_{n-k}(d; u; k) \frac{G_n \phi(u)}{w_n(u)} \leq \frac{w_k(d)}{\psi_k(t_1; d)} \sum_{n=k}^{\infty} \psi_n(t_1; u) \frac{G_n \phi(u)}{w_n(u)}
$$

where, by (2.1), the series on the right-hand side converges, and it follows from the nature of the dependence on $d$ on the right-hand side that the series on the left-hand side converges uniformly in $d$ in compact subsets of $(t_1, u]$. This justifies (2.6).
Appealing to (2.7) once again, it follows by (2.1), (2.4) and (2.6) that
\[(2.8) \quad |G_n g(d)| \leq 2HW_n(d)/\psi_n(t_1; d), \quad t \leq t_1 < d \leq u.\]

Now (2.5) for \(c = u\) shows us that \(g(d) = 0\) in some proper interval \([u - \epsilon, u]\). Let \(c_0 = \inf \{c \mid g(d) = 0 \text{ for all } d \in [c, u]\}\) and suppose \(c_0 > t\). Then (1.6) with \(g\) replacing \(\phi\) gives
\[g(d) = \int_d^{c_0} \psi_n(d; x) G_{n+1} g(x) \, dx\]
(since \(G_n g(x) = 0\) for \(c_0 < x \leq u\), \(n = 0, 1, 2, \ldots\)). Consequently,
\[g(d) = \lim_{n \to \infty} \int_d^{c_0} \psi_n(d; x) G_{n+1} g(x) \, dx,
\]
but by virtue of (2.8) and the proof of (2.5), there exists an \(\epsilon_1 > 0\) such that
\[g(d) = \lim_{n \to \infty} \int_d^{c_0} \psi_n(d; x) G_{n+1} g(x) \, dx = 0, \quad d \in [c_0 - \epsilon_1, c_0],\]
contradicting the definition of \(c_0\). Therefore \(c_0 = t\) and, as \(g(d)\) evidently is continuous in \([t, u]\), \(g(d) \equiv 0, \quad d \in [t, u]\), and the proof is complete.

**Proof of Corollary 2.** Sufficiency is obvious by the discussion preceding Theorem 1, so we prove only necessity. Let \(u \geq \max (\tau, t_0)\). By either one of Theorems 1, 2 or 3, \(\phi\) satisfies (1.7) for all \(u \geq t \geq \max (\tau, t_0)\). Hence, for \(u \geq t > \max (\tau, t_0)\),
\[\phi(t) = \sum_{k=0}^{\infty} \psi_k(t; u) \frac{|G_k \phi(u)| + G_k \phi(u)}{2w_k(u)} - \sum_{k=0}^{\infty} \psi_k(t; u) \frac{|G_k \phi(u)| - G_k \phi(u)}{2w_k(u)}\]
\[= \phi_1(t) - \phi_2(t), \quad \text{say.}\]

Now by the proof of (2.6) it follows that each of \(\phi_i\) is a GCM function in \((\max (\tau, t_0), u)\) and this completes the proof.

We shall defer the proof of Theorem 4 until after we prove Theorem 5 due to the shortness of the proof of the latter.

**Proof of Theorem 5.** Here again (1.6) is valid so that we are done once we establish (2.2). Fix \(u, t, u \geq t > \max (\tau, t_1)\). By (1.9),
\[\sum_{k=0}^{\infty} \psi_k(t_1; x) \frac{|G_k \phi(x)|}{w_k(x)} \leq H, \quad t \leq x \leq u.\]

Therefore
\[\infty > H(u - t) \geq \sum_{k=0}^{\infty} \int_t^u \psi_{k+1}(t_1; x) \frac{|G_{k+1} \phi(x)|}{w_{k+1}(x)} \, dx\]
\[= \sum_{k=0}^{\infty} \int_t^u \frac{\psi_{k+1}(t_1; x)}{w_{k+1}(x)} \psi_k(t_1; x) |G_{k+1} \phi(x)| \, dx\]
\[\geq \sum_{k=0}^{\infty} \min_{1 \leq x \leq u} \left\{ \frac{\psi_{k+1}(t_1; x)}{w_{k+1}(x)} \psi_k(t_1; x) \right\} \int_t^u \psi_k(t_1; x) G_{k+1} \phi(x) \, dx.\]
By virtue of (1.15), this implies that for a subsequence $k_i \to \infty$

$$\lim_{i \to \infty} \int_{t}^{\infty} \psi_{k_i}(t; x)|G_{k_i+1}\phi(x)| \, dx = 0,$$

which in turn implies

$$(2.9) \quad \lim_{i \to \infty} \int_{t}^{\infty} \psi_{k_i}(t; x)|G_{k_i+1}\phi(x)| \, dx = 0.$$ 

Now (1.9) guarantees the existence of the limit on the right-hand side of (2.3) and therefore (2.9) implies (2.2). This completes the proof.

**Proof of Theorem 4.** First we prove sufficiency. We show first that

$$(2.10) \quad \sum_{k=0}^{\infty} \psi_{k}(0; t) \frac{G_{k}\phi(t; x)}{w_{k}(t)} \leq 1 \quad \text{for all } x, t \in [0, \infty).$$

To this end recall (1.6) for the function $\psi(t; x)$ which as a function of $t$ is a GCM function in $[0, \infty)$. For every $n \geq 0$ and $x, t \in [0, \infty)$ we have

$$(2.11) \quad 1 = \psi(0; x) = \sum_{k=0}^{n} \psi_{k}(0; t) \frac{G_{k}\phi(t; x)}{w_{k}(t)} + \int_{0}^{t} \psi_{n}(0; u) G_{n+1}\phi(u; x) \, du.$$ 

Hence

$$1 \leq \sum_{k=0}^{n} \psi_{k}(0; t) \frac{G_{k}\phi(t; x)}{w_{k}(t)}, \quad n = 0, 1, 2, \ldots, \quad x, t \in [0, \infty),$$

which establishes (2.10). Now (2.10), together with [7, (3.3)], implies that

$$0 \leq G_{k}\phi(t; x) \leq w_{k}(t)/\psi_{k}(0; t), \quad t > 0,$$

therefore we are allowed to differentiate under the sign of the integral in (1.14) and thus have

$$(2.12) \quad G_{k}\phi(t) = \int_{0}^{\infty} G_{k}\phi(t; x) \, d\alpha(x), \quad t > 0.$$ 

Hence by (2.10)

$$\sum_{k=0}^{\infty} \psi_{k}(0; t) \frac{G_{k}\phi(t)}{w_{k}(t)} \leq \int_{0}^{\infty} \sum_{k=0}^{\infty} \psi_{k}(0; t) \frac{G_{k}\phi(t)}{w_{k}(t)} \, |d\alpha(x)|$$

$$\leq \int_{0}^{\infty} |d\alpha(x)| < \infty.$$ 

This proves sufficiency and shows that

$$(2.13) \quad H \leq \int_{0}^{\infty} |d\alpha(x)|.$$ 

Conversely, as we have remarked in Remark 2(c), by Theorem 1, (1.11) implies that

$$\phi(t) = \sum_{k=0}^{\infty} \psi_{k}(t; u) \frac{G_{k}\phi(u)}{w_{k}(u)}, \quad u \geq t > 0.$$
Rewriting this yields

\[ \phi(t) = \sum_{k=0}^{\infty} \frac{\psi_k(t; u) \psi_k(0; u)}{w_k(u)} G_k\phi(u) w_k(u), \]

(2.14)

where \( u_k = k/u \) (for \( k = 0 \) we understand \( k/u_k \) as \( u \)). Now [7, (2.7) and (2.8)] \( \psi(t; x) = e^{-xt} P(t; x)/P(0; x), x, t \in [0, \infty) \), where

\[ P(t; x) = 1 + \int_{t}^{\infty} e^{-x(t-\tau)} \sum_{k=0}^{\infty} x^k(w_k(\xi) - 1)\psi_{k-1}(v; \xi) d\xi. \]

Denote \( F(t) = \int_{0}^{t} f(\tau) d\tau \) where \( f \) is the function of (1.3). Then, by (1.3), \( 0 < F(\infty) < \infty \), and by [7, (3.2)] it follows that

\[ 0 \leq \psi(t; x) \leq e^{-xt(2F(\infty))}. \]

Consequently, for any fixed \( t > 2F(\infty) \), \( \psi(t; x) \to 0 \) as \( x \to \infty \). We are now able to apply [7, Lemma 4] and conclude that the functions

\[ \Phi_n(t; x) = \psi_n(t; n/x)/\psi_n(0; n/x), \quad n \geq tx, x \neq 0, \]

= 1, \quad x = 0, \quad n < tx,

converge to \( \psi(t; x) \) uniformly in \( 0 \leq x < \infty \), for every fixed \( t > 2F(\infty) \). Also, for each fixed \( k \), \( \psi_k(t; u)/\psi_k(0; u) \to 1 \), as \( u \to \infty \), and \( \psi(t, k/u) \to \psi(t; 0+) = 1 \), as \( u \to \infty \). Therefore by (1.12) and (2.14) we have

\[ \phi(t) = \lim_{u \to \infty} \sum_{k=0}^{\infty} \frac{\psi_k(t; k/u) \psi_k(0; u)}{w_k(u)}, \quad t > 2F(\infty). \]

If we define the functions \( \alpha_u(x) \) by

\[ \alpha_u(0) = 0, \]

(2.17)

\[ \alpha_u(x) = \sum_{k \leq u} \psi_k(0; u) G_k\phi(u) w_k(u), \quad 0 < x < \infty, \]

then the functions \( \alpha_u(x) \) are of uniformly bounded variations in \([0, \infty)\) and (2.16) takes the form

\[ \phi(t) = \int_{0}^{\infty} \psi(t; x) d\alpha_u(x), \quad t > 2F(\infty). \]

Now since \( \psi(t; \infty) = 0 \) for \( t > 2F(\infty) \) it follows by [2, Theorem 5.1] that there exists an \( \alpha(x) \) of variation not exceeding \( H \) such that

\[ \phi(t) = \int_{0}^{\infty} \psi(t; x) d\alpha(x), \quad t > 2F(\infty). \]
But $0 \leq \psi(t; x) \leq 1$ for all $t, x \in [0, \infty)$, hence the integral in (2.18) exists for all $t > 0$; so define $\chi(t)$ by

\[(2.19) \quad \chi(t) = \int_0^\infty \psi(t; x) \, d\alpha(x), \quad t > 0.\]

Evidently $G_k(\phi - \chi)(u) = 0$ for $u > 2F(\infty)$ and by the sufficiency part and Theorem 1, it follows that, for $0 < t \leq 2F(\infty) < u$,

\[\phi(t) - \chi(t) = \sum_{k=0}^\infty \psi_k(t; u) \frac{G_k(\phi - \chi)(u)}{w_k(u)} = 0.\]

Therefore,

\[\phi(t) = \int_0^\infty \psi(t; x) \, d\alpha(x), \quad t > 0,\]

and the proof of (1.14) is complete. Also it was noted that $\int_0^\infty |d\alpha(x)| \leq H$ so, together with (2.13), (1.13) is established.

3. The approximation operators. Throughout this section we assume that $\{w_i(t)\}$ satisfies (1.3).

Let $u > 0$ be arbitrary. Then the function $\psi(t; u)$ is represented by

\[(3.1) \quad \psi(t; u) = \int_0^\infty \psi(t; x) \, d\alpha_u(x), \quad t > 0,\]

where $\alpha_u(x) = 0$, $0 \leq x < u$; $\alpha_u(x) = 1$, $u \leq x < \infty$. Our discussion in the proof of Theorem 4 yields

\[\lim_{v \to \infty} \sum_{k=0}^\infty \psi_k(0; v) \frac{G_k(\phi; u)}{w_k(v)} = 0, \quad 0 < x < u,\]

\[= 1, \quad u < x < \infty,\]

or rewriting it, we have for $u, x > 0, u \neq x$,

\[(3.1) \quad \lim_{v \to \infty} \sum_{k=0}^\infty \psi_k(0; v) \frac{G_k(\phi; u)}{w_k(v)} \left[1 - \alpha_u\left(\frac{k}{v}\right)\right] = 1 - \alpha_u(x).\]

This suggests the introduction of the following approximation operators. With a function $f(t)$ which is defined in $[0, \infty)$ associate the family of functions $S_u f$ defined on $[0, \infty)$ by

\[(3.2) \quad S_u f(x) = \sum_{k=0}^\infty \psi_k(0; u) \frac{G_k(\phi; u)}{w_k(u)} f\left(\frac{k}{u}\right), \quad u > 0,\]
provided the series on the right-hand side of (3.2) converges. By virtue of (2.10) the operators are well defined for every function \( f(t) \) which is bounded in \([0, \infty)\). In fact, it is not difficult to prove with the help of (3.1) that if \( f(t) \) is bounded in \([0, \infty)\) and continuous at \( 0 \leq x < \infty \), then

\[
\lim_{w \to \infty} S_w f(x) = f(x).
\]

We shall prove much more.

**Theorem 7.** Let \( f(t) \) be defined in \([0, \infty)\) and assume that \( f(t) = O(e^{At}) \) for some \( A \geq 0 \). Then (i) (3.3) holds at every point of continuity, \( x \), of \( f(t) \); (ii) if \( f(t) \) is continuous in \([a, b]\) then (3.3) holds uniformly in \( x \in [a, b]\).

**Remark 4.** (a) In Theorem 7 we implicitly state that whenever \( f(t) = O(e^{At}) \), then \( S_w f \) is well defined for all \( w > 0 \).

(b) In the case \( w_i(t) \equiv 1, \ i = 0, 1, 2, \ldots \), the operators \( S_w \) reduce to the well-known Szász operators \( S \)

\[
S_w f(x) = e^{-xw} \sum_{k=0}^{\infty} \frac{(ux)^k}{k!} f\left( \frac{k}{u} \right),
\]

and Theorem 7 in this case is well known.

**Proof of Theorem 7.** First we show that whenever \( f(t) = O(e^{At}) \) for some \( A \geq 0 \), then \( S_w f \) is well defined. By \([7, (3.1) \text{ through } (3.4)]\)

\[
0 \leq \psi_k(0; u) \leq \frac{(u+F(u))^k}{k!}
\]

and

\[
0 \leq G_k(u; x) \leq x^k w_k(u) e^{-x(u-2F(\infty))}.
\]

Hence

\[
\sum_{k=0}^{\infty} \psi_k(0; u) \frac{G_k(u; x)}{w_k(u)} \left| f\left( \frac{k}{u} \right) \right| \leq e^{-x(u-2F(\infty))} \sum_{k=0}^{\infty} \frac{(u+F(u))^k}{k!} x^k e^{A/2u} \leq \exp \{ -x(u-2F(\infty)) + xe^{A/2u}(u+F(u)) \} < \infty.
\]

Now we observe that by (2.11) it follows from the proof of Theorem 1 that

\[
\sum_{k=0}^{\infty} \psi_k(0; u) \frac{G_k(u; x)}{w_k(u)} = 1, \quad u, x \in [0, \infty),
\]

so that we get

\[
S_w f(x) - f(x) = \sum_{k=0}^{\infty} \psi_k(0; u) \frac{G_k(u; x)}{w_k(u)} \left[ f\left( \frac{k}{u} \right) - f(x) \right].
\]

Let \( x \in [0, \infty) \) be a point of continuity of \( f(t) \) and let \( \epsilon > 0 \) be prescribed. Then
there exist \( u_0 > 0 \) and \( \delta > 0 \) such that if \( u \geq u_0 \) and \( |k - x(u + F(u))e^{4/u}| < \delta u \), then \( |f(k/u) - f(x)| < \varepsilon \). By (3.6), for \( u \geq u_0 \), we then have

\[
|Suf(x) - f(x)| \leq \left\{ \sum_{u} + \sum_{2} \right\} \psi_k(0; u) \frac{G_{\psi}(u; x)}{w_k(u)} \left| f\left(\frac{k}{u}\right) - f(x) \right|
\]

where \( \sum_{1} \) is taken on all \( k \), \( |k - x(u + F(u))e^{4/u}| < \delta u \) and \( \sum_{2} \) is taken on the rest. It follows by (3.5) and (3.6) that

\[
\sum_{k} \psi_k(0; u) \frac{G_{\psi}(u; x)}{w_k(u)} \left| f\left(\frac{k}{u}\right) - f(x) \right| < \varepsilon.
\]

Set \( y = x(u + F(u))e^{4/u} \). Then

\[
\sum_{k} \psi_k(0; u) \frac{G_{\psi}(u; x)}{w_k(u)} \left| f\left(\frac{k}{u}\right) - f(x) \right| \leq e^{-x(u-2F(u))}(1 + e^A x) \sum_{k} \frac{y^k}{k!}
\]

\[
\leq C(x)e^{-xu}\delta^{-2}u^{-2} \sum_{k=0}^{\infty} \frac{y^k}{k!} = C(x)\delta^{-2}u^{-2}y^{-xu+y}
\]

\[
= C(x)\delta^{-2}u^{-1}x(1 + F(u)/u)e^{4/u} \exp (xu(e^{4/u} - 1) + xF(u)e^{4/u})
\]

\[
= O(u^{-1}), \quad \text{as } u \to \infty.
\]

This completes the proof of (3.3) and inasmuch as our estimates are uniformly in \( x \in [a, b] \), (3.3) holds uniformly in each interval of continuity \( [a, b] \) of \( f(t) \).

4. Some sequence-to-function summability methods. Throughout this section we assume that \( \{w(t)\} \) satisfies (1.3).

Let \( \phi \in C^{\infty}(0, \infty) \) and denote \( w = \{w(t)\} \). The \( [J; w; \phi(x)] \) transform of the sequence \( \{s_n\} \) is defined by

\[
(4.1) \quad t(x) = \sum_{k=0}^{\infty} \psi_k(0; x) \frac{G_{\psi}(x)}{w_k(x)} s_k, \quad x > 0,
\]

provided the series on the right-hand side converges for all sufficiently large \( x \). The sequence \( \{s_n\} \) is said to be summable to \( s \) by \( [J; w; \phi(x)] \) if \( \lim_{x \to \infty} t(x) = s \).

First we characterize conservative and regular \( [J; w; \phi(x)] \) methods.

**Theorem 8.** The \( [J; w; \phi(x)] \) method is conservative if and only if \( \phi(t) \) possesses the representation (1.14) where \( \alpha(x) \) is of bounded variation in \( [0, \infty) \). It is regular if and only if in addition

\[
\alpha(0) = \alpha(0+) \quad \text{and} \quad \alpha(\infty) - \alpha(0) = 1.
\]

In the case \( w(t) = 1 \), \( i = 0, 1, 2, \ldots \), the \( [J; w; \phi(x)] \) method reduced to the \( [J, \phi(x)] \) method of Jakimovski [3]. Theorem 8 in this case was proved in [3].
Proof. It is well known that for the \([J; w; \phi(x)]\) method to be conservative it is necessary and sufficient that (1.12) be satisfied and that the following limits exist:

\[
\lim_{x \to \infty} \sum_{k=0}^{\infty} \psi_k(0; x) \frac{G_k\phi(x)}{w_k(x)},
\]

(4.3)

\[
\lim_{x \to \infty} \psi_k(0; x) \frac{G_k\phi(x)}{w_k(x)}, \quad k = 0, 1, 2, \ldots.
\]

(4.4)

Since (1.12) and (1.14) are equivalent, we only have to show that (1.14) implies the existence of the limits in (4.3) and (4.4). Now by (2.10), (2.12) and (3.6) it follows by Lebesgue's dominated convergence theorem that

\[
\sum_{k=0}^{\infty} \psi_k(0; x) \frac{G_k\phi(x)}{w_k(x)} = \sum_{k=0}^{\infty} \int_0^{\infty} \psi_k(0; x) \frac{G_k\phi(x; u)}{w_k(x)} d\alpha(u)
\]

(4.5)

\[
= \int_0^{\infty} \sum_{k=0}^{\infty} \psi_k(0; x) \frac{G_k\phi(x; u)}{w_k(x)} d\alpha(u)
\]

\[
= \alpha(\infty) - \alpha(0).
\]

Also it follows by (3.4) and (3.5) that, for each \(u > 0\),

\[
0 \leq \lim_{x \to \infty} \psi_k(0; x) \frac{G_k\phi(x; u)}{w_k(x)}
\]

\[
\leq \lim_{x \to \infty} \frac{(x + F(\infty))^k}{k!} u^k e^{-u(x - 2F(\infty))} = 0, \quad k = 0, 1, 2, \ldots,
\]

and

\[
G_k\phi(x; 0) = 0, \quad k = 1, 2, \ldots, \quad \phi(x; 0) = 1.
\]

Therefore,

\[
\lim_{x \to \infty} \psi_k(0; x) \frac{G_k\phi(x)}{w_k(x)} = 0, \quad k = 1, 2, \ldots,
\]

and

\[
\lim_{x \to \infty} \phi(x) = \alpha(0) - \alpha(0).
\]

(4.6)

From (4.5) and (4.6) we see that the method is regular if and only if, in addition, (4.2) is satisfied. This completes our proof.

A totally regular method is one that sums a sequence \(\{s_n\} (n \geq 0)\), to \(s\), whenever \(s_n \to s\) both for \(s\) finite and for \(s\) infinite. We conclude this paper with a characterization of the totally regular \([J; w; \phi(x)]\) methods.

Theorem 9. A regular \([J; w; \phi(x)]\) method is totally regular if and only if \(\phi(x)\) is a GCM function in \([0, \infty)\), i.e. if and only if \(\alpha(u)\) of the representation (1.14) is nondecreasing.
Theorem 9 for the \([J, \phi(x)]\) methods was proved by Lee Lorch and the author [6].

**Proof.** Sufficiency of the condition is obvious. Conversely, assume that the \([J; w; \phi(x)]\) method is totally regular. Then by a theorem of H. Hurwitz (see [5])

\[
\lim_{x \to \infty} \sum_{k=0}^{\infty} \psi_k(0; x) \left[ \frac{|G_k \phi(x)|}{w_k(x)} - \frac{G_k \phi(x)}{w_k(x)} \right] = 0.
\]

Hence, for each \(0 < v < \infty\),

\[
(4.7) \quad \lim_{x \to \infty} \sum_{k \in \mathbb{N}} \psi_k(0; x) \left[ \frac{|G_k \phi(x)|}{w_k(x)} - \frac{G_k \phi(x)}{w_k(x)} \right] = 0.
\]

Now we may assume that \(\alpha(u)\) is normalized. Then by (2.17) and the discussion at the end of the proof of Theorem 4, if \(v\) is a point of continuity of \(\alpha(u)\), then

\[
(4.8) \quad \lim_{x \to \infty} \sum_{k \in \mathbb{N}} \psi_k(0; x) \frac{G_k \phi(x)}{w_k(x)} = \alpha(v),
\]

and

\[
\int_0^v |\alpha(u)| \leq \lim \inf_{x \to \infty} \int_0^v |\alpha_x(u)| \leq \lim \sup_{x \to \infty} \sum_{k \in \mathbb{N}} \psi_k(0; x) \frac{|G_k \phi(x)|}{w_k(x)}
\]

\[
\leq \lim \sup_{x \to \infty} \int_0^{\infty} \sum_{k \in \mathbb{N}} \psi_k(0; x) \frac{G_k \psi(x; u)}{w_k(x)} |\alpha(u)|.
\]

By Theorem 7, the last limit is equal to \(\int_0^v |\alpha(u)|\), hence

\[
(4.9) \quad \lim_{x \to \infty} \sum_{k \in \mathbb{N}} \psi_k(0; x) \frac{|G_k \phi(x)|}{w_k(x)} = \int_0^v |\alpha(u)|.
\]

Combining (4.8) and (4.9), (4.7) yields

\[
\int_0^v |\alpha(u)| - \alpha(u) = 0, \quad \text{for all points of continuity } v,
\]

of \(\alpha(u)\), whence \(\alpha(u)\) is nondecreasing.
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