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ABSTRACT. On any general solution of an exterior differential system \( I \), a system of linear differential equations, called the equations of variation of \( I \), is defined. Let \( \mathbf{v} \) be a vector field defined on a general solution of \( I \) such that it satisfies the equations of variation and wherever it is defined, \( \mathbf{v} \) is either the zero vector or it is not tangential to the general solution. By means of some associated differential systems and the fundamental theorem of Cartan-Kähler theory, it is proved that, under the assumption of real analyticity, \( \mathbf{v} \) is locally the deformation vector field of a one-parameter family of general solutions of \( I \). As an application, it is proved that, under the assumption of real analyticity, every Jacobi field on a minimal submanifold of a Riemannian manifold is locally the deformation vector field of a one-parameter family of minimal submanifolds.

0. Introduction. The theory of analytic exterior differential systems was developed by E. Cartan for the study of infinite pseudo-groups. E. Kähler completed the theory and generalized it. It reduces the existence of solutions (called general) to a purely algebraic problem. Such a general solution depends on the initial data which in turn depends on arbitrary functions. So it is of interest to study a family of solutions of an exterior differential system, in particular, a one-parameter family of general solutions. For a compatible system \( I \) of ordinary differential equations, the following facts are well known (see for example [2]). Along any solution \( N \) of \( I \), a system of linear differential equations, called the equations of variation of \( I \), is defined. Any vector field \( \mathbf{v} \) defined on \( N \) which satisfies the equations of variation is the deformation vector field of a one-parameter family of solutions of \( I \) on \( N \). In particular, if \( I \) is the system which defines geodesics on a Riemannian manifold, we have that every Jacobi field along a geodesic may be obtained by a variation through geodesics. The purpose of this paper is to generalize the above to an arbitrary general solution of an exterior differential system. We will prove the following (see the Main Theorem):
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On any general solution $N$ of an exterior differential system $I$ on a manifold $M$, the equations of variation are defined. Let $v$ be a vector field defined on $N$ which satisfies the equations of variation and such that for $m \in N$, $v(m)$ is either the zero vector or it is not in $T_m(N)$. Then under the assumption of real analyticity $v$ is locally the deformation vector field of a one-parameter family of integral manifolds of $I$ on $N$. As an application, we will prove that under the assumption of real analyticity every Jacobi field defined on a minimal submanifold can be obtained (locally) as the deformation vector field of a one-parameter family of minimal submanifolds. This solves the problem as posed in [12] in the real analytic case.

In §1, we will give a brief summary of Cartan-Kähler theory of exterior differential systems. Regular integral elements and involutiveness will be defined in terms of the necessary and sufficient conditions for the existence of a regular integral chain as proved in [7, p. 40]. This approach may not be the most natural, but it immediately reduces the problem of finding general solutions essentially to that of checking the compatibility and ranks of systems of linear equations. In §§2–5, the Main Theorem will be formulated and proved. We will begin by establishing that it is sufficient to consider a class of Pfaffian systems called normal systems. Associated with a normal system, two other differential systems are defined. By means of the fundamental theorem of Cartan-Kähler theory, they will be used to construct the required one-parameter family of integral manifolds and also to prove that its deformation vector field coincides with the given vector field. In §6, after some computations we will apply the Main Theorem to Jacobi fields defined on minimal submanifolds of a Riemannian manifold.

This paper is a continuation of research done at University of California, in a doctoral thesis under the direction of Professor S. S. Chern. I wish to thank him for his advice and encouragement.

Throughout this paper all functions, manifolds, submanifolds and associated differential geometric structures will be assumed to be real analytic. When no confusion is likely, we will simply regard an immersed submanifold of a manifold $M$ defined by $f: N \to M$ as a subset $f(N)$ of $M$ and its tangent space $T_x(N)$ at $x \in N$ as a subspace of the tangent space $T_{f(x)}(M)$ of $M$. To avoid repetition, we will fix the ranges of the following indices, $1 \leq i, j, k \leq n; n + 1 \leq \alpha, \beta, \gamma \leq n + p; n + p + 1 \leq s \leq n + p + q; n + 1 \leq \rho, \sigma \leq n + p + q; 1 \leq A, B, C, D \leq n + p$. Ranges of other indices will vary and will be defined accordingly.

1. Exterior differential systems. In this section, we will give a résume of Cartan-Kähler theory of exterior differential systems, mainly to establish some notations and to state the existence theorems which will be used later. Details
and proofs can be found in [3] and [7]. For an interesting modern survey of the theory, one can refer to [5].

An exterior differential system (or simply differential system) $I$ on a manifold $M$ is an ideal (finitely generated) in the ring of analytic differential forms on $M$ which is also closed under exterior differentiation, i.e. $dl \subseteq I$. We shall denote by $I_\nu$ the set of all forms of degree $\nu$ in $I$. Points of $M$, at which

$$I_0 = 0,$$

constitute an analytic subvariety $\mathcal{S}^0(I)$ of $M$ whose points will be called integral points or 0-dim integral elements of $I$. Restricted to a point $m \in M$, $I$ defines a system of exterior equations $I(m)$ in the vector space $T_m(M)$. At an integral point $m$, a $k$-dim subspace $E$ of $T_m(M)$ is called a $k$-dim integral element of $I$ if $E$ annihilates $I(m)$. A submanifold $N$ of $M$ is called an integral manifold of $I$ if for every $m \in N$, $T_m(N)$ is an integral element of $I$, that is, the restriction (i.e. pull back) of $I$ to $M$ vanishes identically. For definiteness, let $M$ now be a manifold of dimension $n+p$ (later on, we will also consider differential systems on manifolds of other dimensions) and $\theta_1, \ldots, \theta_n$ be $n$ independent Pfaffian forms defined on $M$. An important problem in the application of Cartan-Kähler theory is to see if a differential system $I$ has an integral manifold on which

$$\theta_1 \wedge \ldots \wedge \theta_n \neq 0.$$

To study this problem we adjoin to $\theta_1, \ldots, \theta_n$, $p$ Pfaffian forms $\theta_{n+1}, \ldots, \theta_{n+p}$ such that $\theta_1 \wedge \ldots \wedge \theta_{n+p} \neq 0$. Then the forms in $I$ can be expressed in terms of the $\theta$'s. We put

$$\theta_\alpha = \sum_i b_{\alpha i} \theta_i,$$

and denote by $b_i$ the vector whose components are $b_{n+1,i}, \ldots, b_{n+p,i}$. Substitute (1.3) into the forms of $I$, and let $I_j(m, b_1, \ldots, b_p)$ denote the set of coefficients of $\theta_1 \wedge \ldots \wedge \theta_j$ in these forms. Clearly every equation of the set

$$I_j(m, b_1, \ldots, b_j) = 0 \quad (j = 1, \ldots, n)$$

is linear in each of the variables $b_\nu (\nu = 1, \ldots, j)$. At an integral point $m$, a system of solutions $(m^0, b_1^0, \ldots, b_n^0)$ of (1.1) and (1.4) defines an $n$-dim integral element of $I$ by (1.3) with $b_{\alpha i} = b_{\alpha i}^0$. We will call an integral point $m$ of $I$ simple if there exists a neighborhood $U$ of $m$ in $M$ such that $\mathcal{S}^0(I) \cap U$ is a submanifold of $U$ of dimension $r_0$ with equations (1.1). We can now give sufficient conditions for such an integral manifold of $I$ to exist.

**Definition 1.1.** (a) $I$ is said to be involutive with independent variables $\{\theta_1, \ldots, \theta_n\}$ (an ordered set) at a point $m^0$ if there exists a system of solutions
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(m^o, b_1^o, \ldots, b_n^o) of (1.1) and (1.4) such that (i) m^o is a simple integral point of I; (ii) in a neighborhood W of (m^o, b_1^o, \ldots, b_n^o) in M \times \mathbb{R}^{p_n}, the equation (1.4) reduces to \((n + p) - r_j - j\) independent linear equations with respect to \(b_{-j}\) after taking account of the equations

\[(1.5) \quad I_{j-1}(m, b_1, \ldots, b_{j-1}) = 0.\]

(b) Let \(E_n\) be the \(n\)-dim integral element defined by a system of solutions \((m^o, b_1^o, \ldots, b_n^o)\) of (1.1) and (1.4) as in (a) and \(E_j\) be the subspace of \(E_n\) on which \(\theta_{j+1} = \cdots = \theta_n = 0\). Then we have a chain of integral elements of I

\[(1.6) \quad \{m^o\} = E_0 \subset E_1 \subset \cdots \subset E_{n-1} \subset E_n.\]

Any chain of integral elements of I which can be obtained in this way by a suitable choice of the independent Pfaffian forms \(\{\theta_1, \ldots, \theta_n\}\) in (a) is called an \(n\)-dim regular integral chain of I, \(E_\mu\) \((\mu = 0, 1, \ldots, n)\) is called its \(\mu\)th component. A \((\nu - 1)\)-dim integral element \(E_{\nu-1}\) of I is called regular if it is the \((\nu - 1)\)th component of an \(n\)-dim \((n \geq \nu)\) regular integral chain of I. In this case, the nonnegative integer \(r_{\nu} = r_{\nu}(E_{\nu-1}, I)\) as defined in (a) is called the character of \(E_{\nu-1}\).

Remark 1.1. It is clear that, in Definition 1.1 (a), I is also involutive at any integral point sufficiently close to \(m^o\) and also that if \(E_n\) is another integral element of I defined by \((m, b_1, \ldots, b_n)\) sufficiently close to \((m^o, b_1^o, \ldots, b_n^o)\), then the integral chain constructed on \(E_n\) as in (b) is also regular.

Remark 1.2. The definitions of regular integral elements and regular integral chains given above are equivalent to other existing definitions of such, but they are more convenient for our present purpose.

Remark 1.3. For a regular \((\nu - 1)\)-dim integral element \(E_{\nu-1}\) at a point \(m\), the set of all vectors \(Y \in T_m(M)\) such that \(Y\) spans with \(E_{\nu-1}\) an integral element of I is called the polar space \(H(E_{\nu-1}, I)\) of \(E_{\nu-1}\); it is a subspace of \(T_m(M)\) of dimension \(r_{\nu}(E_{\nu-1}, I) + \nu\). In other words, the set of all \(\nu\)-dim integral elements which extend \(E_{\nu-1}\) locally depends on \(r_{\nu}(E_{\nu-1}, I)\) parameters.

Definition 1.2. A \(\mu\)-dim integral manifold \(N\) of I is called regular if, for every \(m \in N, T_m(N)\) is a regular integral element of I and it is called a general solution if, for every \(m \in N, T_m(N)\) contains a \((\mu - 1)\)-dim regular integral element of I.

The fundamental theorem of Cartan-Kähler theory can be stated as follows:

Theorem 1.1. Let I be an exterior differential system on a manifold M of dimension \(n + p\). Let \(N_{\nu-1}\) be a \((\nu - 1)\)-dim regular integral manifold of I.
and \( r_v \) the character of \( T^\circ_m(N_{\nu-1}) \) at a point \( m^o \in N_{\nu-1} \). Let \( F \) be a \((n + p - r_v)\)-dim submanifold of \( M \) such that it contains \( N_{\nu-1} \) and \( T^\circ_m(F) \) contains a unique \( v \)-dim integral element \( E_v \) of \( I \) which extends \( E_{\nu-1} \), that is, \( T^\circ_m(F) \cap H(E_{\nu-1}, I) = E_v \). Then in a sufficiently small neighborhood \( U \) of \( m^o \), there exists a unique \( v \)-dim integral manifold \( N_v \) of \( I \) such that \( F \cap U \supseteq N_v \supseteq U \cap N_{\nu-1} \) and \( T^\circ_m(N) = E_v \).

By applying Theorem 1.1 several times, we can prove the following theorem:

**Theorem 1.2.** Let \( I \) be a differential system on a manifold \( M \) of dimension \( n + p \) which is involutive with independent variables \( \theta_1, \ldots, \theta_n \) at \( m^o \). Let \( E_n \) be the \( n \)-dim integral element defined by a system of solutions \( (m^o, b^1_n, \ldots, b^n_n) \) of (1.1) and (1.4) which satisfies the conditions in Definition 1.1 (a). Then in a sufficiently small neighborhood of \( m^o \), there exist general solutions of \( I \) on which \( \theta_1, \ldots, \theta_n \). In particular, there exists a general solution \( N \) of \( I \) through \( m^o \) such that \( T^\circ_m(N) = E_n \).

**Remark 1.4.** The general solution \( N \) in Theorem 1.2 is in general not uniquely determined. Classically this is described as depending on certain arbitrary choices of functions [3, p. 75]. For a modern and more precise description of such, see [9].

2. The Main Theorem. Let \( I \) be an exterior differential system on a manifold \( M \) of dimension \( n + p \). Since all the results in this paper are local, we will assume for simplicity that \( I_0 = \emptyset \), i.e. the ideal \( I \) contains no scalar function. In order to motivate the following discussions, we will sketch a proof of the following facts (see also [5, Theorem 3.1]).

For a one-parameter family of \( n \)-dim submanifolds of \( M \) defined by \( f: N \times (-1, 1) \to M \) (i.e. for every \( t \in (-1, 1) \), \( f(N \times t) \) is an \( n \)-dim submanifold of \( M \)), the vector field \( v \) on \( f(N \times 0) \) defined by

\[
(2.1) \quad v(f(y, 0)) = f_\ast(\partial/\partial t(y, 0))
\]

(where \( \partial/\partial t \) is the standard vector field on the interval \( (-1, 1) \)) is called the deformation vector field of the one-parameter family on \( f(N \times 0) \).

**Proposition 2.1.** Suppose \( f: N \times (-1, 1) \to M \) defines a one-parameter family of integral manifolds of \( I \). Then its deformation vector field \( v \) on \( f(N \times 0) \) satisfies the following system of differential equations:

\[
(2.2) \quad 0 = \partial f^\ast(\theta)/\partial t \big|_{t=0} = df^\ast_0(v \downarrow \theta) + f^\ast_0(v \downarrow d\theta) \quad \text{for all} \quad \theta \in I,
\]

where \( \downarrow \) denotes the interior product of a tangent vector and a covector and \( f_0: N \to M \) is the map defined by \( f_0(y) = f(y, 0) \) for \( y \in N \).
Proof. We will prove that for any form $\theta$ defined on $M$, we have
\[ (2.3) \quad \partial f^*(\theta)/\partial t|_{t=0} = df^*_0(v \downarrow \theta) + f^*_0(v \downarrow d\theta). \]
It is obvious that (2.3) is true if $\theta$ is a zero-form. By taking exterior derivative on both sides of (2.3), we can see that if it is true for $\theta$ it is also true for $d\theta$. Using the facts that both the interior multiplication and exterior differentiation are antiderivations in the ring of differential forms on $M$, it follows by a straightforward computation that if (2.3) is true for forms $\theta_1$ and $\theta_2$ it is also true for the form $\theta_1 \wedge \theta_2$. Now, since the ring of differential forms can be locally built up from 0-forms using $d$ and $\Lambda$, the proof of (2.3) is completed. $f^*(\theta)$ is identically zero for all $\theta \in I$; therefore (2.2) also follows. Q. E. D.

Definition 2.1. Let $g: N \rightarrow M$ define an integral manifold of $I$. A vector field $v: g(N) \rightarrow T(M)$ defined on $g(N)$ is called an $I$-field if it satisfies the following system of differential equations, called the equations of variation of $I$ on $g(N)$:
\[ (2.4) \quad dg^*(v \downarrow \theta) + g^*(v \downarrow d\theta) = 0 \quad \text{for all } \theta \in I. \]

Remark 2.1. In the computation of the equations of variation it will be sufficient to consider the forms in any set of generators of $I$ as an ideal.

The main result of this paper can be stated as follows.

Main Theorem. Let $N$ be an $n$-dim general solution of an exterior differential system $I$ on a manifold $M$ of dimension $n + p$. Let $v: N \rightarrow T(M)$ be an $I$-field on $N$ such that for $m \in N$, $v(m)$ is either the zero vector or it is not in $T_m(M)$. Then for every $m^0 \in N$, there exists in a sufficiently small neighborhood $Q$ of $m^0$ in $M$ a one-parameter family of $n$-dim integral manifolds $tN$ of $I$, where $t \in (-\epsilon, \epsilon)$ and $\epsilon > 0$, such that $0N = N \cap Q$ and the deformation vector field of $tN$ on $0N$ is equal to the restriction of $v$ to $0N$.

3. Normal exterior differential systems. Under the assumptions of the Main Theorem it is always possible to choose a system of local coordinates $\{x_i, z_\alpha\}$ in a sufficiently small neighborhood $U$ of $m^0$ in $M$ such that

(a) $N \cap U$ can be defined nonparametrically as
\[ (3.1) \quad z_\alpha = g_\alpha(x_1, \ldots, x_n) \]
and on $N \cap U$ can be represented as
\[ (3.2) \quad v(m) = \sum_\alpha \tau_\alpha(x_1(m), \ldots, x_n(m)) \left( \frac{\partial}{\partial z_\alpha} \right)_m, \]
for some analytic functions $g_\alpha$ and $\tau_\alpha$ defined on a suitable open set in $R^n$;
(b) restricted to $U$, $l$ is involutive with independent variables $\{dx_1, \ldots, dx_n\}$ at every point of $U$.

Keeping the notations in §1 except with $\theta_\alpha$ and $\theta_i$ replaced by $dz_\alpha$ and $dx_i$ (respectively), if we put

$$(3.3) \quad b^0_{\alpha i} = (\partial g_\alpha / \partial x_i)(x_1(m^0), \ldots, x_n(m^0)), $$

then $(m^0, b^0_1, \ldots, b^0_n)$ which defines the integral element $T_{m^0}(N)$ of $l$ satisfies the conditions of Definition 1.1 (a). Let $\mathcal{P}(l)$ be the exterior differential system defined on the neighborhood $W$ of $(m^0, b^0_1, \ldots, b^0_n)$ which is generated by the left-hand side of the following equations:

$$(3.4) \quad l^0_j(m, b_1, \ldots, b_j) = 0,$$

$$(3.5) \quad dl^0_j(m, b_1, \ldots, b_j) = 0,$$

$$(3.6) \quad dz_\alpha - \sum_i b^0_{\alpha i} dx_i = 0,$$

$$(3.7) \quad \sum_i db^0_{\alpha i} \wedge dx_i = 0.$$ 

One can easily recognize that $\mathcal{P}(l)$ is the total prolongation of $l$ (restricted to $U$) as defined in [11]. It follows from Theorem 2 in [11] that $\mathcal{P}(l)$ is also involutive with independent variables $\{dx_1, \ldots, dx_n\}$ at every point of $W$. By a straightforward computation, we can see that, upon setting

$$(3.8) \quad b^r_{\alpha i} = \partial z_\alpha / \partial x_i,$$

$$(3.9) \quad r^\alpha_i = \partial r^\alpha / \partial x_i,$$

(3.1) and (3.8) define a general solution of $\mathcal{P}(l)$ and

$$(3.10) \quad \sum_\alpha r^\alpha \frac{\partial}{\partial z_\alpha} + \sum_{\alpha, i} r^\alpha_i \frac{\partial}{\partial b^r_{\alpha i}}$$

defines a $\mathcal{P}(l)$-field on it. Let $\pi : W \rightarrow M$ be the map defined by

$$(3.11) \quad \pi(m, b_1, \ldots, b_n) = m.$$ 

Similarly we can also verify that, if $w$ is a $\mathcal{P}(l)$-field on an integral manifold $B$ of $\mathcal{P}(l)$ on which $dx_1 \wedge \cdots \wedge dx_n \neq 0$, then $\pi(w)$ is an $l$-field on the integral manifold $\pi(B)$ of $l$. It is also well known that (3.4) defines a submanifold $\mathcal{E}^n(l)$ of $W$. In fact, we can select $q = \Sigma_{j=1}^n (r_j + j - n)$ of the $b$'s such that they form together with $\{x_i, z^\alpha\}$ a system of coordinates of $\mathcal{E}^n(l)$ [7, p. 42]. The restriction of $\mathcal{P}(l)$ to $\mathcal{E}^n(l)$ is also involutive with independent variables $\{dx_1, \ldots, dx_n\}$. Note also that a $\mathcal{P}(l)$-field must be tangent to $\mathcal{E}^n(l)$. The above considerations lead us to consider a class of Pfaffian systems which will be called normal systems.
Definition 3.1. An exterior differential system \( I \) on an open set \( \mathbb{O} \subset \mathbb{R}^{n+p+q} \) is called normal with \( n \) independent variables, \( p \) primary dependent variables and \( q \) secondary dependent variables, or simply a normal system of type \( (n, p, q) \) if it satisfies the following conditions:

(i) \( I_0 = \emptyset \).

(ii) There exists a system of coordinates \( \{x_i, z_\alpha, z_\gamma\} \) of \( \mathbb{O} \), called normal coordinates of \( I \), and functions \( B_{a_i} \) on \( \mathbb{O} \) so that \( I \) is generated as an ideal by the following differential forms

\[
(3.12) \quad dz_\alpha + \sum_i B_{a_i} dx_i, \quad \sum_i dB_{a_i} \wedge dx_i,
\]

and \( I \) is also involutive with independent variables \( \{dx_1, \ldots, dx_n\} \) at every point of \( \mathbb{O} \). \( \{z_\alpha\} \) and \( \{z_\gamma\} \) are called respectively primary and secondary dependent variables.

Definition 3.2. A normal solution of a normal system \( I \) of type \( (n, p, q) \) with a fixed system of normal coordinates \( \{x_i, z_\alpha, z_\gamma\} \) is an \( n \)-dim integral manifold \( N \) of \( I \) on which \( dx_1 \wedge \ldots \wedge dx_n \neq 0 \) and such that for \( m \in \mathbb{N} \), the chain of integral elements on \( T_m(N) \) obtained by setting successively \( dx_k = dx_{k+1} = \cdots = dx_n = 0 \) is an \( n \)-dim regular integral chain \( I \).

We can see now that to prove the Main Theorem it is sufficient to prove it for normal solution \( N \) of a normal system \( I \) of type \( (n, p, q) \) with an \( I \)-field \( v \) on it such that

(i) with respect to a system of normal coordinates \( \{x_i, z_\alpha, z_\gamma\} \) of \( I \) for which \( N \) is a normal solution, \( N \) can be represented nonparametrically in an open subset of \( \mathbb{O} \) as

\[
(3.13) \quad z_\sigma = g_\sigma(x_1, \ldots, x_n),
\]

(ii) \( v \) can be represented as

\[
(3.14) \quad v(m) = \sum_\sigma \tau_\sigma(x_1(m), \ldots, x_n(m)) \frac{\partial}{\partial z_\sigma} \bigg|_m
\]

for some analytic functions \( g_\sigma \) and \( \tau_\sigma \) defined on a suitable open set of \( \mathbb{R}^n \).

Definition 3.3. A normal solution \( N \) of a normal system \( I \) of type \( (n, p, q) \) together with an \( I \)-field \( v \) on it which have properties as in (i) and (ii) above is called a set of normal data of \( I \).

4. Two associated differential systems. In this section \( I \) denotes a normal system of type \( (n, p, q) \) on an open set \( \mathbb{O} \) in \( \mathbb{R}^{n+p+q} \) with a fixed choice of normal coordinates \( \{x_i, z_\alpha, z_\gamma\} \) and it is generated as an ideal by (3.12). Let \( \xi_\alpha \) be the coordinates of \( \mathbb{R}^p \) and \( t \) the coordinate of the open interval \( (-1, 1) \).

Denote by \( \widetilde{I} \), the differential system on \( \mathbb{O} \times \mathbb{R}^p \times (-1, 1) \) generated by the following differential forms,
Let
\[ \pi_1: \mathbb{W} \times \mathbb{R}^p \times (-1, 1) \rightarrow \mathbb{W} \]
be the natural projection map. We will denote by \( \tilde{m} \) \((= (m, \xi, t))\) a point of \( \mathbb{W} \times \mathbb{R}^p \times (-1, 1) \) and that of \( \mathbb{W} \) by \( m \).

**Proposition 4.1.** Let
\[ \pi_1(m^0) = E_0 \subset E_1 \subset \cdots \subset E_{n-1} \subset E_n \]
be an \( n \)-dim regular integral chain of \( I \) such that \( dx_1 \wedge \cdots \wedge dx_j \neq 0 \) on \( E_j \). Then there exists a chain of integral elements of \( I \),
\[ \tilde{m}_o = \tilde{E}_0 \subset \tilde{E}_1 \subset \cdots \subset \tilde{E}_n \subset \tilde{E}_{n+1}, \]
such that \( \pi_1(\tilde{E}_{j+1}) = E_j \), \( dt \neq 0 \) on \( \tilde{E}_j \) and \( dt \wedge dx_1 \wedge \cdots \wedge dx_j \neq 0 \) on \( \tilde{E}_{j+1} \).
Furthermore any such integral chain is a regular \((n + 1)\)-dim integral chain of \( I \) and
\[ r_1(\tilde{E}_0, l) = n + p + q, \quad r_{j+1}(\tilde{E}_j, l) = r_j(\tilde{E}_{j-1}, l). \]

It follows that \( \tilde{I} \) is involutive with independent variables \( dt, dx_1, \ldots, dx_n \) at any point of \( \mathbb{W} \times \mathbb{R}^p \times (-1, 1) \).

**Proof.** Any point \( \tilde{m} \in \mathbb{W} \times \mathbb{R}^p \times (-1, 1) \) is a simple integral point of \( \tilde{I} \). We put
\[ dz_\sigma = b_{\sigma 0} dt + \sum_i b_{\sigma i} dx_i, \quad d\xi_\alpha = a_{\alpha 0} dt + \sum_i a_{\alpha i} dx_i. \]
Denote by \( b_\nu \) \((\nu = 0, 1, \ldots, n)\) the vector whose components are \( b_{\sigma \nu}, a_{\alpha \nu} \).
Substituting (4.6) into \( \tilde{I} \), we can see, by a straightforward computation, that
\( \tilde{I}_1(m, b_0) = 0 \) is generated by the following equations
\[ b_{\alpha 0} - \xi_\alpha = 0 \]
and in general, \( \tilde{I}_{j+1}(m, b_0, b_1, \ldots, b_j) = 0 \) after taking account of
\[ \tilde{I}_j(m, b_0, b_1, \ldots, b_{j-1}) = 0 \] is generated by the following equations \((j \text{ is fixed})\),
\[ b_{aj} + B_{aj} = 0, \]
\[ \sum_{\sigma} (a_{\mu j; \sigma} b_{\sigma j} - b_{\sigma j; \sigma} b_{\sigma \mu}) + B_{a_{\mu j; \alpha} - B_{a j; \mu}} = 0 \quad (\mu = 1, \ldots, j - 1) \]
\[ \sum_{\sigma} B_{a_{\mu j; \sigma} b_{\sigma 0} + a_{\sigma j}} = 0. \]
where we have set $B_{a_i; i} = \partial B_{a_i}/\partial z_\sigma$ and $B_{a_i; i} = \partial B_{a_i}/\partial x_i$. If we set $dz_\sigma = \sum_i b_{\sigma; i} dx_i$ in $I$ and let $b_i$ be the vector whose components are $b_{\sigma; i}$, then it follows by a similar computation as above that $l_j(\pi_1(m), b_1, \ldots, b_j) = 0$ is also generated by (4.8) after taking account of $l_j(\pi_1(m), b_1, \ldots, b_j) = 0$. Therefore, if (4.3) is defined by $(\pi_1(m), b_0, \ldots, b_n)$, we can extend it to an $(n+1)$-dim regular integral chain (4.4) of $I$ by choosing $b_{s0}, a_{a0}$ arbitrarily, and define $b_{a0}, a_{aj}$ by (4.7) and (4.9) respectively. It follows from our constructions that $\pi_1(E_j) = \pi_1(m)$ and $\pi_1(E_{j+1}) = E_j$. (4.5) now follows readily from the definition of the character of a regular integral element and the fact that (4.7) as a linear system in $\xi$ as well as (4.9) as a linear system in $a_{aj}$ are of rank $p$.

Q. E. D.

Remark 4.1. An examination of the above proof shows that for any $(p+1)$-dim integral element $E_1, \ldots, E_p$ of $I$ which extends $E_m$, i.e., $\pi_1(E_{n+1}) = E_m$, there exists a unique $(p+2)$-dim integral element $E_{n+2}$ of $I$ such that $E_{n+2} \supset E_{n+1}$ and $\pi_1(E_{n+2}) = E_{n+1}$, $\mu = 1, \ldots, n-1$.

Remark 4.2. If $N$ is an $n$-dim integral manifold of $I$ on which $dt \wedge dx_1 \wedge \ldots \wedge dx_n \neq 0$, then $\pi_1(N)$ is a one-parameter family of integral manifolds of $I$ on which $dx_1 \wedge \ldots \wedge dx_n \neq 0$.

$I$ will be used to construct the one-parameter family of integral manifolds we need. But to prove the deformation vector field of the one-parameter family to be constructed is the given $I$-field, we need to consider another associated differential system.

Let $\xi_{\sigma}$ be coordinates of $\mathbb{R}^{p+q}$. Denote by $m' = (m, \xi_{\sigma})$ a point of $\mathbb{R} \times \mathbb{R}^{p+q}$ and also by $\pi_2: \mathbb{R} \times \mathbb{R}^{p+q} \to \mathbb{R}$ the natural projection map. Define a vector field $\xi$ on $\mathbb{R} \times \mathbb{R}^{p+q}$ by

\[
\xi(m') = \sum_{\sigma} \xi_{\sigma} \left( \frac{\partial}{\partial z_{\sigma}} \right)_m.
\]

Then let $I'$ be the exterior differential system on $\mathbb{R} \times \mathbb{R}^{p+q}$ which is generated as an ideal by the following differential forms,

\[
\begin{align*}
&dz_\alpha + \sum_i B_{a_i; i} dx_i, \quad \sum_i dB_{a_i} \wedge dx_i, \\
&d\left\{ \xi \left( \sum_i B_{a_i; i} dx_i \right) \right\} + d\left\{ \xi \left( \sum_i dB_{a_i} \wedge dx_i \right) \right\}, \\
&d\left\{ \xi \left( \sum_i dB_{a_i} \wedge dx_i \right) \right\}.
\end{align*}
\]
Remark 4.3. With functions $g_\sigma$ and $r_\sigma$ as in (3.13) and (3.14), the submanifold $N'$ of $\mathbb{U} \times \mathbb{R}^{p+q}$ defined by
\begin{align}
(4.13) & \quad z_\sigma = g_\sigma(x_1, \ldots, x_n), \\
(4.14) & \quad \xi_\sigma = r_\sigma(x_1, \ldots, x_n)
\end{align}
in an $n$-dim integral manifold of $I'$. This follows readily from the fact that if we substitute (4.13) into (4.12), we have the equations of variation on the integral manifold $N$ of $I$ defined by (4.13) for the special type of vector field which can be represented as the right-hand side of (4.10). Conversely, for any $n$-dim integral manifold $N'$ of $I'$ defined (4.13) and (4.14) for some analytic functions $g_\sigma$ and $r_\sigma$, $\sum r_\sigma \partial / \partial z_\sigma$ is an $I$-field on the integral manifold $\pi_2(N')$ of $I$.

We will prove later on that at any point $\eta'$, $I'$ is also involutive with independent variables $\{dx_1, \ldots, dx_n\}$. However, we will conclude this section by making some important observations related to $I'$. We put
\begin{align}
(4.15) & \quad dz_\sigma = \sum_i b_{\sigma i} dx_i, \\
(4.16) & \quad d\xi_\sigma = \sum_i a_{\sigma i} dx_i.
\end{align}
Denote by $b_i'$ the vector whose components are $b_{\sigma i}$, $a_{\sigma i}$ and as before, $b_i$ the vector whose components are $b_{\sigma i}$. By a straightforward computation, we can see that $I_k'(m', b_1', \ldots, b_k') = 0$ after taking into account that $I_{k-1}'(m', b_1', \ldots, b_{k-1}') = 0$ is generated by the equations ($k$ being fixed):
\begin{align}
(4.17) & \quad b_{\alpha k} + B_{ak} = 0, \\
(4.18) & \quad \sum_{\sigma} (B_{a_\mu; \sigma} b_{\sigma k} - B_{ak; \sigma} b_{\mu}) + B_{a_\mu; k} - B_{ak; \mu} = 0 \quad (\mu = 1, \ldots, k-1)
\end{align}
where we have set $B_{a_\mu; \sigma; \rho} = \partial^2 B_{a_\mu; \sigma}/\partial z_\sigma \partial x_\rho$, $B_{a_\mu; \sigma; i} = \partial^2 B_{a_\mu; \sigma}/\partial z_\sigma \partial x_i$.

Remark 4.4. It is easy to see that $I_k(\pi_2(m'), b_1, \ldots, b_k) = 0$ is generated by (4.17) after taking account of $I_{k-1}(\pi_2(m'), b_1, \ldots, b_{k-1}) = 0$. If we consider (4.17) and (4.18) as linear equations in $b_{\sigma i}$ and $a_{\sigma i}$, respectively, then the coefficient matrix of $b_{\sigma i}$ in (4.17) is exactly the same as the coefficient matrix of $a_{\sigma i}$ in (4.18).
5. Proof of the Main Theorem. In this section, \( I \) will denote the same normal system of type \((n, p, q)\) as in the previous one. We will now prove the Main Theorem for a normal solution (Definition 3.2) \( N \) of \( I \) with an \( I \)-field \( v \) on it such that they can be defined by a set of normal data (Definition 3.3) of \( I \). As noted earlier, this will prove the Main Theorem in general.

Let \( \{x_\nu, z_\alpha, z_s\} \) be the fixed normal coordinates of \( I \). At any point \( \mathbf{m} \in \mathcal{O} \), let \( \mathcal{O}_\nu(\mathbf{m}) (\nu = 1, \ldots, n-1) \) be the submanifold of \( \mathcal{O} \) defined by

\[
x_{\nu+1} = x_{\nu+1}(\mathbf{m}), \ldots, x_n = x_n(\mathbf{m}).
\]

We will simply write \( \mathcal{O}_\nu \) when the point \( \mathbf{m} \) is clear in the context. Denote by \( \mathcal{R}_\nu(\mathbf{m}) \) the differential system on \( \mathcal{O}_\nu(\mathbf{m}) \) obtained by restricting \( I \) to \( \mathcal{O}_\nu(\mathbf{m}) \).

One can easily verify that \( \mathcal{R}_\nu(\mathbf{m}) \) is a normal system of type \((\nu, p, q)\) on \( \mathcal{O}_\nu \). In fact, \( \{x_1, \ldots, x_\nu, z_{\nu+1}, \ldots, z_{n+p}, z_{n+p+1}, \ldots, z_{n+p+q}\} \) is a system of normal coordinates of \( \mathcal{R}_\nu(\mathbf{m}) \) such that \( \mathcal{R}_\nu(\mathbf{m}) \) is involutive with independent variables \( \{dx_1, \ldots, dx_\nu\} \) at every point of \( \mathcal{O}_\nu \); \( z_\alpha \) and \( z_s \) are still the primary and secondary independent variables respectively; the restriction of (3.12) to \( \mathcal{O}_\nu(\mathbf{m}) \) also generates \( \mathcal{R}_\nu(\mathbf{m}) \) as an ideal. This is the only set of normal coordinates of \( \mathcal{R}_\nu(\mathbf{m}) \) we will use. Let \( \mathcal{R}_\nu'(\mathbf{m}) \) and \( \mathcal{R}_\nu'(\mathbf{m}) \) be the restrictions of \( \mathcal{R}_\nu \) and \( \mathcal{R}_\nu \) to \( \mathcal{O}_\nu(\mathbf{m}) \times \mathbb{R}^{p+q} \) and \( \mathcal{O}_\nu(\mathbf{m}) \times \mathbb{R}^{p} \times (-1, 1) \) respectively. They are actually also the differential systems associated with \( \mathcal{R}_\nu(\mathbf{m}) \) (with respect to the normal coordinates of \( \mathcal{R}_\nu(\mathbf{m}) \) fixed above) as defined in the previous section. Therefore, by Proposition 4.1, \( \mathcal{R}_\nu(\mathbf{m}) \) is also involutive at every point of \( \mathcal{O}_\nu \times \mathbb{R}^{p} \times (-1, 1) \). For uniformity, we will also denote by \( \mathcal{O}_0(\mathbf{m}) \) the submanifold of \( \mathcal{O} \) defined by

\[
x_1 = x_1(\mathbf{m}), \ldots, x_n = x_n(\mathbf{m}).
\]

We will call any point of \( \mathcal{O}_0(\mathbf{m}) \) a normal solution or 0-dim integral manifold of \( \mathcal{R}_0(\mathbf{m}) \) and any tangent vector at a point \( \mathbf{m}^0 \in \mathcal{O}_0(\mathbf{m}) \) of the form \( \sum_{\alpha} \xi_{\alpha}(\partial/\partial z_\alpha)_{\mathbf{m}^0} \) an \( \mathcal{R}_0(\mathbf{m}) \)-field. A set of normal data of \( \mathcal{R}_0(\mathbf{m}) \) consists of a point of \( \mathcal{O}_0(\mathbf{m}) \) and an \( \mathcal{R}_0(\mathbf{m}) \)-field at that point. We also put \( \mathcal{R}_n(\mathbf{m}) = I, \mathcal{R}_n'(\mathbf{m}) = I', \mathcal{R}_n' = I \) and \( \mathcal{R}_n = I \).

It follows directly from our definitions that a normal solution or a set of normal data of \( \mathcal{R}_k(\mathbf{m}) \) restricts to a normal solution or a set of normal data of \( \mathcal{R}_{k-1}(\mathbf{m}) \) respectively.

The Main Theorem will follow from this proposition:

**Proposition 5.1.** (1) Let \( m^0 \in \mathcal{O} \times \mathbb{R}^{p+q} \) and \( m^0 \in \mathcal{O} \) be such that \( \pi_2(m^0) = m^0 \), i.e. \( m^0 = (m^0, \xi_{\alpha}^0) \). Then, for \( j = 1, \ldots, n \), we have \( P_j^1 : \)

\[
\{m^0\} = E_0 \subset E_1 \subset \cdots \subset E_{j-1} \subset E_j
\]
is a \( j \)-dim regular integral chain of \( R_j(m^o) \) such that \( dx_1 \wedge \cdots \wedge dx_j \neq 0 \) on \( E_\mu \) (\( 1 \leq \mu \leq j \)), then there exists a \( j \)-dim integral chain of \( R_j'(m^o) \),

\[
\{m'^o\} = E'_0 \subset E'_1 \subset \cdots \subset E'_{j-1} \subset E'_j,
\]

which projects onto (5.3), that is, \( \pi_{2^e}(E'_\mu) = E_\mu \). Furthermore, any such integral chain of \( R_j'(m^o) \) is regular and

\[
r_j(E'_{j-1}, R_j'(m^o)) = 2r_j(E_{j-1}, R_j(m^o)).
\]

(2) At any point \( m^o \in \Omega \), we have, for \( \nu = 0, 1, \ldots, n \), \( P_\nu^2 \): Let \( N_\nu \) be a normal solution of \( R_j, l(m^o) \) which contains \( m^o \) and \( \nu \) be an \( R_j(l(m^o)) \)-field on \( N_\nu \) such that they can be defined by a set of normal data of \( R_j, l(m^o) \). Then in a sufficiently small neighborhood \( U_\nu \) of \( m^o \) in \( \Omega \), there exists a one-parameter family of integral manifolds \( ^tN_\nu \) of \( R_j, l(m^o) \), where \( t \in (-\epsilon_\nu, \epsilon_\nu) \) and \( \epsilon_\nu > 0 \), such that \( 0N_\nu = N_\nu \cap U_\nu \) and the deformation vector field of \( ^tN_\nu \) on \( 0N_\nu \) coincides with the restriction of \( \nu \) to \( 0N_\nu \).

We will prove the proposition in the following order:

(a) \( P_1 \) and \( P_0 \) are both true,

(b) \( P_1 \) and \( P_{j-1} \) imply \( P_j \),

(c) \( P_j \) and \( P_{j+1} \) imply \( P_{j+1} \).

We put, for \( j = 1, \ldots, n \),

\[
dz_\sigma = \sum_{\mu=1}^j b_{\sigma\mu} dx_\mu, \quad d\xi_\sigma = \sum_{\mu=1}^j a_{\sigma\mu} dx_\mu
\]

in \( R_j, l(m) \) and \( R_j, l'(m) \) (\( b_{\mu} \) and \( b'_\mu \) will have the same meanings as in the previous section); we will find, for \( \mu = 1, \ldots, j \), \( (R_j, l(m))_\mu(m, b_1, \ldots, b_j) \) and \( (R_j, l'(m))_\mu(m, b'_1, \ldots, b'_j) \) are the same as \( l_\mu(m, b_1, \ldots, b_j) \) and \( l'_\mu(m, b'_1, \ldots, b'_j) \) respectively. For these reasons we will write \( l_\mu(\cdots) \) and \( l'_\mu(\cdots) \) instead of \( (R_j, l(m))_\mu(\cdots) \) and \( (R_j, l'(m))_\mu(\cdots) \) respectively.

Proof of (a). Let (4.17.1)* and (4.18.1)* be respectively the linear equations in \( b'_\mu \) obtained by setting \( m = m^o \) and \( \xi_\sigma = \xi^o_\sigma \) in (4.17.1) and (4.18.1). Then the equations \( l'_1(m^o, b'_1) = 0 \) are generated by (4.17.1)* and (4.18.1)*. By Remark 4.4 the equations \( l_1(m^o, b_1) = 0 \) are also generated by (4.17.1)*. Clearly (4.17.1)* and (4.18.1)* as linear equations in \( b_{\sigma1} \) and \( a_{\sigma1} \) (resp.) are both compatible and of rank \( p \). They are compatible and their ranks are independent of the points \( m' \) or \( m \). Therefore \( m'^o \) is a regular integral point of \( R_1, l'(m^o) \) and

\[
r_j(m^o, R_1, l'(m^o)) = 2r_j(m^o, R_1, l(m^o)) = 2q.
\]

This proves \( P_1 \). As for \( P_0 \), let \( \nu = \sum_\sigma \xi^o_\sigma (\partial / \partial \zeta_\sigma)_{m^o} \). The \( ^tN_0 \) can be defined by any analytic mapping \( \alpha: (-\epsilon_0, \epsilon_0) \to \Omega_0 \) such that \( \alpha(0) = m^o \), \( \alpha'(0) = \sum_\sigma \xi^o_\sigma (\partial / \partial \zeta_\sigma)_{m^o} \) and \( \epsilon_0 > 0 \).
In the remainder of this section $j$ will be fixed.

Proof of (b). We can assume that $x_1(m^\circ) = \cdots = x_j(m^\circ) = 0$. In a neighborhood of $m^\circ$ in $\overline{\mathcal{U}}_j(m^\circ)$, $N_j$ and $v$ are defined by

\begin{align*}
  z_\sigma &= g_\sigma(x_1, \ldots, x_j), \\
  v(m) &= \sum_\sigma r_\sigma(x_1(m), \ldots, x_j(m)) \left( \frac{\partial}{\partial z_\sigma} \right)_m \quad \text{for } m \in N_j.
\end{align*}

We put

\begin{equation}
  \xi_0 = \tau_\sigma(0, \ldots, 0)
\end{equation}

and denote by $m^\circ$ the point $(m^\circ, \xi_0^\circ) \in \overline{\mathcal{U}}_j \times \mathbb{R}^{p+q}$. Then when we set

\begin{equation}
  \xi_\sigma = \tau_\sigma(x_1, \ldots, x_j),
\end{equation}

(5.8) and (5.11) define in a neighborhood of $m^\circ$ in $\overline{\mathcal{U}}_j \times \mathbb{R}^{p+q}$ a $j$-dim integral manifold $N'_j$ of $\mathcal{J}_j'(m^\circ)$.

The restriction of $N_j$ to $\overline{\mathcal{U}}_{j-1}(m^\circ)$ defines a normal solution $N_{j-1}$ of $\mathcal{R}_{j-1}'(m^\circ)$ and the restrictions of (5.8) and (5.9) to $\overline{\mathcal{U}}_{j-1}(m^\circ)$ define a set of normal data of $\mathcal{R}_{j-1}'(m^\circ)$. Therefore by $P_{j-1}^2$, there exists in a neighborhood of $m^\circ$ in $\overline{\mathcal{U}}_{j-1}(m^\circ)$ a one-parameter family of integral manifolds $^tN_{j-1}$ of $\mathcal{R}_{j-1}'(m^\circ)$ ($t \in (-\epsilon_{j-1}, \epsilon_{j-1})$, $\epsilon_{j-1} > 0$) which can be defined as

\begin{equation}
  z_\sigma = f_\sigma(x_1, \ldots, x_{j-1}; t)
\end{equation}

such that

\begin{equation}
  f_\sigma(x_1, \ldots, x_{j-1}; 0) = g_\sigma(x_1, \ldots, x_{j-1}, 0),
  \quad
  (\partial f_\sigma/\partial t)(x_1, \ldots, x_{j-1}; 0) = \tau_\sigma(x_1, \ldots, x_{j-1}, 0)
\end{equation}

in a suitable neighborhood of the origin of $\mathbb{R}^{j-1}$. For every fixed $t$

\begin{equation}
  \Sigma_\sigma (\partial f_\sigma/\partial t)(\partial/\partial z_\sigma)\text{ is an } \mathcal{R}_{j-1}'(m^\circ)\text{-field on } ^tN_{j-1}.
\end{equation}

It follows by an easy computation that if we put

\begin{equation}
  \xi_\alpha = (\partial f_\sigma/\partial t)(x_1, \ldots, x_{j-1}; t)
\end{equation}

then (5.12) and (5.14) define a $j$-dim integral manifold $\widetilde{N}_{j-1}$ of $\mathcal{R}_{j-1}'(m^\circ)$ in a neighborhood of the point $\widetilde{m}^\circ = (m^\circ, \xi_\alpha^\circ, 0) \in \overline{\mathcal{U}}_{j-1} \times \mathbb{R}^p \times (-1, 1)$. $\widetilde{N}_{j-1}$ is also an integral manifold of $\mathcal{R}_j'(m^\circ)$. Put $E_j = T_{\widetilde{m}^\circ}(\widetilde{N}_{j-1})$. Then it is clear that

\begin{equation}
  \pi_1(\widetilde{m}^\circ) = m^\circ, \quad \pi_1(E_j) = T_{\widetilde{m}^\circ}(\widetilde{N}_{j-1}).
\end{equation}

Since $T_{\widetilde{m}^\circ}(\widetilde{N}_{j-1})$ is a regular integral element of $\mathcal{R}_j'(m^\circ)$, it follows readily from Proposition 4.1 and Remark 4.1 that $E_j$ is also a regular integral element of $\mathcal{R}_j'(m^\circ)$. If we put
then the character of \( \widetilde{E}_i \) is given by

\[
(5.17) \quad r_{i+1}(\widetilde{E}_i, \mathcal{R}_j/m^{(0)}) = r_i^{(0)}.
\]

If we set

\[
(5.18) \quad b_{\sigma\mu} = (\partial g_{\sigma}/\partial x_{\mu})(0, \ldots, 0) \quad (\mu = 1, \ldots, j)
\]

and denote by \( b^0_\mu \) the vector whose components are \( b_{\sigma\mu} \), then \( T_{m^0}(N_{j-1}) \) and \( T_{m^0}(N_j) \) as integral elements of \( \mathcal{R}_{j-1}/l(m^{(0)}) \) and \( \mathcal{R}_j/l(m^{(0)}) \) (resp.) are defined by \( (m^{(0)}, b^0_1, \ldots, b^0_{j-1}) \) and \( (m^{(0)}, b^0_1, \ldots, b^0_j) \) (resp.). \( b^0_{\sigma j} \) constitute a solution of the following linear equations in \( b_{\sigma j} \),

\[
(5.19) \quad l_j(m^{(0)}, b^0_1, \ldots, b^0_{j-1}, b^0_j) = 0
\]

whose rank is \( p + q - r^0_j \). Therefore it is always possible to choose a subset \( J \subset \{n + 1, \ldots, n + p + q\} \) consisting of \( r^0_j \) distinct members such that (5.19) together with

\[
(5.20) \quad b_{\lambda j} - b^0_{\lambda j} = 0, \quad \lambda \in J,
\]

form a compatible linear system of rank \( p + q \). In other words, if \( F \) is the \((p + q + j - r^0_j)\)-dim submanifold defined in a suitable neighborhood of \( m^{(0)} \) in \( \mathcal{R}_j^{(m^{(0)})} \) by

\[
(5.21) \quad z^\lambda - g^\lambda(x_1, \ldots, x_j) = 0, \quad \lambda \in J,
\]

then we have

\[
(5.22) \quad F \supset N_j \supset N_{j-1}
\]

and since \( T_{m^0}(F) \) as a subspace of \( T_{m^0}(\mathcal{W}_j^{(m^{(0)})}) \) is defined by the equations \( dz^\lambda - \sum_{\mu=1}^l b_{\lambda\mu}dx_{\mu} = 0 \), we have also

\[
(5.23) \quad T_{m^0}(F) \cap H(T_{m^0}(N_{j-1}), \mathcal{R}_j/l(m^{(0)})) = T_{m^0}(N_j).
\]

Associated with \( F \) we will construct a submanifold \( \widetilde{F} \) of \( \mathcal{W}_j \times \mathbb{R}^p \times (-1, 1) \). Since all the functions under consideration are real analytic, by writing down appropriate convergent power series explicitly or otherwise, we can always find analytic functions \( G^\lambda \) defined on a neighborhood of \( (0, \ldots, 0; 0) \) in \( \mathbb{R}^j \times (-1, 1) \) such that

\[
(5.24) \quad G^\lambda(x_1, \ldots, x_{j-1}, 0; t) = f^\lambda(x_1, \ldots, x_{j-1}; t), \quad \lambda \in J,
\]

\[
(\partial G^\lambda/\partial t)(x_1, \ldots, x_j; 0) = r^\lambda(x_1, \ldots, x_j), \quad \lambda \in J.
\]
Then \( \sim F \) is the \((2p + q + j + 1 - r^o)\)-dim submanifold in a neighborhood of \( \sim m^o \) in \( \sim U_j \times \sim \mathbb{R}^p \times (-1, 1) \) which is defined by

\[
(5.25) \quad z_\lambda - G_\lambda(x_1, \ldots, x_j; t) = 0, \quad \lambda \in J.
\]

It follows from (5.24) that \( \pi_{1*}(T_m \sim F) = T_m \sim (F) \). If \( \sim E_{j+1} \) is any \((j + 1)\)-dim integral element of \( \sim R_j \sim (m^o) \) such that \( T_m \sim (F) \supset \sim E_{j+1} \supset E_j \), then we have

\[
(5.26) \quad T_m \sim (F) \supset \pi_{1*}(\sim E_{j+1}) \supset \pi_{1*}(\sim E_j) = T_m \sim (N_{j-1}^o).
\]

But \( \pi_{1*}(\sim E_{j+1}) \subset H(T_m \sim (N_{j-1}^o), \sim R_j \sim (m^o)) \), therefore by (5.23) we have \( \pi_{1*}(\sim E_{j+1}) = T_m \sim (N_j) \). However, we know by Remark 4.1 that such an \( \sim E_{j+1} \) always exists and is unique. That is, \( T_m \sim (F) \cap H(T_m \sim (N_{j-1}^o), \sim R_j \sim (m^o)) = \sim E_{j+1} \). By Theorem 1.2, there exists in a neighborhood \( \sim U_j \subset \sim \mathbb{U}_j \times \sim \mathbb{R}^p \times (1, 1) \) of \( \sim m^o \) a \((j + 1)\)-dim integral manifold \( \sim N_j \) of \( \sim R_j \sim (m^o) \) such that \( F \cap \sim U_j \supset \sim N_j \supset \sim N_{j-1} \cap \sim U_j \). We can assume that \( \sim N_j \cap \sim U_j \) is defined by

\[
(5.27) \quad z_o = b_o(x_1, \ldots, x_j; t),
\]

\[
(5.28) \quad \xi_o = \xi_o(x_1, \ldots, x_j; t).
\]

Then, in a suitable neighborhood of \((0, \ldots, 0; 0) \times \sim \mathbb{R}^{i-1} \times (-1, 1)\), we have

\[
(5.29) \quad b_o(x_1, \ldots, x_{j-1}, 0; t) = f_o(x_1, \ldots, x_{j-1}; t), \quad \lambda \in J.
\]

Let \( \sim N_j \) be the one-parameter family of integral manifolds of \( \sim R_j \sim (m^o) \) defined by (5.27).

If we put

\[
(5.30) \quad z_o = b_o(x_1, \ldots, x_j; 0), \quad \xi_o = (\partial b_o/\partial t)(x_1, \ldots, x_j; 0),
\]

then, in a neighborhood of \( m^o \) in \( \sim \mathbb{U}_j \times \sim \mathbb{R}^{p+q} \), (5.30) defines a \(j\)-dim integral manifold \( \sim N_j' \) of \( \sim R_j \sim (m^o) \). The restriction of \( \sim N_j' \) to \( \sim \mathbb{U}_j \times \sim \mathbb{R}^{p+q} \) defines a \((j - 1)\)-dim integral manifold \( N_{j-1}' \) of \( \sim R_{j-1} \sim (m^o) \), consequently also of \( \sim R_j \sim (m^o) \). We put \( E_{j-1}' = T_m \sim (N_{j-1}') \). Since \( \pi_{2*}(E_{j-1}') = T_m \sim (N_{j-1}') \) is a regular integral element of \( \sim R_j \sim (m^o) \), it follows readily from \( P_1 \) that \( E_{j-1}' \) is also a regular integral element of \( \sim R_j \sim (m^o) \) and

\[
(5.31) \quad r_j(E_{j-1}' \sim R_j \sim (m^o)) = 2r^o_j.
\]

Let \( F' \) be the \((2(p + q) + j - 2r^o_j)\)-dim submanifold in a neighborhood of \( m^o \) in \( \sim U_j \times \sim \mathbb{R}^{p+q} \) which is defined by the following equations:

\[
(5.32) \quad z_\lambda - G_\lambda(x_1, \ldots, x_j; 0) = 0, \quad \lambda \in J.
\]

Then in a suitable neighborhood \( \sim U_j \subset \sim \mathbb{U}_j \times \sim \mathbb{R}^{p+q} \) of \( m^o \) we have (by (5.13) and (5.29))
\[ F' \cap U'_j \supset \mathcal{U}'_j \cap U'_j \supset N'_j - 1 \cap U'_j, \]
\[ F' \cap U'_j \supset N'_j \cap U'_j \supset N'_j - 1 \cap U'_j. \]

Since \( \pi_2(F') = F \) and \( \pi_2(N'_{j-1}) = N_{j-1} \), (5.23) and the uniqueness assertion of Theorem 1.2 imply that \( \pi_2(\mathcal{U}'_j) = \pi_2(N'_j) \). That is,

\[ b_\sigma(x_1, \ldots, x_j; 0) = g_\sigma(x_1, \ldots, x_j; 0) \]
in a suitable neighborhood of \( (0, \cdots, 0) \times \mathbb{R}^j \).

Now if we put
\[
(5.35) \quad a^{\circ}_\sigma = (\partial^2 b_\sigma/\partial t \partial x_\kappa)(0, \cdots; 0) \quad (1 \leq \kappa \leq j),
\]
then \( T_{m,0}(F') \) as a subspace of \( T_{m,0}(\mathcal{U}_j) \times \mathbb{R}^{p+q} \) is defined by the equations

\[
(5.36) \quad \frac{d\xi_\lambda}{\lambda} - \sum_{\kappa=1}^{j} b^{\circ}_{\lambda\kappa} dx_\kappa = 0, \quad \lambda \in J.
\]

Let \( b^{\circ}_j \) be the vector whose components are \( b^{\circ}_{\sigma\kappa} \), \( a^{\circ}_{\sigma\kappa} \). Then \( E'_{j-1} \) and \( T_{m,0}(\mathcal{U}'_j) \) as integral elements of \( \mathcal{U}'_{j-1} \) and \( \mathcal{U}'_j \) (resp.) are defined by \( (m^{\circ}, b^{\circ}_1, \cdots, b^{\circ}_j) \) and \( (m^{\circ}, b^{\circ}_1, \cdots, b^{\circ}_j) \) (resp.). \( b^{\circ}_j \) are solutions of the following system of equations in \( b^{\circ}_j \):

\[
(5.37) \quad I^{\circ}_j (m^{\circ}, b^{\circ}_1, \cdots, b^{\circ}_j, b_j') = 0,
\]
\[
(5.20) \quad b_{\lambda j} - b^{\circ}_{\lambda j} = 0, \quad \lambda \in J,
\]
\[
(5.38) \quad a_{\lambda j} - a^{\circ}_{\lambda j} = 0. \quad \lambda \in J.
\]

Since \( E'_{j-1} \) is a regular integral element of \( \mathcal{U}'_{j-1}(m^{\circ}) \), it follows from (5.31) that (5.37) is a compatible system of rank \( 2(p + q) - 2r_j \). Denote by \( (4.17)_j \) and \( (4.18)_j \) the linear equations in \( b_j \) obtained by setting \( b_{\sigma\mu} = b^{\circ}_{\sigma\mu}, a_{\sigma\mu} = a^{\circ}_{\sigma\mu}, \xi_{\sigma} = \xi^{\circ}_{\sigma} \) and \( m = m^{\circ} \) in (4.17) and (4.18) (resp.). Then (5.37) is generated by (4.17) and (4.18)*. (4.17)_j* also generates (5.19). By Remark 4.4 we know that the coefficient matrix of \( b_{\sigma\mu} \) in (4.17)_j* is the same as that of \( a_{\sigma\mu} \) in (4.18)_j*. Now, by our choice of the subset \( J \), (5.19) and (5.20) have rank \( p + q \) as linear equations in \( b_{\sigma\mu} \). Therefore (4.18)_j* and (5.38) have rank \( p + q \) as linear equations in \( a_{\sigma\mu} \). In other words, (5.37), (5.20) and (5.38) have rank \( 2(p + q) \) as linear equations in \( b_j \) (maximal rank). That is,

\[
(5.39) \quad T_{m,0}(F') \cap H(E'_{j-1}, \mathcal{U}'_j(m^{\circ})) = T_{m,0}(\mathcal{U}'_j).
\]
Since $T_{m',o}(N') \subset T_{m',o}(F') \cap H(E_{j-1}, R_j F'(m'))$, therefore $T_{m',o}(N') = T_{m',o}(N')$.

By Theorem 1.1 and (5.33) we can conclude that $N' \cap U_j = R_j F'(U_j)$. In particular, this implies that the restriction of the deformation vector $v' = R_j F'(U_j)$ coincides with the restriction of the deformation vector of the one-parameter family of integral manifolds $t^N_j$ on $0^N_j$ to $0^N_j \cap \pi_2(U_j)$.

Proof of (c). Let

\[(5.40) \{m'^0\} = E_0 \subset E_1 \subset \cdots \subset E_j \subset E_{j+1}\]

be a regular integral chain of $R_j F'(m')$ such that $dx_1 \land \ldots \land dx_j \neq 0$ on $E_\mu$ ($1 \leq \mu \leq j + 1$) and $m'^0 = (m'^0, \xi'^0) \in \mathcal{W}_j (m') \times \text{RP}^{p+q}$. Let

\[(5.41) \{m'^0\} = E'_0 \subset E'_1 \subset \cdots \subset E'_{j-1} \subset E'_j\]

be an integral chain of $R_j F'(m')$ such that

\[(5.42) \pi_2 (E'_0) = E'_0 \quad (0 \leq \nu \leq j).\]

By $P_1$ such integral chain always exists and furthermore it is also regular.

Applying Theorem 1.2, we can find a general solution $N'$ of $R_j F'(m')$ through $m'^0$ such that $T_{m',o}(N') = E'_0$. Restricted to a subset of $N'$, if necessary, this will give us a normal solution $\pi_2 (N') = N_j$ of $R_j F'(m')$ with an $R_j F'(m')$-field $v$ on it which can be defined in a neighborhood $m^0$ by

\[(5.43) z_\sigma = g_\sigma (x_1, \ldots, x_j), \quad \nu (m) = \sum_\sigma \tau_\sigma (x_1 (m), \ldots, x_j (m)) \left( \frac{\partial}{\partial z_\sigma} \right)_m.\]

We may assume that $x_1 (m') = \cdots = x_j (m') = 0$. (5.43) is a set of normal data of $R_j F'(m')$. Applying $P_2$ we can construct a one-parameter family of integral manifolds $t^N_j$ ($t \in (-\epsilon_j, \epsilon_j)$ and $\epsilon_j > 0$) of $R_j F'(m')$ in a neighborhood of $m^0$ in $\mathcal{W}_j (m')$ which can be defined as

\[(5.44) z_\sigma = f_\sigma (x_1, \ldots, x_j; t)\]

and such that

\[(5.45) f_\sigma (x_1, \ldots, x_j; 0) = g_\sigma (x_1, \ldots, x_j), \quad (\partial f_\sigma / \partial t) (x_1, \ldots, x_j; 0) = \tau_\sigma (x_1, \ldots, x_j).\]

We put

\[(5.46) \begin{align*}
\bar{k}^t_{\sigma\kappa} (t) &= (\partial f_\sigma / \partial x_\kappa) (0, \ldots, 0; t) \quad (1 \leq \kappa \leq j), \\
\bar{a}^t_{\sigma\kappa} (t) &= (\partial^2 f_\sigma / \partial t \partial x_\kappa) (0, \ldots, 0; t).
\end{align*}\]

Denote by $\bar{k}^t (t)$ the vector whose components are $\bar{k}^t_{\sigma\kappa} (t)$, $a_{\sigma\kappa} (t)$ and also by $\bar{k}^t (t)$ the vector whose components are $\bar{k}^t_{\sigma\kappa} (t)$. Let $c : (-\epsilon_j, \epsilon_j) \to \mathcal{W}_j (m')$ be the
analytic mapping such that for every fixed \( t \in (-\epsilon, \epsilon) \) the coordinates of \( c(t) \) are given by

\[
x_{\alpha} = 0, \\
z_{\sigma} = f_{\sigma}(0, \ldots, 0; t)
\]

\((1 \leq \kappa \leq j)\).

\( E' \) and \( E \) as integral elements of \( \mathcal{R}_j'(m^0) \) and \( \mathcal{R}_j(m^0) \) (resp.) are defined by \((m^0, E'_1(0), \ldots, E'_j(0)) \) and \((m^0, E_1(0), \ldots, E_j(0)) \) (resp.). \( T_{c(t)}(N_j) \) as an integral element of \( \mathcal{R}_j'(m^0) \) is defined by \((c(t), E_1(t), \ldots, E_j(t)) \). Let \((4.17_{j+1})'\) be the system of linear equations in \( b_{\sigma,j+1} \) obtained by setting \( b_{\sigma,\mu} = \xi_{\sigma,\mu}(t) \) and \( m = c(t) \) in \((4.17_{j+1})\). Also let \((4.18_{j+1})^0\) be the linear system in \( b_{j+1}^t \) obtained by setting \( b_{\sigma,\mu} = \xi_{\sigma,\mu}(0), \xi_{\sigma,\mu} = \xi_{\sigma,\mu}(0), \xi_{\sigma} = \xi_{\sigma,0}, \) and \( m = c(0) \) in \((4.18_{j+1})\). Then it is clear that \((4.17_{j+1})'\) generates \( I_{j+1}(c(t), E_1(t), \ldots, E_j(t), b_{j+1}^t) \), \((4.17_{j+1})^0\) and \((4.18_{j+1})^0\) generate \( I_{j+1}(m^0, E'_1(0), \ldots, E'_j(0), b_{j+1}^t) \). Since \( E \) is a regular integral element of \( \mathcal{R}_j'(m^0) \), \((4.17_{j+1})^0\) is a compatible linear system of rank \( p + q - r_{j+1}^0 \), where \( r_{j+1}^0 = r_{j+1}(E, \mathcal{R}_j'(m^0)) \). Since \( T_{c(t)}(N_j) = E_j \) for \( t \) sufficiently close to 0, say \(|t| < \epsilon\), \( T_{c(t)}(N_j) \) is also a regular integral element (see Remark 1.1) and \((4.17_{j+1})'\) is also of rank \( p + q - r_{j+1}^0 \).

For every fixed \(|t| < \epsilon\), consider the following linear system in the variables \( A_{\sigma,j+1}^t = b_{\sigma,j+1} + t a_{\sigma,j+1}^t: \)

\[
A_{\sigma,j+1}^t + B_{\sigma,j+1}(c(t)) = 0,
\]

\((5.48)'\) \( \sum_{\sigma} \{ B_{a_{\mu};\nu}(c(t)) A_{\sigma,j+1}^t - B_{a_{\mu};j+1}(c(t)) b_{\sigma,\nu}(t) \}
\]

\( + B_{a_{\mu};j+1}(c(t)) - B_{a_{\mu};j+1}(c(t)) = 0 \quad (1 \leq \mu \leq j) \)

\((B_{a_{\mu}} \text{ and } B_{a_{k};\nu} \text{ are the same functions as in previous sections.}) \)

Note that \((5.48)'\) is obtained by setting \( b_{\sigma,j+1} = A_{\sigma,j+1}^t \) in \((4.17)^t\). Therefore \((5.48)'\) is a compatible linear system of rank \( p + q - r_{j+1}^0 \). It is important to observe that if we differentiate each equation of \((5.48)'\) with respect to \( t \) at \( t = 0 \) and making use of the facts that \( dE_{\sigma,\mu}/dt = a_{a_{\mu}} \) and \( B_{a_{\mu};\nu} = B_{a_{\mu};\nu} \), we will have precisely \((4.18_{j+1})^0\). For \( t \) sufficiently small absolute value, there is an obvious one-to-one correspondence between \((4.17_{j+1})^0\) and \((5.48)'\) which preserves generators as linear equations in \( b_{\sigma,j+1}^t \) and \( A_{\sigma,j+1}^t \) respectively.

Denote such a correspondence by \( H^t: (4.17_{j+1})^0 \rightarrow (5.48)' \). For \( L \in (4.17_{j+1})^0 \), \( H^t(L) \) depends analytically on \( t \). Define a one-to-one correspondence \( \delta: \)

\((4.17_{j+1})^0 \rightarrow (4.18_{j+1})^0 \) by

\[
\delta(L) = \frac{\partial H^t(L)}{\partial t} \bigg|_{t=0} \text{ for } L \in (4.17_{j+1})^0.
\]
Let \( S = \{ L_1, \ldots, L_a \} \) be a set of linearly independent generators of \((4.17)_j^{j+1})^0\). We claim that \( S \cup \delta(S) \) is a set of generators for the linear system \((4.17)_j^{j+1})^0 \cup (4.18)_j^{j+1})^0\). Indeed, let \( \delta(L) \in (4.18)_j^{j+1})^0 \), then there exist functions \( \phi_1(t), \ldots, \phi_a(t) \) defined for \( t \) sufficiently close to 0 such that
\[
(5.50) \quad \mathcal{H}_t(L) = \phi_1(t)\mathcal{H}_t(L_1) + \cdots + \phi_a(t)\mathcal{H}_t(L_a).
\]
Using elementary linear algebra and the fact that \( \mathcal{H}_t(L_1), \ldots, \mathcal{H}_t(L_a) \) as well as \( \delta(L) \) depend analytically on \( t \), one can easily show that \( \phi_1(t), \ldots, \phi_a(t) \) are actually analytic functions of \( t \). Therefore we have
\[
(5.51) \quad \delta(L) = \frac{\partial \mathcal{H}_t(L)}{\partial t} |_{t=0} = \phi_1'(0)L_1 + \cdots + \phi_a'(0)L_a + \phi_1(0)\delta(L_1) + \cdots + \phi_a(0)\delta(L_a).
\]
Therefore there are at most \( 2(p + q - r_{j+1}) \) linear independent equations in the linear system \((4.17)_j^{j+1})^0 \cup (4.18)_j^{j+1})^0\). However, it follows from Remark 4.4 that the coefficient matrix of \( b_{\sigma, j+1} \) in \((4.18)_j^{j+1})^0\) is exactly the same as that of \( b_{\sigma, j+2} \) in \((4.17)_j^{j+1})^0\). Therefore \((4.17)_j^{j+1})^0 \cup (4.18)_j^{j+1})^0\) is a compatible linear system in the variables \( a_{\sigma, j+1}, b_{\sigma, j+1} \) and it is of rank \( 2(p + q - r_{j+1}) \). Thus we can always find a \((j+1)-\)dim integral element \( E'_{j+1} \) of \( \mathcal{R}_{j+1}(m^0) \) such that \( E'_{j+1} \backslash E'_{j+1} \) and \( \pi_{2*}(E'_{j+1}) = E_{j+1} \). We have also proved that \( r_{j+1}(E_{j+1}', \mathcal{R}_{j+1}(m^0)) = 2r_{j+1}(E_{j+1}', \mathcal{R}_{j+1}(m^0)) \). Now if \( E_{j+1}^* \) is a \( j \)-dim integral element of \( \mathcal{R}_{j}(m^0) \) defined by \( (m^*, b_{j+1}^*, \ldots, b_j^*) \) in a sufficiently small neighborhood of \( (m^0, b_j^*(0), \ldots, b_j^*(0)) \), we can construct an integral chain of \( \mathcal{R}_{j}(m^0) \) using subspaces \( E_{j+1}^* \) of \( E_{j+1} \) on which \( dx_{\mu+1} = \cdots = dx_j = 0 \) \( (1 \leq \mu \leq j) \). Under \( \pi_{2*} \) this will be projected onto an integral chain of \( \mathcal{R}_{j}(m^0) \) which is also regular, since it is 'close' to the regular integral chain \((5.40)\). Repeating the above argument, we can prove that \( \mathcal{A}'_{j+1}(m^*, b_j^*, \ldots, b_j^*, b_{j+1}^*) \) is a compatible linear system in \( b_{j+1} \) and
\[
(5.52) \quad r_{j+1}(E_{j+1}^*, \mathcal{R}_{j+1}(m^0)) = 2r_{j+1}(\pi_{2*}(E_{j+1}^*), \mathcal{R}_{j+1}(m^0)) \quad \text{(5.52)}
\]
\[
= 2r_{j+1}(E_{j+1}', \mathcal{R}_{j+1}(m^0)) = r_{j+1}(E_{j+1}', \mathcal{R}_{j+1}(m^0)).
\]
The second equality follows since \( \pi_{2*}(E_{j+1}^*) \) is 'close' to \( E_{j+1} \). We have thus proved that we can extend \((5.40)\) to an integral chain of \( \mathcal{R}_{j+1}(m^0) \) and any such extension is also regular. This completes the proof of Proposition 5.1.

6. Applications to Jacobi fields on minimal submanifolds. Let \( M \) be a Riemannian manifold of dimension \( n + p \) and \( F(M) \) be the bundle of orthonormal frames of \( M \) with bundle projection \( \pi: F(M) \to M \). Let \( \omega_A \) be the solder 1-forms and \( \omega_{AB} \) be the 1-forms which define the Riemannian connection of \( F(M) \) (see for example [1]). The local geometry of \( M \) is completely determined by the following structure equations,
Let \( l \) be the ideal in the ring of analytic differential forms on \( F(M) \) which is generated by the following forms.

\[
\omega_a, \quad \sum_i \omega_i \wedge \omega_i a,
\]

(6.2)

\[
\Theta_a \equiv \sum_i \omega_1 \wedge \ldots \wedge \omega_{i-1} \wedge \omega_i a \wedge \omega_{i+1} \wedge \ldots \wedge \omega_n.
\]

It is easy to see, using (6.1), that \( dl \subset l \). Therefore, \( l \) defines an exterior differential system on \( F(M) \).

**Proposition 6.1.** \( l \) is involutive with independent variables \( \{\omega_1, \ldots, \omega_{n-1}, \omega_1^2, \ldots, \omega_{n-1}^2, \omega_{n+1}^2, \ldots, \omega_{n+p-1}^2, \omega_n^2, \} \) at every point \( e \in F(M) \).

\( \{\omega_{ij}, i<j \} \) and \( \{\omega_{ij}, i\geq j \} \) are some orderings of the sets \( \{\omega_{ij}, i<j \} \) and \( \{\omega_{ij}, i\geq j \} \) respectively.

**Proof.** We put

\[
\omega_a = \sum_i a_i \omega_i + \sum_{i<j} a_{ij} \omega_{ij} + \sum_{\alpha<\gamma} a_{\alpha\beta} \gamma \omega_{\alpha\beta},
\]

(6.3)

\[
\omega_i a = \sum_j b_{ia} \omega_j + \sum_{i<j} b_{iak} \omega_{jk} + \sum_{\beta<\gamma} b_{ia} \beta \omega_{\beta\gamma}.
\]

Let \( b_i \) be the vector whose components are \( a_{ij}, b_{ij} \). Also let \( b_{ij}, i<j \) \( (b_{ij}, \alpha<\beta) \) be the vector whose components are \( a_{ij}, b_{ij} \quad (a_{ij}, b_{ij}) \).

Also put

\[
\lambda = n(n-1)/2 + p(p-1)/2.
\]

(6.4)

We will find, for \( 1 \leq \mu \leq n-1 \), that the equations \( l_\mu(e, b_1, \ldots, b_\mu) = 0 \), after taking into account that \( l_{\mu-1}(e, b_1, \ldots, b_{\mu-1}) = 0 \) is generated by

\[
a_{\alpha\mu} = 0, \quad b_{\nu a\mu} - b_{\mu a\nu} = 0 \quad (1 \leq \nu \leq \mu-1).
\]

(6.5)

It is also not difficult to see that there is only one way to extend any system of solutions of the equations \( l_{n-1}(e, b_1, \ldots, b_{n-1}) = 0 \) to a system of solutions of the equations

\[
l_{n+\lambda-1}(e, b_1, \ldots, b_{n-1}, b_{12}, \ldots, b_{n,n-1}).
\]

(6.6)
namely, by setting
\[ b_{ij} = b_{a\beta} = 0. \tag{6.7} \]
After taking account of the equations
\[ l_{n+\lambda-1}(e, b_1, \cdots, b_{n-1}, b_{12}, \cdots, b_{n+p-1,n+p}) = 0, \tag{6.8} \]
the equations \[ l_{n+\lambda}(e, b_1, \cdots, b_{n-1}, b_{12}, \cdots, b_{n+p-1,n+p}, b_n) = 0 \]
are generated by
\[ a_{\alpha n} = 0, \]
\[ b_{\mu an} - b_{n\mu a} = 0 \quad (1 \leq \mu \leq n - 1), \tag{6.9} \]
\[ b_{n\alpha n} + \sum_{\mu=1}^{n-1} b_{\mu an\mu} = 0. \]
It follows that any system of solutions \( (e^0, h^0, \cdots, h^0_{n-1}, h^0_2, \cdots, b^0_{n+p-1,n+p}, b^n_1) \) of (6.5), (6.7) and (6.9) defines a regular integral flag \( \{e^0\} = E_0 \subset E_1 \subset \cdots \subset E_{n+\lambda-1} \subset E_{n+\lambda} \) of \( I \). It is also easy to see that
\[ r_{\lambda+n} (E_{\lambda+n-1}, I) = 0. \quad \text{Q.E.D.} \tag{6.10} \]

Remark 6.1. (6.10) implies that through any \((\lambda + n - 1)\)-dim integral element \( E_{\lambda+n-1} \) of \( I \) on which
\[ \omega_1 \wedge \cdots \wedge \omega_{n-1} \wedge \omega_{12} \wedge \cdots \wedge \omega_{n-1,n} \wedge \omega_{n+1,n+2} \wedge \cdots \wedge \omega_{n+p-1,n+p} \neq 0 \tag{6.11} \]
there exists a unique \((\lambda + n)\)-dim integral element \( E_{\lambda+n} \) of \( I \) on which
\[ \omega_1 \wedge \cdots \wedge \omega_{n-1} \wedge \omega_{12} \wedge \cdots \wedge \omega_{n-1,n} \wedge \omega_{n+1,n+2} \wedge \cdots \wedge \omega_{n+p-1,n+p} \wedge \omega_n \neq 0 \tag{6.12} \]
and \( E_{\lambda+n} \supset E_{\lambda+n-1} \).

Remark 6.2. We have proved above that any integral manifold of \( I \) on which (6.11) holds is a general solution of \( I \).

If \( f: F^a \to F(M) \) defines an integral manifold of \( I \) on which (6.12) holds, then \( \dim F^a = n(n - 1)/2 + p(p - 1)/2 + n = \lambda + n \). \( f(F^a) \) is the bundle space of the bundle of adapted frames (see for example [1]) of the submanifold \( \pi \circ f(F^a) \) of \( M \). In fact, \( \pi \circ f(F^a) \) is an \( n \)-dim minimal submanifold of \( M \) since the pullbacks of \( \Theta_a \) through any section of the adapted frame bundle are the mean curvature forms of \( \pi \circ f(F^a) \) (see for example [4]). Conversely, given any \( n \)-dim minimal submanifold \( N \) of \( M \), the bundle of adapted frames over \( N \) considered as a submanifold of \( F(M) \) is a general solution of \( I \). The involutiveness of \( I \) implies the local existence of minimal submanifolds of dimension \( n \). More precisely, we have the following theorem (see also [10] and [12]).
Theorem 6.1. Let $G_{n-1}$ be an imbedded $(n-1)$-dim submanifold of $M$ and $P$ be an $n$-dim distribution along $G_{n-1}$ such that $T_m(G_{n-1}) \subset P(m)$ for all $m \in G_{n-1}$. Then assuming the data are real analytic, for each $m^0 \in G_{n-1}$ there exists in every sufficiently small neighborhood $\mathcal{U}$ of $m^0$ a unique imbedded analytic minimal submanifold $N$ of dimension $n$ such that

1. $\mathcal{U} \supset N \supset G_{n-1} \cap \mathcal{U}$,
2. $T_m(N) = P(m)$ for all $m \in G_{n-1} \cap \mathcal{U}$.

Proof. Let $F^l(G_{n-1})$ be the subset of $F(M)$ consisting of all frames $(m, e_1, \ldots, e_{n+p})$ (i.e. $e_1, \ldots, e_{n+p}$ is an orthonormal basis of $T_m(M)$) such that $m \in G_{n-1}$ and $e_1, \ldots, e_n$ span $P(m)$. It can be easily seen that $F^l(G_{n-1})$ is a submanifold of $F(M)$ of dimension $\lambda + n - 1$. Indeed, if $G_{n-1}$ is defined by the imbedding $g: G_{n-1} \rightarrow M$, then $F^l(G_{n-1})$ realizes a reduction of the group $O(n+p)$ of the induced bundle $g^{-1}(F(M))$ over $G_{n-1}$ to $O(n) \times O(p)$ (for definitions and facts related to induced bundle and reduction of structure group see for example [8]). Denote also by $\omega_A, \omega_{AB}$ their pullbacks to $F^l(G_{n-1})$. Then, at every point of $F^l(G_{n-1})$, $\omega_i, \omega_{i\beta}$ and $\omega_i$ span the cotangent space of $F^l(G_{n-1})$, but only $n-1$ of the $\omega_i$ are linearly independent while the $\omega_i, \omega_{i\beta}$ are independent among themselves and independent of the $\omega_i$. On $F^l(G_{n-1})$ we have

$\omega_a = 0$.

Taking the exterior derivative on both sides of (6.13), we have

$\sum_i \omega_i \wedge \omega_i a = 0$.

This implies that, on $F^l(G_{n-1})$, $\omega_{i\alpha}$ are independent of $\omega_i, \omega_{i\beta}$ and they are only linear combinations of the $\omega_i$. Since on $F^l(G_{n-1})$ only $n-1$ of the $\omega_i$ are linear independent, the restriction of $\Theta_\alpha$ (in (6.2)) to $F^l(G_{n-1})$ vanishes identically. $F^l(G_{n-1})$ is therefore a $(\lambda + n - 1)$-dim integral manifold of $I$ on which (6.11) holds. By Remark 6.1, we have that at every point $e^0 \in F^l(G_{n-1})$ there exists a unique $(\lambda + n)$-dim integral element $E_{\lambda+n}$ of $I$ on which (6.12) holds and $E_{\lambda+n} \supset T_{e^0}(F^l(G_{n-1}))$. Since $r_{\lambda+n}(T_{e^0}(G_{n-1})), I = 0$, we have by Theorem 1.1 that there exists, in a sufficiently small neighborhood $\tilde{\mathcal{U}}$ of $e^0$, a unique integral manifold $F^\alpha$ of $\mathcal{I}$ such that $T_{e^0}(F^\alpha) = E_{\lambda+n}$ and $\tilde{\mathcal{U}} \supset F^\alpha \supset F^l(G_{n-1}) \cap \tilde{\mathcal{U}}$. Then, $\mathcal{U} = \pi(\tilde{\mathcal{U}})$ is a neighborhood of $m^0 = \pi(e^0)$ and $N = \pi(F^\alpha)$ is a submanifold of $M$ which have the required properties. Q.E.D.

Let $f: F^\alpha \rightarrow F(M)$ define a $(\lambda + n)$-dim integral manifold of $I$ on which (6.12) holds. We will now compute the equations of variation of $I$ on $f(F^\alpha)$. Let $r: f(F^\alpha) \rightarrow T(F(M))$ be an $I$-field defined on $f(F^\alpha)$. For simplicity, we will assume that $0 = r_i = \langle \tau_i, \omega_i \rangle$. In fact, only the components $\tau_\alpha = \langle \tau, \omega_\alpha \rangle, \tau_{i\alpha} = \langle \tau, \omega_{i\alpha} \rangle$ are of geometric significance. The equations of variation are
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\[(6.15)\quad df^*(r \downarrow \omega^a) + f^*(r \downarrow d\omega^a) = 0,\]
\[(6.16)\quad df^*(r \downarrow \sum_i \omega_i \wedge \omega^a_i) + f^*(r \downarrow d \sum_i \omega_i \wedge \omega^a_i) = 0,\]
\[(6.17)\quad df^*(r \downarrow \Theta^a) + f^*(r \downarrow d\Theta^a) = 0.\]

Set \( \theta_A = f^*(\omega_A) \), \( \Theta_{AB} = f^*(\omega_{AB}) \). Considering \( r^\alpha \) and \( r^\alpha_i \) as functions defined on \( F^a \), (6.15) can be written as
\[(6.18)\quad \sum_\beta (dr^\beta \wedge \theta_\beta + r^\beta d\theta_\beta) - \sum_i (dr^\alpha_i \wedge \theta_i + r^\alpha_i d\theta_i) = 0.\]

One will find (6.16) is merely the exterior derivative of (6.18), that is,
\[(6.19)\quad \sum_\beta (dr^\beta \wedge \theta_\beta + r^\beta d\theta_\beta) - \sum_i (dr^\alpha_i \wedge \theta_i + r^\alpha_i d\theta_i) = 0.\]

As for (6.17), we have, by straightforward computations,
\[(6.20)\quad df^*(r \downarrow \Theta^a) = \sum_i (-1)^{i-1} \left\{ dr^\alpha_i + \sum_j r^\alpha_i \theta_{j_i} \right\} \wedge \theta_1 \wedge \cdots \wedge \hat{\theta}_i \wedge \cdots \wedge \theta_n,\]
\[= \sum_{\beta, i} \sum_{j \neq i} r^\beta_i \omega_1 \wedge \cdots \wedge \omega_{i-1} \wedge \omega_j \wedge \omega_{i+1} \]
\[\wedge \cdots \wedge \omega_n - \sum_\beta (R^\alpha_{i\beta} \omega_1 \wedge \cdots \wedge \omega_n),\]
\[\text{terms at least linear in } \omega_1,\]

where we have set \( R^\alpha_{i\beta} = \sum_i R_{ia\beta} \). Since \( f(F^a) \) is an integral manifold of \( I \), we have
\[(6.22)\quad f^*(\omega^a) = 0, \quad f^*(\omega^a_i) = \sum_i b_{iaj} \theta_j,\]
where \( b_{iaj} = b^a_{ia} \) and \( \sum_i b_{ia} = 0 \). Using these facts, we have
\[(6.23)\quad df^*(r \downarrow d\Theta^a) = \sum_{\beta, i} (-1)^{i-1} r^\beta_i \theta_\beta \wedge \theta_1 \wedge \cdots \wedge \hat{\theta}_i \wedge \cdots \wedge \theta_n,\]

where we have set \( \sigma_{\alpha\beta} = \sum_i b_{iaj} b^a_{i\beta} \).

Therefore, (6.17) can be written as
\begin{align}
\sum_{i} (-1)^{i-1} (dr_{i\alpha} + \sum_{j} r_{j\alpha} \theta_{ji} + \sum_{\beta} r_{i\beta} \theta_{\beta\alpha}) \wedge \theta_1 \wedge \ldots \wedge \theta_i \wedge \ldots \wedge \theta_n = 0.
\end{align}

(6.24)

(6.18) and (6.24) give the equations of variation of \( I \). Observe that (6.18) implies the \( r_{i\alpha} \) components of an \( I \)-field for which \( r_i = 0 \) are completely determined once the \( r_{\alpha} \) components are given.

Recall that \( \pi(F^a) \) is the bundle space of the bundle of adapted frames over the minimal submanifold \( \pi(F^a) \) of \( M \). Let \( e = (e_\alpha, e_a): W \to \pi(F^a) \) be an arbitrary section of the adapted frame bundle over an open set \( W \) of \( N \). Let \( r \) be an \( I \)-field as above. If we put \( r^* = \pi_*(r) \), then we can write

\begin{equation}
 r^*(x) = \sum_{\alpha} r^*_\alpha(e(x)) e_\alpha(x) \, dx = \sum_{\alpha} r^*_\alpha(x) e_\alpha(x).
\end{equation}

(6.25)

Pulling (6.18) back to \( W \),

\begin{equation}
\sum_{i} r_{i\alpha}(e(x)) e^*(\theta_i) = dr^*_\alpha + \sum_{\beta} r^*_\beta e^*(\theta_{\beta\alpha}) = \sum_{i} r^*_\alpha; i e^*(\theta_i).
\end{equation}

(6.26)

where \( \alpha; i \) here denotes the covariant derivative with respect to the induced normal connection on the submanifold \( \pi \circ \overline{f}(F^a) \) in the direction of \( e_i \). If we write \( \overline{R}_{\alpha\beta} = e^*(\sigma_{\alpha\beta}) \), then the pullback of (6.24) after taking (6.18) into account is

\begin{equation}
\left\{ \sum_{i} r^*_\alpha; i e^*(\theta_i) + \sum_{\beta} (\overline{R}_{\alpha\beta} + \sigma_{\alpha\beta}) r^*_\beta \right\} e^*(\theta_1 \wedge \ldots \wedge \theta_n) = 0
\end{equation}

(6.27)

where we have put

\begin{equation}
 dr^*_\alpha; i + \sum_{j} r^*_\alpha; j e^*(\theta_{ji}) + \sum_{\beta} r^*_{\beta; i} e^*(\theta_{\beta\alpha}) = \sum_{i} r^*_\alpha; i; j e^*(\theta_i).
\end{equation}

(6.28)

Therefore, the normal vector field \( r^* \) on \( \pi \circ \overline{f}(F^a) \) satisfies the following system of partial differential equations,

\begin{equation}
\sum_{i} r^*_\alpha; i; i + \sum_{\beta} (\overline{R}_{\alpha\beta} + \sigma_{\alpha\beta}) r^*_\beta = 0,
\end{equation}

(6.29)

which is the so-called Jacobi equation defined on the minimal submanifold \( \pi \circ \overline{f}(F^a) \) (see, for example, [4] and [12]). Any normal vector field which satisfies (6.29) is called a Jacobi field. The Jacobi equations were obtained previously in, for example, [4] or [6] by considering the second variations of the \( n \)-dim volume integral. It is given in the present form in [4].

**Proposition 6.2.** Let \( r \) be an \( I \)-field on an integral manifold \( F^a \) of \( I \) such that \( \langle r, \omega_i \rangle = 0 \), then \( r^* = \pi_*(r) \) is a Jacobi field on \( \pi(F^a) \). Conversely, for any Jacobi field \( r^* \) on \( \pi(F^a) \), there exists an \( I \)-field \( r \) on \( F^a \) such that \( \pi_*(r) = r^* \).

**Proof.** We have already proved the first half of the proposition. If \( r^* = \sum_{\alpha} r^*_\alpha e_\alpha \) is a Jacobi field on \( \pi(F^a) \), by taking different sections of the adapted
frame bundle $F^a$ over $\pi(F^a)$ we can define the $r_\alpha$ components of an $l$-field $r$ on $F^a$ by (6.25) and hence also its $r^i_{\alpha}$ components by (6.26). If we put $0 = \langle r, \omega_i \rangle$ and choose the components $r_{\alpha\beta} = \langle r, \omega_{\alpha\beta} \rangle$, $r_{ij} = \langle r, \omega_{ij} \rangle$ arbitrarily, then we have an $l$-field $r$ on $F^a$ such that $\pi_6(r) = r^*$. Q.E.D.

**Theorem 6.2.** Let $M$ be a Riemannian manifold of dimension $n + p$ and $N$ be an $n$-dim minimal submanifold of $M$. Let $v: N \to T(M)$ be a Jacobi field defined on $N$. Under the assumption of real analyticity, for any point $m^0 \in N$ there exists a one-parameter family of minimal submanifolds $tN$ ($t \in (-\epsilon, \epsilon)$ and $\epsilon > 0$) in a neighborhood $\mathcal{W}$ of $m^0$ in $M$, such that $0N = \mathcal{W} \cap N$ and the deformation vector of $tN$ on $0N$ coincides with the restriction of $v$ to $0N$.

**Proof.** The bundle space of the bundle of adapted frames $F^a(N)$ of $N$ is an integral manifold of $l$. In fact, as noted earlier, it is a general solution of $l$. By Proposition 6.2 there exists an $l$-field $r$ on $F^a(N)$ such that $\pi_6(r) = v$ and $0 = \langle r, \omega_i \rangle = \langle r, \omega_{ij} \rangle$. Then $r$ is an $l$-field which satisfies the conditions of the Main Theorem. Since a one-parameter family of integral manifolds of $l$ on which (6.12) holds is mapped under $\pi$ onto a one-parameter family of minimal submanifolds, Theorem 6.2 follows now directly from the Main Theorem Q.E.D.
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