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ABSTRACT. We consider the system (L) \( y'(t) = Ay(t) + \int_{-\infty}^{t} B(t-s)y(s) \, ds \), \( y(t) = f(t) \), \( t \leq 0 \) where \( y(t) \) is an \( n \)-vector and \( A \) and \( B(t) \) are \( n \times n \) matrices. System (L) generates a semigroup given by \( T_f(s) = \gamma(t+s; f) \) for \( f \) bounded, continuous and having a finite limit at \( -\infty \). Under hypotheses concerning the roots of \( \det (\lambda I - A - \hat{B}(\lambda)) \), where \( \hat{B}(\lambda) \) is the Laplace transform, various results about the asymptotic behavior of \( y(t) \) are derived, generally after invoking the Hille-Yosida theorem. Two typical results are Theorem 1. If \( B(t) \in L^1[0, \infty) \) and \( (\lambda I - A - \hat{B}(\lambda))^{-1} \) exists for \( \Re \lambda > 0 \), then for every \( \epsilon > 0 \), there is an \( M_\epsilon \) such that \( \| T_f \| < M_\epsilon e^{\epsilon t} \| f \| \). Theorem 2. If \( (\lambda I - A - \hat{B}(\lambda))^{-1} \) exists for \( \Re \lambda > -a \) \( (a > 0) \) and if \( B(t)e^{at} \in L^1[0, \infty) \), then the solution to (L) is exponentially asymptotically stable.

I. Introduction. In this paper we will consider the linear Volterra integrodifferential system

\[
(L) \quad y'(t) = Ay(t) + \int_{-\infty}^{t} B(t-s)y(s) \, ds; \quad y(t) = f(t), \quad t \leq 0,
\]

where \( y \) is an \( n \)-vector, \( A \) is an \( n \times n \) matrix, \( B \) an \( n \times n \) matrix of functions and \( f(t) \) is an \( n \)-vector of functions lying in an appropriate Banach space.

In [1] and [2] Miller and Grossman considered the case of a finite lag (i.e. \( -\infty \) is replaced by \( -r \)). The principal result found in [2] was that if \( B(t) \in L^1[0, \infty) \) then asymptotic stability of the solution was equivalent to the condition \( \det (\lambda I - A - \hat{B}(\lambda)) \neq 0 \) for \( \Re \lambda \geq 0 \) where \( \hat{B}(\lambda) \) denotes the Laplace transform.

In the present work we exploit semigroup properties of the solutions to (L) which yield results about their asymptotic behavior. We give, for example, conditions under which the solution of (L) is exponentially asymptotically stable (Corollary 3.3). Under milder restrictions, we show (Corollary 3.6) that solutions can have at most logarithmic growth and in Theorem 3.8 we give conditions under which the solution of (L) lies in \( L^2[0, \infty) \).
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II. Preliminaries.

Definition 2.1. Let $X$ be a Banach space. Let $\{T_t\}$, $0 \leq t < \infty$, be a family of operators taking $X$ into itself. (1) $\{T_t\}$ is a semigroup if $T_0f = f$ and $T_{t+s}f = T_t(T_s(f))$. (2) The infinitesimal generator of $T_t$ is defined as $Cf = \lim_{t \to 0} (T_t f - f)/t$ whenever that limit exists and the set of those $f \in X$ for which the limit exists is the domain of $C (D(C))$. (3) $\{T_t\}$ is said to be a $C_0$ semigroup if, for each $f \in X$, $\lim_{t \to 0} T_t f - f = 0$.

The following theorem is a summary of results which can be found in [3].

Theorem 2.1. If $T_t$ is a $C_0$ semigroup, then $D(C)$ is dense in $X$, and the range of $C$ is contained in $X$. Furthermore, for $x \in D(C)$, $(d/dt) T_t x = C T_t x = T_t C x$.

Now, let $X$ be the space $BC_c(-\infty, 0]$, i.e. $x \in X$ if and only if $x(t)$ is bounded and continuous in $(-\infty, 0]$ and has finite limit at $-\infty$. Suppose $B(t) \in L^1[0, \infty)$. Then we can rewrite system (L) as

$$A(t) = Ay(t) + \int_0^t B(t-s)f(s)ds + \int_0^t B(t-s)y(s)ds.$$  

The first integral above is clearly bounded for every $t > 0$ and $f \in X$. It is then possible to conclude (see Driver [4] for details) that there is a unique solution to (L) which is continuable to $+\infty$ (i.e. has no finite escape time). We now define a set of operators $\{T_t\}$ as $T_t f(s) = y(t + s; f)$, where $y(\cdot; f)$ is the solution of (L) with initial function $f$. Clearly $T_t f \in BC_c(-\infty, 0]$ if $f$ does.

Lemma 2.2. $\{T_t\}$ is a $C_0$ semigroup of operators mapping $X \to X$. The infinitesimal generator $Cf$ is given by

(2.1) $Cf(s) = df/ds, \quad s \leq 0,$

(2.2) $D(C) = \{f; f'' \in BC_c(-\infty, 0] \text{ and } f'(0) = Af(0) + \int_{-\infty}^0 B(-s)f(s)ds\}.$

In order to prove this lemma, we need to define a solution to (L).

Definition 2.2. A function $y(t; f)$ is a solution to (L) if and only if $y(t; f)$ is continuous for $-\infty < t < \infty$, differentiable for $t > 0$ and $y(t; f) = f(t)$ for $t \leq 0$.

Proof of Lemma 2.2. We show that $T_{\nu+u} f = T_{\nu}(T_u f)$, $u, \nu \geq 0$. (By definition it is clear that $T_0 f = f$.) From the definition of a solution,

$$y'(v + u; f) = Ay(v + u; f) + \int_0^{v+u} B(v + u - s)y(s; f)ds + \int_{-\infty}^0 B(v + u - s)f(s)ds$$

$$= Ay(v + u; f) + \int_{-u}^{v} B(v - \sigma)y(\sigma + u; f)d\sigma + \int_{-\infty}^{-v} B(v - \sigma)f(\sigma + u)d\sigma$$

$$= Ay(v + u; f) + \int_0^{v} B(v - \sigma)y(\sigma + u; f)d\sigma + \int_{-\infty}^{-v} B(v - \sigma)y(\sigma + u; f)d\sigma.$$
Let \( z(v) \equiv y(v + u; f) \). Then \( z(v) = y(v; y(u + \cdot; f)) \) which implies that \( y(v + u; f) = y(v; y(u + \cdot; f)) \) or, equivalently, \( T_{v+u} f = T_v (T_u f) \). The fact that \( \{T_t\} \) is a \( C_0 \) semigroup follows easily from the uniform continuity of functions in \( BC_l(-\infty, 0] \).

Finally, the infinitesimal generator \( \mathcal{L}(s) = \lim_{t \to 0^+} (T_t f - T_0 f)/t = \lim_{t \to 0^+} (f(t + s) - f(s))/t = f'(s) \), for \( s < 0 \). For \( s = 0 \), we have \( \lim_{t \to 0^+} (g(t; f) - y(0; f))/t = y'(0; f) = A f(0) + \int_0^\infty B(-s) f(s) ds \) and the proof is complete.

We now calculate the resolvent \( R(\lambda, C) \) of the infinitesimal generator. We have \( R(\lambda, C) g = (\lambda I - C)^{-1} g = f \) or \( (\lambda I - C)/f = g \). Hence, by (2.1) and (2.2), we have

\[
\lambda f(s) - f'(s) = g(s), \quad s < 0,
\]

and

\[
\lambda f(0) - A f(0) - \int_{-\infty}^0 B(-\sigma) f(\sigma) d\sigma = g(0).
\]

Solving the linear, inhomogeneous equation (2.3), we have

\[
f(\sigma) = e^{\lambda \sigma} f(0) - \int_0^\sigma e^{\lambda (\sigma - r)} g(r) dr, \quad \sigma \leq 0.
\]

But, from (2.4),

\[
\lambda f(0) - A f(0) - \int_{-\infty}^0 B(-\sigma) e^{\lambda \sigma} f(0) d\sigma = g(0).
\]

Then

\[
\left[ \lambda I - A - \int_{-\infty}^0 B(-\sigma) e^{\lambda \sigma} d\sigma \right] f(0) = g(0) - \int_{-\infty}^0 B(-\sigma) \left[ \int_0^\sigma e^{\lambda (\sigma - r)} g(r) dr \right] d\sigma,
\]

which implies that

\[
f(0) = (\lambda I - A - \hat{B}(\lambda))^{-1} \left\{ g(0) - \int_{-\infty}^0 B(-\sigma) \left[ \int_0^\sigma e^{\lambda (\sigma - r)} g(r) dr \right] d\sigma \right\}.
\]

This holds whenever \( (\lambda I - A - \hat{B}(\lambda))^{-1} \) exists, i.e. for \( \text{Re} \lambda \) large enough. Here \( \hat{B}(\lambda) \) denotes the Laplace transform.

Finally, we have

\[
(R(\lambda, C) g)(s) = e^{\lambda s}(\lambda I - A - \hat{B}(\lambda))^{-1} g(0) + e^{\lambda s}(\lambda I - A - \hat{B}(\lambda))^{-1} \int_0^\infty e^{-\lambda t} \int_{-\infty}^0 B(t - s) g(s) ds dt + e^{\lambda s} \int_s^0 e^{-\lambda t} g(t) dt.
\]
We note that all the above computations are justified for \( \text{Re} \lambda > \omega \) for \( \omega \) large enough and using the fact that \( B(t) \in L^1[0, \infty) \). Also, the resolvent could have been calculated from the well-known formula (see [3])

\[
(R(\lambda, C)g)(s) = \int_0^\infty e^{-\lambda t}(Tg)(s) dt \quad \text{Re} \lambda > \omega.
\]

Finally, we can point out that all \( \lambda \) with \( \text{Re} \lambda < 0 \) lie in the spectrum of \( C \). This is evident from the fact that even if \( (\lambda I - A - \tilde{B}(\lambda))^{-1} \) exists (so that equation (2.5) makes sense), the function \( e^{\lambda s} \) is unbounded on \( (-\infty, 0] \) and is, therefore, not a member of \( BC_1(-\infty, 0] \). This limits the results obtainable from pure semigroup theory. For example, in order to derive exponential stability results directly, we would need to have the semigroup \( \{T_t\} \) of type \( -a \), where \( a > 0 \). For this condition, a minimal requirement would be that the spectrum of \( R \) lies to the left of the line \( \text{Re} \lambda = -a \), a fact contradicted above.

To conclude this section, we mention some results about the type of a semigroup.

**Definition 2.3.** We say that \( T_t \) is of type \( \omega_0 \) if and only if

\[
\omega_0 = \inf_{t > 0} \frac{1}{t} \log \|T_t\| = \lim_{t \to \infty} \frac{1}{t} \log \|T_t\|.
\]

(See [3, p. 306].) It is clear that if \( \{T_t\} \) is of type \( \omega_0 \), then there is a constant \( M_{\omega_0} \) such that \( \|T_t x\| \leq M_{\omega_0} e^{\omega_0 t} \|x\| \) for every \( x \in X \).

**Theorem (Hille-Yosida).** A necessary and sufficient condition that a closed linear operator \( C \) generates a semigroup \( T_t \) of class \( (C_0) \) and of type \( \omega_0 \) is that \( D(C) \) be dense in \( X \) and \( \|R(\lambda, C)\|_\infty \leq M_{\omega_0}/(\lambda - \omega_0)^n \) for \( \lambda > \omega_0 \).

**Note.** From the resolvent equations, this is equivalent to

\[
\|d^n R(\lambda, C)/d\lambda^n\| \leq M_{\omega_0}^n/(\lambda - \omega_0)^{n+1}
\]

since \( R(\lambda, C) = R(\mu, C) + (\mu - \lambda)R(\lambda, C)R(\mu, C) \), which implies that \( (d^n/d\lambda^n)R(\lambda, C) = (-1)^n n! R(\lambda, C)^{n+1} \).

It is not necessary to only consider this semigroup in the space \( BC_1(-\infty, 0] \). An easy alternative is to consider the space \( X = BC_1(-\infty, 0] \cap L^p(-\infty, 0] \) with \( \|x\|_X = \|x\|_\infty + \|x\|_{L^p} \). \( X \) is a Banach space with this norm and it is evident that \( \{T_t\} \) defined above is again a strongly continuous semigroup of operators. This follows easily from the fact that the convolution of an \( L^1 \) function with an \( L^p \) function is again in \( L^p \). The infinitesimal generator of \( \{T_t\} \) takes the same form, the only change being that now

\[
D(C) = \left\{ f : f' \in BC_1(-\infty, 0] \cap L^p(-\infty, 0] \text{ and } f'(0) = Af(0) + \int_{-\infty}^0 B(-s)f(s) ds \right\}.
\]
We should point out again that the hypotheses of continuity and boundedness of $f$ together with $B(t) \in L^1(0, \infty)$ ensure that there is always a unique continuous solution to (L) existing for $-\infty < t < \infty$. Moreover, from Lemma 2.2, we can conclude that there is an $\omega > 0$ such that

$$\|T_t f\| \leq Me^{\omega t} \|f\|, \text{ for every } t > 0.$$ 

This means that $|y(t; f)| \leq Me^{\omega t} \|f\|$ where $y(t; f)$ is the unique solution to (L).

III. The main results. Our first results concern the space $X = BC((-\infty, 0]) \cap L^1(-\infty, 0]$. Generalization to the $L^p$ case is immediate.

Theorem 3.1. Let $B(t) \in L^1[0, \infty)$ and suppose that

(i) $(\lambda I - A - \hat{B}(\lambda))^{-1}$ exists for $\text{Re} \lambda > 0$, and

(ii) $\|(d^n/d\lambda^n)(\lambda I - A - \hat{B}(\lambda))^{-1}\| < M n!/\lambda^{n+1}$ for $\lambda$ large enough.

Then, for every $\epsilon > 0$, there exists $M_\epsilon > 0$ such that

$$\|T_t f\|_X \leq M_\epsilon e^{\epsilon t} \|f\|_X \text{ for } t \geq 0.$$ 

Proof. From the Hille-Yosida theorem, it suffices to prove that, for every $\epsilon > 0$, there is an $M_\epsilon > 0$ such that $\|d^nR(\lambda, C)/d\lambda^n\|_X \leq M_\epsilon n!/(\lambda - \epsilon)^{n+1}$. To show this we first note that

$$\left\| \frac{d^n}{d\lambda^n} e^{\lambda s}(\lambda I - A - \hat{B}(\lambda))^{-1} g(0) \right\|_\infty$$

$$\leq \|g\|_\infty \left\| \sum_{k=0}^{n} \binom{n}{k} s^k e^{\lambda s} \frac{M(n-k)!}{\lambda^{n-k+1}} \right\| \leq \|g\|_\infty \frac{M n!}{\lambda^{n+1}} \left\| \sum_{k=0}^{n} \frac{s^k \lambda^k}{k!} \right\| \cdot \|e^{\lambda s}\|_\infty$$

$$(3.1) \leq \frac{M n!}{\lambda^{n+1}} \|g\|_\infty \leq \frac{M n!}{\lambda^{n+1}} (\|g\|_\infty + \|g\|_1) = \frac{M n!}{\lambda^{n+1}} \|g\|_X.$$ 

Similarly, consider

$$\left\| \frac{d^n}{d\lambda^n} e^{\lambda s}(\lambda I - A - \hat{B}(\lambda))^{-1} \int_{-\infty}^{0} e^{-\lambda t} \int_{-\infty}^{0} B(t-s) g(s) ds \, dt \right\|_\infty$$

$$(3.2) \leq M \|B\|_1 \|g\|_\infty \left\| \sum_{k=0}^{n} \binom{n}{k} \frac{k!}{\lambda^{k+1}} \int_{-\infty}^{0} t^{n-k} e^{-\lambda t} dt \right\|.$$ 

For $\epsilon > 0$, $1/\lambda^{k+1} < 1/(\lambda - \epsilon)^{k+1}$. After multiplying and dividing by $(\lambda - \epsilon)^{n-k}$, (3.2) becomes
\[
\begin{align*}
\frac{M \|B\|_1 \|g\|_\infty n!}{(\lambda - \epsilon)^n+1} \left\| \sum_{k=0}^{n} \int_{0}^{\infty} e^{-(\lambda - \epsilon)t} \frac{(t(\lambda - \epsilon))^{n-k}}{(n-k)!} e^{-\epsilon t} dt \right\| \\
= \frac{M_1 n! \|g\|_\infty}{(\lambda - \epsilon)^n+1} \left\| \int_{0}^{\infty} e^{-(\lambda - \epsilon)t} \left( \sum_{k=0}^{n} \frac{(t(\lambda - \epsilon))^{n-k}}{(n-k)!} \right) e^{-\epsilon t} dt \right\| \\
\leq \frac{M_1 n! \|g\|_\infty}{(\lambda - \epsilon)^n+1} \int_{0}^{\infty} e^{-\epsilon t} dt \leq \frac{M_1 n!}{(\lambda - \epsilon)^n+1} \|g\|_X \quad \text{(where } M_1 = M \|B\|_1 \).
\end{align*}
\]

Finally,
\[
\left\| \frac{d^n}{d\lambda^n} \right\| \left\| \int_{s}^{t} e^{\lambda(s-t)} g(t) dt \right\| \leq \|g\|_\infty \left\| \int_{s}^{t} (s-t)^n e^{\lambda(s-t)} dt \right\| \\
\leq \|g\|_\infty \left\| \int_{s}^{t} u^n e^{\lambda u} du \right\| \leq \frac{n!}{\lambda^{n+1}} \|g\|_X.
\]

Hence we have
\[
\|\left(\frac{d^n}{d\lambda^n}\right) R(\lambda, C)g\|_\infty \leq (M_1 n!/(\lambda - \epsilon)^{n+1}) \|g\|_X.
\]

We now prove the same thing for \|\left(\frac{d^n}{d\lambda^n}\right) R(\lambda, C)g\|_1. Now,
\[
\left\| \int_{-\infty}^{0} \frac{d^n}{d\lambda^n} e^{\lambda s(\lambda I - A - B(\lambda))^{-1} g(0)} ds \right\| \\
\leq M \|g\|_\infty \left\| \int_{-\infty}^{0} \sum_{k=0}^{n} \binom{n}{k} e^{\lambda s} \frac{k!}{\lambda^{k+1}} \right\| = \frac{Mn! \|g\|_\infty}{(\lambda - \epsilon)^n+1} \left\| \sum_{k=0}^{n} \int_{-\infty}^{0} e^{\lambda s} \frac{s^{n-k}}{(n-k)!} \lambda^{k+1} ds \right\| \\
\leq \frac{Mn! \|g\|_\infty}{(\lambda - \epsilon)^n+1} \left\| \sum_{k=0}^{n} \left( \sum_{i=0}^{n-k} \frac{(s(\lambda - \epsilon))^{n-k}}{(n-k)!} \right) e^{\epsilon s} ds \right\| \\
\leq (Mn! / \epsilon(\lambda - \epsilon)^{n+1}) \|g\|_X \quad \text{as before.}
\]

Similarly,
\[
\left\| \int_{-\infty}^{0} \frac{d^n}{d\lambda^n} e^{\lambda s(\lambda I - A - B(\lambda))^{-1} \int_{-\infty}^{0} e^{-\lambda t} \int_{-\infty}^{0} B(t-u) g(u) du dt ds \right\| \\
\leq M \|B\|_1 \|g\|_X \left\| \sum_{k=0}^{n} \binom{n}{k} \int_{-\infty}^{0} \sum_{r=0}^{k} \binom{k}{r} \frac{r!}{\lambda^{r+1}} e^{\lambda s} \sum_{k-r=0}^{n} \frac{e^{-\lambda t} ds}{t^{n-k} e^{-\lambda t} dt} \right\| \\
\leq (M_1 n! / \epsilon^2(\lambda - \epsilon)^{n+1}) \|g\|_X.
\]
Finally, consider
\[ \left| \int_{-\infty}^{0} \frac{d^n}{d\lambda^n} \int_{s}^{0} e^{\lambda(s-t)} g(t) dt ds \right| = \left| \int_{-\infty}^{0} \left[ \int_{s}^{0} (s-t)^n e^{\lambda(s-t)} g(t) dt \right] ds \right|. \]

Let \( f(t) = t^ne^{\lambda t} \). Then the above integral is equal to the \( L^1(-\infty, 0] \) norm of the convolution of \( f \) and \( g \). But
\[ \| f * g \|_1 \leq \| f \|_1 \| g \|_1 \leq (n! / \lambda^{n+1}) \| g \|_X. \quad \text{Q.E.D.} \]

**Corollary 3.2.** Suppose that \((\lambda I - A - \hat{B}(\lambda))^{-1}\) exists for \( \text{Re} \lambda > 0 \) and that \((\lambda I - A)^{-1}\) exists for \( \text{Re} \lambda \geq 0 \). Suppose further that \( \| e^{\lambda t} \|_{L^1(0, \infty)} \cdot \| B \|_{L^1(0, \infty)} < 1 \). Then the conclusions of Theorem 3.1 hold.

**Proof.** We must verify hypothesis (ii) of that theorem. We have
\[ (\lambda I - A - \hat{B}(\lambda))^{-1} = (\lambda I - A)^{-1}(I - (\lambda I - A)^{-1}\hat{B}(\lambda))^{-1} \]
which converges by assumption. Also, \((\lambda I - A)^{-1} = \int_{0}^{\infty} e^{-\lambda s} e^{A s} ds\) and \( \hat{B}(\lambda) = \int_{0}^{\infty} e^{-\lambda t} B(t) dt \). And so \((\lambda I - A)^{-1}\hat{B}(\lambda) = \int_{0}^{\infty} \int_{0}^{\infty} e^{-\lambda(s+t)} e^{A s} B(t) dt ds \). After a change of variables and a change in the order of integration, we obtain
\[ (\lambda I - A)^{-1}\hat{B}(\lambda) = \int_{0}^{\infty} \int_{0}^{s} e^{-\lambda u} e^{A(u-t)} B(t) dt du = e^{At} * B(\lambda) \]
where "\(*\)" denotes convolution. Consequently, \([((\lambda I - A)^{-1}\hat{B}(\lambda)]^n = \text{the Laplace transform of } (e^{At} * B) * (e^{At} * B) * \cdots * (e^{At} * B) \) (\( n \) times). Denote this function by \( G_n(t) \). Then
\[ \frac{d^k}{d\lambda^k} [((\lambda I - A)^{-1}\hat{B}(\lambda)]^n = \frac{d^k}{d\lambda^k} \int_{0}^{\infty} e^{-\lambda t} G_n(t) dt = \int_{0}^{\infty} e^{-\lambda t} \frac{d^k}{d\lambda^k} G_n(t) dt. \]

But, by integration by parts, it is easy to show that this last expression is bounded by \((k! / \lambda^{k+1}) \sup_{0 \leq t < \infty} | G_n(t) | \). From the equality \( G_n(t) = \int_{0}^{\infty} G_{n-1}(t-s)(e^{At} * B(s)) ds \), we obtain \( \| G_n \|_{\infty} \leq \| G_{n-1} \|_{\infty} \| e^{At} * B \|_{1} \leq \| e^{At} \|_{1} \| B \|_{1} \| G_{n-1} \|_{\infty} \). Hence \( \| G_n \|_{\infty} \leq (\| e^{At} \|_{1} \| B \|_{1})^n \). Thus \((d^k / d\lambda^k) \sum_{n=0}^{\infty} ((\lambda I - A)^{-1}\hat{B}(\lambda)]^n \leq M_1 k! / \lambda^{k+1} \) where \( M_1 = 1/(1 - \| e^{At} \|_{1} \| B \|_{1}) \). Since \((d^k / d\lambda^k)(\lambda I - A)^{-1} \leq M_2 k! / \lambda^{k+1} \), the result follows.

The next corollary gives conditions which ensure exponential asymptotic stability of the solution.

**Corollary 3.3.** Suppose that \( e^{\alpha t} B(t) \in L^1(0, \infty) \) for some \( \alpha > 0 \), condition (ii) of Theorem 3.1 is satisfied, and condition (i) holds for \( \text{Re} \lambda > -\alpha \). Then for any \( \beta, 0 < \beta < \alpha \), there exists \( M_\beta > 0 \) such that for any \( f \in BC_{1}(-\infty, 0], |y(t; f)| \leq M_\beta e^{-(\alpha-\beta)t} \| f \|_X \). In particular, \( y(t; f) \in L^1(-\infty, \infty) \).
Proof. Let $z(t; f) = e^{at}y(t; f)$; then $y(t) = e^{-at}z(t)$ and

$$y'(t) = -ae^{-at}z(t) + e^{-at}f'(t)$$

$$= Ay(t) + \int_0^t B(t - s)y(s)ds + \int_0^\infty B(t - s)f(s)ds.$$ 

Hence $z'(t) = (aI + A)z(t) + \int_0^t B_a(t - s)z(s)ds + \int_0^\infty \hat{B}_a(t - s)f(s)ds$ where $B_a(t) = e^{at}A(t)$ and $f_a(t) = e^{at}f(t) \in BC_I(-\infty, 0]$ since $f$ does. Now, $\hat{B}_a(\lambda) = \hat{B}(\lambda - a)$ and $\det[\lambda I - (A + aI) - \hat{B}_a(\lambda)] = \det[(\lambda - aI - A - \hat{B}(\lambda - a))]$ which is nonzero for $\text{Re } \lambda > 0$. Thus, for $0 < \beta < a$, there exists $M_\beta$ such that $|z(t; f_a)| \leq M_\beta e^{\beta t}||f_a||_X < \beta e^{\beta t}||x||_X < \frac{\beta}{\text{Re } \lambda}$. Q.E.D.

It should be noted here that exponential asymptotic stability is, even for the linear case, not implied by asymptotic stability. In [5], for example, Levin and Nohel give an asymptotically stable, linear system where solutions go to zero as $t^{-3/2}$. Thus, exponential stability results are somewhat of a rarity in this theory.

The following converse theorem is true. The proof is essentially the one given by Miller in [1].

**Theorem 3.4.** Suppose the conclusion of Theorem 3.1 holds. Then

$$\det(\lambda I - A - \hat{B}(\lambda)) \neq 0 \text{ for } \text{Re } \lambda > 0.$$ 

Proof. Suppose not. Then there exists a complex number $s_0$ and a unit vector $k_0$ such that $\text{Re } s_0 > 0$ and $(s_0I - A - \hat{B}(s_0))x_0 = 0$. Define $x(t) = e^{s_0 t}x_0$. Clearly $x(t)$ is bounded on $-\infty < t < 0$ and $x'(t) - Ax(t) = \int_0^t B(t - s)x(s)ds = (s_0I - A - \hat{B}(s_0))x_0 e^{s_0 t}$. But for $\epsilon < \text{Re } s_0$, the conclusions of Theorem 3.1 are not valid. Q.E.D.

For the case $X = BC_I(-\infty, 0]$, it is possible to remove hypothesis (ii) from Theorem 3.1.

**Theorem 3.5.** Suppose that $\det(\lambda I - A - \hat{B}(\lambda)) \neq 0$ for $\text{Re } \lambda > 0$, and $B(t) \in L^1[0, \infty)$. Then for every $\epsilon > 0$, there is an $M_\epsilon > 0$ such that $\|T_t\|_\infty \leq M_\epsilon e^{\epsilon t}||f||_\infty$.

Proof. Since $R(\lambda, C)$ is a "Laplace transform" (see 2.6), we can use the well-known inversions formula

$$T_t f = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{\lambda t} R(\lambda, C)f d\lambda, \quad t > 0, \quad \omega \text{ sufficiently large.}$$

This is valid for every $f \in D(C)$. By the definition of $T_t$ we have, in particular, that

$$y(t) = (T_t f)(0) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{\lambda t}(R(\lambda, C)f)(0)d\lambda, \quad t > 0.$$ 

From our assumptions and (2.5) we see that $R(\lambda, C)f$ is analytic in the whole halfplane $\text{Re } \lambda > 0$. Moreover,
\[(R(\lambda, C)f)(0) = (\lambda I - A - \hat{B}(\lambda))^{-1}(f(0) + B * f(\lambda)).\]

We can write
\[
\lambda(R(\lambda, C)f)(0) = f(0) + B * f(\lambda) + (A + \hat{B}(\lambda))(\lambda I - A - \hat{B}(\lambda))^{-1}(f(0) + f * B(\lambda))
\]

which holds for \( \text{Re} \lambda > 0 \). Using (3.4) in (3.3), we obtain
\[
y(t) = \frac{1}{2\pi i} \int_{\omega - i\infty}^{\omega + i\infty} e^{\lambda t} \frac{f(0)}{\lambda} d\lambda + \frac{1}{2\pi i} \int_{\omega - i\infty}^{\omega + i\infty} e^{\lambda t} \frac{B * f(\lambda)}{\lambda} d\lambda
\]

\[
+ \frac{1}{2\pi i} \int_{\omega - i\infty}^{\omega + i\infty} e^{\lambda t} \frac{(A + \hat{B}(\lambda))(\lambda I - A - \hat{B}(\lambda))^{-1}(f(0) + f * B(\lambda))}{\lambda} d\lambda.
\]

Hence, (see [3, Theorem 6.3.1])
\[
y(t) = f(0) + \int_0^t (B * f)(s) ds + \frac{1}{2\pi i} \int_{\omega - i\infty}^{\omega + i\infty} e^{\lambda t} \frac{(A + \hat{B}(\lambda))(\lambda I - A - \hat{B}(\lambda))^{-1}(f(0) + f * B(\lambda))}{\lambda} d\lambda
\]

for every \( t \geq 0 \) and \( f \in D(C) \). Let \( g(\lambda) = (A + \hat{B}(\lambda))(\lambda I - A - \hat{B}(\lambda))^{-1}(f(0) + f * B(\lambda)) \).

Since \( B \in L^1([0, \infty)) \) we have \( |g(\lambda)| \to 0 \) as \( |\text{Im} \lambda| \to \infty \) uniformly with respect to \( \text{Re} \lambda \) in every interval \([\epsilon, \omega], 0 < \epsilon < \omega \). Consequently, we can change the contour of integration to obtain
\[
y(t) = f(0) + \int_0^t (B * f)(s) ds + \frac{1}{2\pi i} \int_{\omega - i\infty}^{\omega + i\infty} e^{\lambda t} \frac{g(\lambda)}{\lambda} d\lambda = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{\epsilon i \eta} g(\epsilon + i\eta) d\eta
\]

where \( \epsilon > 0 \) is arbitrarily small. By hypothesis we have
\[
|\lambda I - A - \hat{B}(\lambda)|^{-1} \leq M/|\lambda| \quad \text{for Re} \lambda > 0 \text{ and } |\lambda| \geq r \text{ for some } r > 0.
\]

We set
\[
(3.6) \quad |\lambda I - A - \hat{B}(\lambda)|^{-1} \leq M/|\lambda| \quad \text{for Re} \lambda > 0 \text{ and } |\lambda| \geq r \text{ for some } r > 0.
\]

We set
\[
(3.7) \quad \mu(r, \epsilon) = \sup \{|(\lambda I - A - \hat{B}(\lambda))^{-1}[f(0) + B * f(\lambda)]|; \text{Re} \lambda = \epsilon, |\text{Im} \lambda| \leq r|.
\]

Noting that \( |B * f(\lambda)| \leq (1/\epsilon) \|f\| \|B\| \) for \( \text{Re} \lambda = \epsilon \), we have
\[
(3.8) \quad |g(\epsilon + i\eta)| \leq M_1(1 + 1/\epsilon) \|f\| \text{ if } |\eta| \geq r,
\]

and
\[
(3.9) \quad |g(\epsilon + i\eta)| \leq \mu(r, \epsilon) \text{ if } |\eta| \leq r
\]

where \( M_1 > 0 \) is independent of \( \epsilon \) and \( f \). By using (3.8) and (3.9) we obtain...
Finally, we have
\begin{equation}
|y(t)| \leq |/(0)| + t \|B\|_1 \|/\| + M e^{t}(1 + 1/\epsilon) \|/\|
\end{equation}

But \( \mu(r, \epsilon) \leq \sup \{ |(\lambda I - A - \hat{B}(\lambda))^{-1}| : \text{Im } \lambda \leq r, \text{ Re } \lambda = \epsilon \|/\| (1 + (1/\epsilon) \|B\|) \}
\]

and
\begin{equation}
\|T_{t}/\| = \max \left\{ \sup_{-\infty < s \leq 0} |/(s)|, \sup_{0 \leq s \leq t} |y(s)| \right\}.
\end{equation}

Hence
\begin{equation}
(3.11) \quad \|T_{t}/\| \leq M e^{t}\|/\|, \quad \forall / \in D(C), t > 0.
\end{equation}

Since \( D(C) \) is dense in \( BC_{1}(-\infty, 0] \), the inequality (3.11) can be extended to all of \( BC_{1}(-\infty, 0] \) and the proof is complete.

**Corollary 3.6.** Under the assumptions of Theorem 3.5 for \( \text{Re } \lambda \geq 0 \), the solution \( y(t; /) \) has, at most, linear growth. If, in addition, \( / \in L^{1}(-\infty, 0] \), the growth is logarithmic.

**Proof.** The first conclusion follows from (3.10) since \( |\mu(r, \epsilon)| < M \|/(1 + (1/\epsilon) \|B\|) \)
and letting \( t = 1/\epsilon \). If \( / \in L^{1}(-\infty, 0] \), then \( \|\int_{0}^{t} \hat{B} \ast / (s) \, ds\|_{\infty} \leq \|\hat{B}\|_{1} \|/\|_{1} \) and \( \hat{B} \ast / (\lambda) \leq \|\hat{B}\|_{1} \|/\|_{1} \). Thus the linear terms become constants and we are left with logarithmic bounds. Q.E.D.

**Corollary 3.7.** If \( e^{\alpha t}B(t) \in L^{1}[0, \infty) \) and \( \det(\lambda I - A - \hat{B}(\lambda))^{-1} \neq 0 \) for \( \text{Re } \lambda > -\alpha \), then the solution of (L) in \( BC_{1}(-\infty, 0] \) is exponentially asymptotically stable.

**Proof.** Same as Corollary 3.3.

We now seek conditions under which the solution of (L) lies in \( L^{2}[0, \infty) \). For this we need to introduce the Hardy class \( H^{2} \).

**Definition 3.1.** The function \( f(\epsilon + i\eta) \) belongs to \( H^{2} \) if and only if \( f \) is analytic and \( \sup_{\epsilon > 0} \int_{-\infty}^{\infty} |f(\epsilon + i\eta)|^{2} \, d\eta < \infty \). This is a Banach space with the obvious norm.
Theorem 3.8. Suppose that
(i) $\det(\lambda I - A - \hat{B}(\lambda)) \neq 0$ for $\Re \lambda \geq 0$,
(ii) $B \in L^1[0, \infty)$.
Then for every $f \in L^1(-\infty, 0) \cap BC((-\infty, 0]$, the solution $y(t; f)$ of (L) belongs
to $L^2[0, \infty)$ and $\|y\|_2 \leq M(\|f\|_\infty + \|f\|_1)$.

Proof. Assumption (i) implies that there is $R > 0$ such that

$$\left| (\lambda I - A - \hat{B}(\lambda))^{-1} \right| \leq M/|\lambda| \quad \text{for} \quad |\lambda| > R, \ \Re \lambda \geq 0,$$

and

$$\left| (\lambda I - A - \hat{B}(\lambda))^{-1} \right| \leq M \quad \text{for} \quad |\lambda| \leq R, \ \Re \lambda \geq 0.$$

Since $(\lambda I - A - \hat{B}(\lambda))^{-1}$ is analytic in the right halfplane, this implies that
$(\lambda I - A - \hat{B}(\lambda))^{-1}$ belongs to $H^2$. Consequently,

$$(\lambda I - A - \hat{B}(\lambda))^{-1}(f(0) + B \ast f(\lambda)) \in H^2$$

also. This implies (see [6, p. 163, Theorem 2]) that

$$\lim_{n \to \infty} \int_{-\pi}^{\pi} e^{i\eta n} (\eta I - A - \hat{B}(i\eta))^{-1}(f(0) + B \ast f(i\eta)) \, d\eta = g(t)$$

exists and lies in $L^2[0, \infty)$. But by (3.3)

$$y(t) = \frac{1}{2\pi} \lim_{n \to \infty} \int_{-\pi}^{\pi} e^{(\epsilon + i\eta)n} R(\epsilon + i\eta, \sigma, f(0)) \, d\eta, \quad t > 0.$$
\[ \int_0^\infty |y(t)|^2 \, dt = \int_{-\infty}^{\infty} |(\eta i - A - \hat{B}(i \eta))^{-1} f(0) + B * (f(\eta))|^2 \, d\eta \]
\[ \leq (|f(0)| + \|B\|_1 \|f\|_1)^2 \int_{-\infty}^{\infty} |(\eta i - A - \hat{B}(i \eta))^{-1}|^2 \, d\eta. \]  

Q.E.D.

**Corollary 3.9.** In addition to the hypotheses of Theorem 2, assume that \( f \in L^2(-\infty, 0] \). Then the solution \( y(t; f) \) approaches zero as \( t \to \infty \).

**Proof.** From equation (L), it is apparent that \( f \in L^2(-\infty, 0] \), \( y \in L^2[0, \infty) \) and \( B \in L^1[0, \infty) \) implies that \( y' \in L^2[0, \infty) \). Hence \( y(t) \) is uniformly continuous and the result follows.
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