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ABSTRACT. Following Kasminski, we investigate asymptotic behavior of solutions of linear time-independent Itô equations. We first give a sufficient condition for asymptotic stability of the zero solution. Then in dimension 2 we determine conditions for spiraling at a linear rate. Finally we give applications to the Cauchy problem for the associated parabolic equation by the use of a tauberian theorem.

Introduction. Consider a system of linear, constant coefficients differential equations

\[
\frac{dx_i}{dt} = \sum_{j=1}^l b_{ij}x_j \quad (1 \leq i \leq l).
\]

It is well known that the solutions of (0.1) are asymptotically stable if and only if the eigenvalues of \((b_{ij})\) have negative real part. In case \(l = 2\) the angular behavior can be determined, leading to the familiar cases of focal points, nodal points and saddle points.

The corresponding problem for a system of Itô stochastic differential equations

\[
dx_i = \sum_{j=1}^l \sum_{r=1}^m a_{ij}^r x_j dw_r^i + \sum_{j=1}^l b_{ij}^r x_j dt \quad (1 \leq i \leq l)
\]

was first studied by Kasminski [5]. He decomposed the stochastic process into its radial part \(r(t) = |x(t)|\) and its "angular" part \(\lambda(t) = x(t)/|x(t)|\). Assuming a strong ergodicity condition for \(\{\lambda(t), t \geq 0\}\), he gave a necessary and sufficient condition that \(r(t) \to 0\) a.s. when \(t \to \infty\). He did not examine, however, the behavior of \(\{\lambda(t), t > 0\}\). The first study of the angular behavior in the case \(l = 2\)
was carried out by Kozin and Prodromou [6] who proved the existence of spirals for certain examples.

The main contribution of the present paper is to the study of the angular behavior of \( \{x(t), t \geq 0\} \) in the general case \( l = 2 \). The homogeneous form of (0.2) implies (see §2) that \( \{\phi(t) = (\cos \phi(t), \sin \phi(t)), t \geq 0\} \) is a diffusion process which can be determined by a single \( \text{Itô} \) equation on \( (-\infty, \infty) \):

\[
(0.3) \quad d\phi = \tilde{\sigma}(\phi) \, dw + \tilde{b}(\phi) \, dt.
\]

In case \( \tilde{\sigma}(\phi) \) is never zero, the asymptotic behavior depends upon

\[
(0.4) \quad \tilde{\Lambda} = \int_0^{2\pi} \frac{\tilde{b}(\phi)}{\tilde{\sigma}^2(\phi)} \, d\phi.
\]

We prove (Theorem 3.1) that if \( \tilde{\Lambda} > 0 \) (\( \tilde{\Lambda} < 0 \)) then a.s.

\[
(0.5) \quad \lim_{t \to \infty} \frac{\phi(t)}{t} \quad \text{exists and is a positive (negative) constant.}
\]

In case \( \tilde{\sigma}(\phi) = 0 \) for some points \( \phi \), we need to examine the sign of \( \tilde{b}(\phi) \) at these points. If, for instance, \( \tilde{b}(\phi) > 0 \) (\( \tilde{b}(\phi) < 0 \)) at all the points where \( \tilde{\sigma}(\phi) = 0 \), then (Theorem 3.3) the assertion (0.5) again holds. Although this result may be derived by employing the general classification of one-dimensional diffusion, we give a new method of proof based on constructing certain "comparison functions" for the differential generator of the angular process.

Finally, we compare the behavior of the solutions of (0.2) \( (l = 2) \) with the behavior in the deterministic case, achieving the surprising result (Theorem 5.2) that if \( \tilde{\sigma}(\phi) \) does vanish at some points then, whenever the solutions of (0.1) spiral, the same is true of the solutions of (0.2).

In the final section we apply our results to the Cauchy problem

\[
\frac{\partial u}{\partial t} = Lu \quad (t > 0, x \in \mathbb{R}^l), \quad u(0, x) = f(x) \quad (x \in \mathbb{R}^l),
\]

where \( L \) is the differential generator of the diffusion process of (0.2) and \( l = 2 \). We prove that whenever the solutions of (0.2) spiral, \( \lim_{t \to \infty} u(t, x) \) exists provided \( f(x) = g(\phi) \) (\( x = (r \cos \phi, r \sin \phi) \)). We also obtain results on the domain of dependence of the solution upon the initial data.

The asymptotic behavior of solutions of nonlinear stochastic differential equations was studied in Freidlin [1] and in Friedman [3]. The limit theorems obtained in these papers are of entirely different nature than those obtained in the present work.

1. Properties of the radial motion. Consider a system of linear stochastic differential equations
LINEAR STOCHASTIC DIFFERENTIAL SYSTEMS

\[ dx_i = \sigma'_i x_j dw^r + b'_i x_j dt \quad (1 \leq i \leq l), \]
\[ x_i(0) = x_0^i \]

where \((w^1(t), \ldots, w^n(t))\) are independent Brownian motions and \(\sigma'_i, b'_i\) are constants, \(1 \leq i, j \leq l, 1 \leq r \leq n\); we use the summation convention throughout. It is always tacitly assumed that \(x(0) \neq 0\).

Kasminski [5] has observed that the solution of (1.1) can be written as 
\[ x(t) = \lambda(t) \Lambda(t) \]
where \((\lambda_1(t), \ldots, \lambda_l(t))\) is a Markov process on the sphere \(|\lambda| = 1\) and \(\lambda(t) = |x(t)|\) is an explicit functional of \(|\lambda(t), t \geq 0|\). In the case where the \(\lambda\)-process is ergodic, Kasminski presented a necessary and sufficient condition that \(\lambda(t) \rightarrow 0\) when \(t \rightarrow \infty\). That condition, however, is of very limited use since it requires an explicit knowledge of the invariant measure of the \(\lambda\)-process. We shall derive in this section a cruder but more easily verified stability condition which does not depend on the ergodicity of the \(\lambda\)-process.

The differential generator of the \(x(t)\) process is
\[ L = \sum_{i,j=1}^l \sum_{k,r,s=1}^n \sigma'_{kr} \sigma'_{kr} x_k x_s \frac{\partial^2 u}{\partial x_i \partial x_j}, \]
where
\[ a_{ij}(x) = \sum_{k,s=1}^l \sum_{r=1}^n \sigma'_{kr} \sigma'_{kr} x_k x_s, \quad B = \|b'_i\|, \]
If \(u = \phi(r)\) where \(r = |x|\), then
\[ L\phi(r) = r\phi'(r)Q(\lambda) + \frac{1}{2} [r^2 \phi''(r) + r \phi'(r)] \langle a(\lambda) \lambda, \lambda \rangle, \]
where \(\lambda_i = x_i/|x|\) and
\[ Q(\lambda) = \langle B\lambda, \lambda \rangle + \frac{1}{2} \text{tr} a(\lambda) - \langle a(\lambda) \lambda, \lambda \rangle. \]

Let us show as a preliminary step that, in general, the \(x(t)\) process does not hit the origin.

**Theorem 1.1.** \(P\{\exists t > 0 \text{ for which } x(t) = 0\} = 0\).

**Proof.** Let \(\phi(r) = r^{-\epsilon}\) where \(\epsilon\) is a fixed number in the interval \((0,1)\). Using (1.4) we get
\[ L\phi = \epsilon \phi[-Q(\lambda) + (\epsilon/2) \langle a(\lambda) \lambda, \lambda \rangle] < \mu \phi \]
if
\[ \mu > \sup_{|\lambda| = 1} \{|Q(\lambda)| + \frac{1}{2} \langle a(\lambda) \lambda, \lambda \rangle\}. \]

By Itô’s formula, if \(f(x)\) is in \(C^2(\mathbb{R}^n)\) then
(1.5) \[ e^{-\mu t}f(x(t^*)) = f(x_0) + \sum_{i,j,r} \int_0^{t^*} e^{-\mu s} f_i(x(s)) \sigma_i^j x_j(s) dw^r(s) + \int_0^{t^*} (Lf - \mu f) e^{-\mu s} ds \]

where \( t^* \) is any bounded Markov time.

Now let \( \{ r_n \} \) be a decreasing sequence of radii tending to zero, and let \( f_n(x) \) be a \( C^2(\mathbb{R}^1) \) function satisfying \( f_n(x) = r^{-\epsilon} \) for \( r > r_n \). Set \( x_0 = x(0) \). If \( |x_0| > r_n \) and \( T_n = \inf \{ t; |x(t)| = r_n \} \) then, by (1.5) with \( f = f_n \) and \( t^* = t \wedge T_n \),

\[ E[e^{-\mu (T_n \wedge t)} f_n(x(t \wedge T_n))] = f(x_0) + E \int_0^{t \wedge T_n} (Lf - \mu f) e^{-\mu s} ds \leq f(x_0). \]

Let \( B \) be the event \( \{ \omega; \inf_{t > 0} |x(t)| = 0 \} \). Letting \( t \to \infty \) in the last inequality and noting that \( f(x(t \wedge T_n)) = r_n^{-\epsilon} \) if \( t > T_n \), it follows, by the monotone convergence theorem, that

\[ E[e^{-\mu T} X_B^1 r_n^{-\epsilon} \leq 1/|x_0|^\epsilon. \]

Taking \( n \to \infty \), we obtain

\[ E[e^{-\mu T} X_B^1] = 0 \text{ where } T = \lim_{n \to \infty} T_n. \]

Hence \( T = \infty \) a.s. on the set \( B \). Thus, for almost all \( \omega \in B \), \( x(t) \) does not intersect \( 0 \) at a finite time. Since for any \( \omega \notin B \), \( x(t) \neq 0 \) for all \( t > 0 \), the proof of the theorem is complete.

The next theorem establishes a simple sufficient condition for stability.

**Theorem 1.2.** If \( \sup_{|\lambda|=1} Q(\lambda) = -\alpha < 0 \) then, for some constant \( C \),

\[ E[\log r(t)] \leq C - \alpha t, \]

\[ P \left\{ \lim_{t \to \infty} \frac{\log r(t)}{t} \leq -\alpha \right\} = 1. \]

Similarly, if \( \inf_{|\lambda|=1} Q(\lambda) = \beta > 0 \) then, for some constant \( C \),

\[ E[\log r(t)] \geq -C + \beta t, \]

\[ P \left\{ \lim_{t \to \infty} \frac{\log r(t)}{t} \geq \beta \right\} = 1. \]

**Proof.** By Theorem 1.1, \( \log r(t) \) is a well-defined random variable for any \( t > 0 \). From Itô's formula and (1.4)

\[ \log r(t) = \log r(0) + \int_0^t \frac{x_i}{r^2} \sigma_i^j x_j dw^r(s) + \int_0^t Q(\lambda(s)) ds. \]

Since the Itô integral has mean zero, whereas the Lebesgue integral is \( \leq -\alpha t \), the inequality (1.6) follows. To prove (1.7), we use the following lemma.
**Lemma 1.3.** Let $\sigma(t)$ be a nonanticipative functional of $\{w(t), t \geq 0\}$, $|\sigma(t)| \leq K$. Then, a.s.,

$$
\frac{1}{t} \int_0^t \sigma(s) dw(s) \to 0 \quad \text{when } t \to \infty.
$$

From this lemma it follows that a.s.

$$
\frac{1}{t} \int_0^t \frac{x_i x_j}{r^2} \sigma^i_t dw^j(s) \to 0 \quad \text{if } t \to \infty.
$$

Since also $\int_0^t Q(\lambda(s)) ds \leq -\alpha t$, the assertion (1.7) follows. The proof of (1.8), (1.9) is similar.

**Proof of Lemma 1.3.** Let $M > K$ and define

$$
T_t = \int_0^t (\sigma(s) + M)^2 ds, \quad a(t) = \int_0^t (\sigma(s) + M) dw(s).
$$

(Since $\sigma + M > 0$, $a(t)$ is well defined.) By [4, p. 32] or [7, p. 29], $\{a(t), t \geq 0\}$ is a Brownian motion. Consequently, $a(t)/t \to 0$, or $a(T)/T_t \to 0$, when $t \to \infty$.

Noting that $T_t \leq (K + M)^2$ shows that

$$
\frac{1}{t} \int_0^t (\sigma(s) + M) dw(s) \to 0 \quad \text{if } t \to \infty.
$$

Since $w(t)/t \to 0$ when $t \to \infty$, (1.11) follows.

2. The case $l = 2$; reduction to one equation. We now restrict ourselves to systems in the plane, i.e., $l = 2$. We introduce polar coordinates $(r, \phi)$ by $x = r \cos \phi$, $y = r \sin \phi$. From (1.1) we may formally compute the stochastic differential of $\phi$:

$$
d\phi = \phi_x dx + \phi_y dy + \frac{1}{2} \phi_{xx} a_{11} dt + \phi_{xy} a_{12} dt + \frac{1}{2} \phi_{yy} a_{22} dt.
$$

Noting that

$$
\phi_x = -(\sin \phi)/r, \quad \phi_y = (\cos \phi)/r, \quad \phi_{xx} = (2 \sin \phi \cos \phi)/r^2,
$$

we find that

$$
(2.1) \quad d\phi = \left(\sigma_r, \lambda, \lambda^\perp\right) dw^r - \left\{a(\lambda)\lambda, \lambda^\perp\right\} dt
$$

where $\sigma_2 = \|\sigma^1_r\|$, $\lambda = (\cos \phi, \sin \phi)$, $\lambda^\perp = (-\sin \phi, \cos \phi)$.

The above has the following meaning: equation (2.1), with initial condition $\phi(0) = \phi_0$, defines a diffusion process in the interval $-\infty < \phi < \infty$. In terms of this process and the Brownian motions $(w^1(t), \ldots, w^n(t))$, we define a process $r(t)$ by the equation

$$
r(t) = r_0 \exp \left\{\int_0^t \left(\sigma_r(\lambda(s)), \lambda(s)\right) dw^r(s)\right\} \exp \left\{\int_0^t Q(\lambda(s)) ds\right\}
$$
where \( \lambda(s) = (\cos \phi(s), \sin \phi(s)) \); this is motivated by (1.10). The pair \( y(t) = (r(t), \phi(t)) \) is a diffusion process on \( (0, \infty) \times (-\infty, \infty) \). We now define \( x(t) = (x_1(t), x_2(t)) \) where \( x_1(t) = r(t) \cos \phi(t), \ x_2(t) = r(t) \sin \phi(t) \). We claim

**Theorem 2.1.** \( \{x(t), t \geq 0\} \) is a diffusion process which can be obtained as a solution of (1.1).

**Proof.** We have to verify the stochastic equations (1.1) for \( x(t) \). We resort to the general reasoning:

Write \( x_i(t) = g^i(y) \) where \( y = (y_1, y_2) \) and \( g \) is a global differentiable transformation \( (r, \phi) \rightarrow (r \cos \phi, r \sin \phi) \). The stochastic differential of \( x \) can be computed by Itô's formula (subscripts following commas denote partial derivatives)

\[
\text{(2.3)} \quad dx_i = g_{ik}^i dy_k + \frac{1}{2} g_{ik}^i dy_k dy_l.
\]

On the other hand, by definitions (2.1), (2.2), the stochastic differentials of \( (y_1, y_2) = (r, \phi) \) were obtained in terms of the local inverse of \( g \): \( x \rightarrow f(x) = ((x_1^2 + x_2^2)^{1/2}, \tan^{-1}(x_2/x_1)) \); thus

\[
\text{(2.4)} \quad dy_k = f_k^k dx_i + \frac{1}{2} f_k^i f_i^j dx_i dx_j,
\]

where \( f_k^k = 1 \) and \( f_k^i f_i^j = \delta_{kl} \). The functions \( a, b \) are Lipschitz continuous periodic functions with period \( 2\pi \). Let \( \phi(t) \) be the solution of

\[
\phi(t) = \phi_0 + \int_0^t \mathcal{A}(\phi(s)) dw(s) + \int_0^t \mathcal{B}(\phi(s)) ds
\]

as a final reduction we show that with a single Brownian motion we can obtain a process equivalent, in the sense of joint distributions, to (2.1). Let

\[
\mathcal{A}(\phi) = \left( \sum_{r=1}^n (\sigma_{rr}, \lambda^l)^2 \right)^{1/2},
\]

where \( a, b \) are as in (2.1). The functions \( \mathcal{A}, \mathcal{B} \) are Lipschitz continuous periodic functions with period \( 2\pi \). Let \( \phi_j(t) \) be the solution of
where \( \{w(t), \ t \geq 0\} \) is a Brownian motion. An immediate calculation using Itô’s formula shows that \( \phi(t) \) and \( \phi_1(t) \) have the same generator

\[
\tilde{L} = \frac{1}{2} \sigma^2(\phi) \frac{d^2}{d\phi^2} + b(\phi) \frac{d}{d\phi}.
\]

From the uniqueness of bounded solutions of the Cauchy problem for parabolic equations [2] it follows that

\[
E(f(\phi_1(t))) = E(f(\phi(t))) \quad \text{for any } f \in C^2, \ f \text{ bounded};
\]


where \( \phi_1(0) = \phi(0) \). The Markov property now implies that the joint distribution of the processes \( \phi_1(t) \) and \( \phi(t) \) agree.

In the following two sections, we shall study equations of the form (2.7).

3. One stochastic equation. We shall consider in this section one stochastic equation

(3.1) \[ d\phi = b(\phi) \, dt + \sigma(\phi) \, d\omega, \quad \phi(0) = \phi_0 \]

with uniformly Lipschitz continuous coefficients \( b(\phi), \sigma(\phi) \), and with \( \sigma(\phi) \geq 0 \).

Theorem 3.1. Assume that \( \sigma(z) > 0 \) for all real \( z \) and that \( b(z), \sigma(z) \) are periodic of period \( 2\pi \). Let

(3.2) \[ \Lambda = \int_0^{2\pi} \frac{b(z)}{\sigma^2(z)} \, dz. \]

If \( \Lambda > 0 \) then \( T_1 = \inf \{ t; \phi(t) - \phi_0 = 2\pi \} \) is integrable with \( ET_1 > 0 \), and

(3.3) \[ P_{\phi_0} \left\{ \lim_{t \to \infty} \frac{\phi(t)}{t} = \frac{2\pi}{E(T_1)} \right\} = 1. \]

If \( \Lambda < 0 \) then \( T_{-1} = \inf \{ t; \phi(t) - \phi_0 = -2\pi \} \) is integrable with \( ET_{-1} > 0 \), and

(3.4) \[ P_{\phi_0} \left\{ \lim_{t \to -\infty} \frac{\phi(t)}{t} = \frac{-2\pi}{E(T_{-1})} \right\} = 1. \]

Finally, if \( \Lambda = 0 \) then

(3.5) \[ P_{\phi_0} \left\{ \lim_{t \to \infty} \phi(t) = \infty \right\} = 1, \]

(3.6) \[ P_{\phi_0} \left\{ \lim_{t \to -\infty} \phi(t) = -\infty \right\} = 1. \]

Proof. Set

\[ \Phi(z) = \exp \left\{ - \int_0^z \frac{2b(u)}{\sigma^2(u)} \, du \right\}, \quad \int_{-\infty}^0 \Phi(z) \, dz, \quad \int_0^\infty \Phi(z) \, dz. \]

For \( z \) positive,

\[
\int_0^z \frac{2b(u)}{\sigma^2(u)} \, du = 2\Lambda[z/2\pi] + \theta \quad (\mid \theta \mid \leq C', \ C' \text{ constant})
\]

where \([a]\) denotes the largest integer \( \leq a \). Therefore
(3.7) \[ \Phi(z) = \exp\{-A z/\pi + O(1)\}. \]

The same relation holds for \( z \) negative. It follows that when \( A > 0, 1_1 = \infty \) and \( 1_2 < \infty \). By Theorem 1 of [4, p. 119] we conclude that \( \lim_{t \to \infty} \phi(t) = \infty \) a.s. To prove the sharper result (3.3), we may take \( \phi_0 = 0 \) and write \( P_0 = P, E_0 = E \).

Define successive Markov times

\[ T_n = \inf\{t > 0; \phi(t) = 2n\pi\}. \]

We claim that

(3.8) \[ E(T_1) > \infty. \]

To prove it, denote by \( \tau_a \) \((a < 0)\) the exit time of \( \phi(t) \) from the interval \((a, 2\pi)\). Then (see [4, p. 109])

\[ E(\tau_a) = -\int_a^0 2\Phi(y) \int_a^y \frac{dz}{\sigma^2(z)\Phi(z)} \]

(3.9) \[ + \left\{ \int_a^{2\pi} 2\Phi(y) \int_a^y \frac{dz}{\sigma^2(z)\Phi(z)} \left( \int_a^0 \Phi(z) dz / \int_a^{2\pi} \Phi(z) dz \right) \right\}. \]

Using (3.7) one easily finds that \( E(\tau_a) \leq C \) where \( C \) is a constant independent of \( a \).

Since \( \tau_a \neq T_1 \) as \( a \downarrow -\infty, E(T_1) \leq C \).

Using the strong Markov property and the periodicity of \( b(z), \sigma(z) \), it follows that the random variables \( \int_{T_{n-1}}^{T_n} b(\phi(s)) ds \) \((n = 1, 2, \cdots)\) are independent and identically distributed. Since, by (3.8), also \( E(\int_0^{T_1} b(\phi(s)) ds) < \infty \), we can apply the strong law of large numbers to deduce that

\[ \int_0^t b(\phi(s)) ds = \sum N(t) \int_{T_{n-1}}^{T_n} b(\phi(s)) ds + \int_{N(t)}^{T_1} b(\phi(s)) ds \]

\[ \sim N(t) E \int_0^{T_1} b(\phi(s)) ds \]

where \( N(t) \) is the largest \( n \) such that \( T_n \leq t \). The strong law of large numbers applies also to \( \{T_n - T_{n-1}\}_{n=1,2,\cdots} \). It shows that \( N(t) \sim c_1 t \) as \( t \to \infty \) \((c_1 \text{ constant})\). Thus we have

\[ \frac{1}{t} \int_0^t b(\phi(s)) ds \to c \quad \text{if} \quad t \to \infty \quad (c \text{ constant}). \]

But by Lemma 1.3,

\[ \frac{1}{t} \int_0^t \sigma(\phi(s)) dw(s) \to 0 \quad \text{if} \quad t \to \infty. \]

Consequently, \( \phi(t)/t \to c \) if \( t \to \infty \), a.s. In order to evaluate \( c \), we sample the process at \( t = T_1, T_2, \cdots \). Thus, \( 2n\pi = \phi(T_n) \sim c T_n \sim c n E(T_1) \) where in the last relation we have used the strong law of large numbers. It follows that \( 2\pi = c E(T_1) \), and (3.3) is proved. Note that since \( c \) is a real number, \( E(T_1) \neq 0 \).
The proof of (3.4) is similar. Finally, if $\lambda = 0$ then $l_1 = l_2 = \infty$ and (3.5), (3.6) follow from Theorem 1 of [4, p. 119].

**Remark.** $E(T_1)$ can be computed from the relations $E(T_1) = \lim_{a \to -\infty} E_T a$ and (3.9).

Consider next the case where $\sigma(x)$ vanishes on a sequence of points. Suppose

$$\beta_0 < \beta_1 < \beta_2 < \cdots < \beta_k < \beta_{k+1},$$

(3.10)

$$\sigma(\beta_1) = \sigma(\beta_2) = \cdots = \sigma(\beta_k) = 0,$$

$$\sigma(x) > 0 \text{ in the intervals } (\beta_i, \beta_{i+1}), \quad 0 \leq i \leq k.$$

Consider first the case where

(3.11) $b(\beta_1) > 0, \quad b(\beta_2) > 0, \quad \ldots, \quad b(\beta_k) > 0.$

Denote by $\tau_x(a, b)$ the exit time of $\phi(t)$ from $(a, b)$, where $\phi(0) = x$. We shall prove

**Theorem 3.2.** Let (3.10), (3.11) hold. Then, for any $a \in (\beta_0, \beta_1]$ and for any $y \in (\beta_k, \beta_{k+1}),$

(3.12) $E[\tau_x(a, y)] < \infty$ if $x \in (a, y).$

Furthermore,

(3.13) $P(\tau_x(\beta_1, y) = y) = 1$ if $x \in (\beta_1, \beta_k).$

Note, by Theorem 2 of [4, p. 150], that if $x = \beta_1$ then $\phi(t) > \beta_1$ a.s. for any $t > 0.$

**Proof.** For any $\epsilon > 0$ sufficiently small

(3.14) $b(x) > b_0 > 0$ in the intervals $(\beta_i - \epsilon, \beta_i + \epsilon), \quad 1 \leq i \leq k,$

$$\sigma(x) \geq \sigma_0 > 0 \text{ in the intervals } (\beta_i + \epsilon, \beta_{i+1} - \epsilon), \quad 0 \leq i \leq k + 1,$$

where $b_0$ is independent of $\epsilon$ and $\sigma_0$ depends on $\epsilon.$ We shall construct a piecewise $C^2$ function $f(x)$ such that

(3.15) $Lf(x) \leq -\nu < 0$ in $(a, y),$

where $Lu \equiv \frac{1}{2}\sigma^2 u'' + bu';$ $f$ and $\nu$ will depend only on $b_0, \sigma_0, \epsilon$ and on an upper bound on $b.$

We take $\epsilon$ such that $\beta_0 + \epsilon < a, \gamma + \epsilon < \beta_{k+1}$ and, for definiteness, suppose that $a < \beta_1 - \epsilon.$ We begin by taking
\[
\begin{aligned}
  f(x) &= \begin{cases} 
  (1/k)(1 - e^{k(x - \beta_1 + \epsilon)}) & \text{in } (\alpha, \beta_1 - \epsilon), \\
  -(x - \beta_1 + \epsilon) & \text{in } (\beta_1 - \epsilon, \beta_1 + \epsilon), \\
  -2\epsilon + (1/\lambda)(1 - e^{\lambda(x - \beta_1 - \epsilon)}) & \text{in } (\beta_1 + \epsilon, \beta_2 - \epsilon).
  \end{cases}
\end{aligned}
\]

Then \( Lf(x) \leq -b_0 < 0 \) in \((\beta_1 - \epsilon, \beta_1 + \epsilon)\) and, for some positive number \( \nu \),
\[
  Lf(x) = -be^{k(x - \beta_1 + \epsilon)} - \frac{1}{2}k\sigma^2e^{k(x - \beta_1 + \epsilon)} < -\nu
\]
in \((\alpha, \beta_1 - \epsilon)\) provided \(k\) is sufficiently large. Similarly \( Lf(x) < -\nu \) in \((\beta_1 + \epsilon, \beta_2 - \epsilon)\) if \(\lambda\) is sufficiently large. Notice that \(f'(x)\) is continuous at \(x = \beta_1 \pm \epsilon\) but \(f''(x)\) is discontinuous at these points.

Set \( f_2 = f(\beta_2 - \epsilon), f_2 = e^{\lambda(x - \beta_2 - \beta_1 + 2\epsilon)} \) and define
\[
\begin{aligned}
  f(x) &= \begin{cases} 
  -\frac{f_2(x - \beta_2 + \epsilon) + f_2}{2} & \text{in } (\beta_2 - \epsilon, \beta_2 + \epsilon), \\
  -2f_2(x - \beta_2 + \epsilon) + (f_2 + f_2)[1 - e^{\lambda(x - \beta_2 - \epsilon)}] & \text{in } (\beta_2 + \epsilon, \beta_3 - \epsilon).
  \end{cases}
\end{aligned}
\]

Then \(f'(x)\) is continuous at \(x = \beta_2 \pm \epsilon\), but \(f''(x)\) is discontinuous at these points. It is easily seen that \( Lf(x) < -\nu \) in \((\beta_2 - \epsilon, \beta_2 + \epsilon)\) and, if \(\mu\) is sufficiently large, also in \((\beta_2 + \epsilon, \beta_3 - \epsilon)\). We can proceed in this manner step by step to construct \(f\) in the whole interval \((\alpha, \gamma)\).

We proceed to prove that
\[(3.16) \quad E_x(\alpha, \gamma) < \infty \quad \text{for any } x \in (\alpha, \gamma).
\]

Let \(\sigma, b\) be \(C^2\) functions, \(\sigma(x) > 0\) for all \(x\), \(\sigma(x) = 1, \ b(x) = 0\) if \(x < \alpha - 1, \) or if \(x > \gamma + 1\), and \(n \to \infty\), \(\sigma_n(x) \to \sigma(x), b_n(x) \to b(x)\) uniformly in \([\alpha, \gamma]\).

We shall first show that
\[(3.17) \quad E_x^n(\alpha, \gamma) \leq C < \infty
\]
where \(C\) is a constant independent of \(n\), and \(x^n = r^n_x(\alpha, \gamma)\) is the exit time from \((\alpha, \gamma)\) of the stochastic process \(\phi_n(t)\) (with \(\phi_n(0) = x\)) corresponding to \(\sigma_n, b_n\).

The function \(f(x)\) constructed above for \(\sigma, b\) is good also for \(\sigma_n, b_n\) if \(n\) is sufficiently large, that is,
\[(3.18) \quad Lf = (1/2)\sigma^2f'' + b_nf' < -\nu \quad \text{in } (\alpha, \gamma),
\]
except at a finite number of points \(y_1, \ldots, y_l\) where \(f''(x)\) has a jump; \(\nu\) is a positive constant independent of \(n\).

Let \(\{g_m(x)\}\) be a sequence of continuous functions which approximate \(f''(x)\) in the following manner: \(g_m(x) = f''(x)\) if \(|x - y_j| > (1/m)\) for all \(1 \leq j \leq l\), and \(g_m(x)\) connects \(f''(y_j - 1/m)\) to \(f''(y_j + 1/m)\) linearly. It is clear that the functions
\[
f_m(x) = f(\alpha) + f'(\alpha)x + \int_{\alpha}^{x} \int_{\alpha}^{y} g_m(z)dzdy
\]
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satisfy \( f_m(x) \to f(x) \), \( f'_m(x) \to f'(x) \) uniformly in \((\alpha, \gamma)\), as \( m \to \infty \), and \( f''_m(x) = g_m(x) \).

Since \( f_m \) is in \( C^2 \), we can apply Itô's formula and get

\[
E[f_m(\alpha_n(x) \wedge T))) - f_m(x)] = E\left\{ \int_0^{\alpha_n(x) \wedge T} L_n f_m(\phi_n(s)) \, ds \right\}
\]

for any \( T > 0 \). Let

\[
E^m = \{(s, \omega) ; 0 \leq s \leq r_n \wedge T, |\phi_n(s) - \gamma_j| < 1/m\}.
\]

Let \( d\mu \) be \( dt \times dP \). Then

\[
\mu(E^m) \leq E\left\{ \int_0^T \chi(\gamma_j - 1/m, \gamma_j + 1/m)(\phi_n(s)) \, ds \right\}
\]

where \( \chi(t, x, y) \) is the transition density for the diffusion processes corresponding to \( \sigma_n, b_n \); it exists by our assumptions on \( \sigma_n, b_n \).

Since \( L_n f_m(\phi_n(s)) \) is a bounded function of \((s, \omega)\) and since \( L_n f_m(\phi_n(s)) = L_n f(\phi_n(s)) \) for all \((s, \omega)\) not in \( \bigcup_j E^m \), we can apply the Lebesgue bounded convergence theorem in passing to the limit \( m \to \infty \) on the right-hand side of (3.19). Since the left-hand side is bounded by a constant \( C' \) independent of \( m, n \), we get

\[
-C' \leq E\left\{ \int_0^{r_n \wedge T} L_n f(\phi_n(s)) \, ds \right\}.
\]

the set of points \((s, \omega)\) at which \( f(\phi_n(s)) = \gamma_j \) is of measure zero. Using (3.18) we conclude that \( \nu E(r_n \wedge T) \leq C' \), i.e., (3.17) holds. The same proof gives

\[
E|t^{r_n(\alpha - \eta, \gamma + \eta)}| \leq C
\]

if \( \eta \) is sufficiently small.

Now, for each \( T > 0 \), \( \sup_{0 \leq t \leq T} E|\phi_n(s) - \phi(s)|^2 \to 0 \). Using this and the martingale inequality, we get for any \( \mu > 0 \),

\[
P\left\{ \sup_{0 \leq t \leq T} |\phi_n(t) - \phi(t)| > 2\mu \right\} \leq P\left\{ \int_0^T |b_n(\phi_n(s)) - b(\phi(s))| \, ds > \mu \right\}
\]

\[
+ P\left\{ \sup_{0 \leq t \leq T} \left| \int_0^t [\sigma_n(\phi_n(s)) - \sigma_\phi(s)] \, dw \right| > \mu \right\}
\]

\[
\to 0 \quad \text{if } n \to \infty.
\]

Consequently,

\[
r_n(\alpha, \gamma) \wedge T \leq \lim_{n \to \infty} r_n(\alpha - \eta, \gamma + \eta) \wedge T.
\]
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Employing Fatou's lemma and (3.20), we find that $E[\tau_{x}(\alpha, y) \wedge T] \leq C$. Taking $T \to \infty$ the assertion (3.12) follows.

To prove (3.13), approximate $\sigma(x)$ uniformly in $(\beta_0, \beta_{k+1})$ by Lipschitz continuous functions $\sigma_n(x)$ such that $\sigma_n(\beta_j) = 0$, $\sigma_n(x) > 0$ if $\beta_j < x < y + \eta$, for some $0 < \eta < \beta_{k+1} - y$. From the first part of the lemma we have $E[\tau_{x}^{n}(\beta_1, y + \eta)] < \infty$ where $\tau^n$ is the exit time corresponding to $\sigma_n$, $b$. Hence by Theorem 2 of [4, p. 150],

$$P[\phi_n(\tau_{x}^{n}(\beta_1, y + \eta)) = y + \eta] = 1$$

for any $n$. Since $\tau_{x}(\beta_1, y)$ is finite a.s., and since for any $T > 0$

$$P \left\{ \sup_{0 \leq t \leq T} |\phi_n(t) - \phi(t)| > \frac{1}{2} \eta \right\} \to 0 \text{ if } n \to \infty,$$

(3.13) follows.

Theorem 3.3. Assume that $\sigma(x), b(z)$ are periodic of period $2\pi$, and that there is only a finite number of points $\beta_1 < \beta_2 < \cdots < \beta_k$ in $[0, 2\pi)$ where $\sigma(x)$ vanishes. Assume also that either (i) $b(\beta_j) > 0$ for $1 \leq j \leq k$, or (ii) $b(\beta_j) < 0$ for $1 \leq j \leq k$. Let

$$T_n = \inf \{t; \phi(t) - \phi_0 = 2n\pi\} \quad (n = \pm 1, \pm 2, \cdots).$$

If (i) holds then $0 < E(T_1) < \infty,$

$$P_{\phi_0} \left\{ \lim_{t \to \infty} \frac{\phi(t)}{t} = \frac{2\pi}{E(T_1)} \right\} = 1$$

and

$$2n\pi < \phi(t) < 2(n + 1)\pi \quad \text{when } T_n < t < T_{n+1}.$$  

If (ii) holds then $0 < E(T_{-1}) < \infty,$

$$P_{\phi_0} \left\{ \lim_{t \to \infty} \frac{\phi(t)}{t} = -\frac{2\pi}{E(T_{-1})} \right\} = 1$$

and

$$-2(n + 1)\pi < \phi(t) < -2n\pi \quad \text{when } T_{-n} < t < T_{-n-1}.$$  

Proof. The assertions $E(T_1) < \infty$ and (3.22) (in case (i) holds) follow from Theorem 3.2. As in the proof of Theorem 3.1, the strong law of large numbers can be employed to deduce that $T_n/n \to E(T_1)$ a.s. if $n \to \infty$. Combining this with (3.22), the assertion (3.21) follows. The proof of (3.23), (3.24), in case (ii) holds, is similar.

4. One stochastic equation (continued). Consider the case where

$$\sigma(\alpha) = \sigma(\beta) = 0, \quad \sigma(x) > 0 \quad \text{if } \alpha < x < \beta,$$
Let $\alpha < \lambda < \mu < \beta$ and take $\phi_0 \in (\lambda, \mu)$. Denote by $r^1$ the first time $\phi(t)$ exits $(\lambda, \mu)$ at $\mu$, and by $r^2$ the first time $> r^1$ that $\phi(t)$ hits $\lambda$. In general, denote by $r^{2n+1}$ the first time $> r^{2n}$ that $\phi(t)$ hits $\mu$, and by $r^{2n+2}$ the first time $> r^{2n+1}$ that $\phi(t)$ hits $\lambda$. By Theorem 3.2 and its analog in case $b(\beta_i) < 0$ for $1 \leq i \leq k$, $\phi(t)$ remains in the interval $(\alpha, \beta)$ for all $t > 0$, and the times $r^m$ have finite expectation. By the strong Markov property, the random variables $\rho_3 = r^3 - r^2$, $\rho_5 = r^5 - r^4$, $\cdots$ are independent and identically distributed. Hence, by the strong law of large numbers,

\begin{equation}
(\rho_3 + \rho_5 + \cdots + \rho_{2n+1})/n \to E(\rho_3).
\end{equation}

Similarly,

\begin{equation}
(\rho_2 + \rho_4 + \cdots + \rho_{2n})/n \to E(\rho_2).
\end{equation}

We sum up:

**Theorem 4.1.** Let (4.1), (4.2) hold. Then for any $\alpha < \lambda < \mu < \beta$, if $\phi_0 \in (\lambda, \mu)$ then a.s. $\phi(t)$ remains in $(\alpha, \beta)$ for all $t > 0$ and it oscillates from $\lambda$ to $\mu$; the number $N(t)$ of oscillations in $(0, t)$ tends to $\infty$ as $t \to \infty$, in accordance with (4.3), (4.4).

Consider next the case where (4.1) holds and

\begin{equation}
b(\alpha) < 0, \quad b(\beta) > 0.
\end{equation}

We shall prove that for any $x \in (\alpha, \beta)$ and for any small $\epsilon > 0$,

\begin{equation}
E[r_x(\alpha - \epsilon, \beta + \epsilon)] < \infty.
\end{equation}

The proof is similar to the proof of (3.12), once we construct a function $f(x)$ with continuous $f'$ and piecewise continuous $f''$ such that

\begin{equation}
Lf(x) \leq -\nu \quad \text{in} \quad (\alpha - \epsilon, \beta + \epsilon)
\end{equation}

where $\nu$ is some positive number. Take

\[
f(x) = \begin{cases} 
    x - \alpha & \text{if } \alpha - \epsilon < x < \alpha + \epsilon, \\
    x - \alpha - \lambda(x - \alpha - \epsilon)2p & \text{if } \alpha + \epsilon < x < \beta - \epsilon, \\
    \beta - \alpha - \epsilon - \lambda(\beta - \alpha - 2\epsilon)p[1 - 2\lambda p(\beta - \alpha - 2\epsilon)^{2p-1}](x - \beta + \epsilon). \end{cases}
\]

One easily verifies that if $p$ and $\lambda$ are sufficiently large then (4.7) is satisfied. Suppose
\[ a_{i+1} < a_i < \cdots < a_1 < a_0 < \beta_0 < \beta_1 < \cdots < \beta_k < \beta_{k+1}, \]
\[ \sigma(a_i) = 0 \quad (0 \leq i \leq l + 1), \quad \sigma(\beta_j) = 0 \quad (0 \leq j \leq k + 1), \]
\[ \sigma(x) > 0 \quad \text{if} \quad x \in (a_{i+1}, \beta_{k+1}) \quad \text{and} \quad x \neq a_i, \quad x \neq \beta_j. \]

Suppose also that
\[ b(a_i) < 0 \quad (0 \leq i \leq l), \quad b(\beta_j) > 0 \quad (0 \leq j \leq k). \]

Then, for any \( a \in (a_{i+1}, a_i), \beta \in (\beta_k, \beta_{k+1}) \) we can construct in \((a, \beta)\) a function \(f(x)\) which is piecewise \(C^2\) and satisfies \(Lf \leq -\nu < 0\). This leads to the following result.

**Theorem 4.2.** If (4.8), (4.9) hold then for any \( a \in (a_{i+1}, a_i), \beta \in (\beta_k, \beta_{k+1}), x \in (a, \beta), \) \(E\{r_x(a, \beta)\} < \infty.\)

Notice (by Theorem 3.2) that after \(\phi(t)\) exits \((a_0, \beta_0)\), it does not re-enter this interval in any future time.

Let the assumptions of Theorem 4.2 hold, and let \(\bar{\alpha} \in (a_1, a_0), \bar{\beta} \in (\beta_0, \beta_1)\). We shall compute the probability that \(\phi(t)\) exists \((\bar{\alpha}, \bar{\beta})\) at \(\bar{\beta}\). Let \(\gamma \in (a_0, \beta_0),\)
\[ \Phi(x) = \exp\left\{ -\int_y^x \frac{2b(u)}{\sigma^2(u)} \, du \right\}. \]

It is easily seen that \(\Phi(x)\) is a smooth function in \([\bar{\alpha}, \bar{\beta}]\) and
\[ \pi(x) = \int_y^x \Phi(x) \, dz \]

is a solution of \(L\psi = 0\). Hence, by Theorem 4.2 and Itô's formula (cf. [4, p. 115])
\[ P\{\phi(r_x(\bar{\alpha}, \bar{\beta})) = \bar{\beta}\} = (\pi(x) - \pi(\bar{\alpha}))/(\pi(\bar{\beta}) - \pi(\bar{\alpha})). \]

So far we have considered only the cases where at the points \(\lambda\) where \(\sigma(\lambda) = 0\) the drift \(b(\lambda) \neq 0\). We shall now consider the case where both \(a, b\) vanish at some points. The proof of Theorem 1.1 (with \(r^{-\epsilon}\) replaced by \((x + \lambda)^{-\epsilon}\)) shows that when \(\sigma(\lambda) = b(\lambda) = 0, \phi(t)\) cannot intersect \(\phi = \lambda\) for any \(t > 0\).

Suppose (4.1) hold and let \(\alpha < \gamma < \beta\). Introduce \(\Phi(x), \pi(x)\) as in (4.10), (4.11). The process \(\eta(t) = \pi(\phi(t))\) satisfies
\[ d\eta = \bar{\sigma}(\eta) \, dw \]

where \(\bar{\sigma}(y) = \Phi(\pi^{-1}(y))\sigma(\pi^{-1}(y)), \pi^{-1}\) being the inverse function of \(\pi\). Denote by \(t^*\) the exit time of \(\eta(t)\) from the interval \((\pi(\alpha), \pi(\beta))\). Then the solution \(\phi(t)\) of (3.1) satisfies
\[ \pi(\phi(t)) = \eta(t) \quad \text{if} \quad t < t^*. \]

In particular, \(r_x(\alpha, \beta) = t^*\) (if \(\phi(0) = x\)).
Theorem 4.3. Let \( \phi(0) = x, \ a < x < \beta \). (i) If \( \pi(\alpha) = -\infty, \ \pi(\beta) = \infty \) then \( a < \phi(t) < \beta \) for all \( t > 0 \) and

\[
\lim_{t \to \infty} \phi(t) = \inf_{t > 0} \phi(t) = a \quad a.s., \quad \lim_{t \to \infty} \phi(t) = \sup_{t > 0} \phi(t) = \beta \quad a.s.
\]

(ii) If \( \pi(\alpha) > -\infty, \ \pi(\beta) = \infty \) and \( b(\alpha) = 0 \), then \( a < \phi(t) < \beta \) for all \( t > 0 \) and

\[
\lim_{t \to \infty} \phi(t) = \inf_{t > 0} \phi(t) = a \quad a.s., \quad \sup_{t > 0} \phi(t) < \beta \quad a.s.
\]

(iii) If \( \pi(\alpha) = -\infty, \ \pi(\beta) = 0 \) and \( b(\beta) = 0 \), then \( a < \phi(t) < \beta \) for all \( t > 0 \) and

\[
\lim_{t \to \infty} \phi(t) = \sup_{t > 0} \phi(t) = \beta \quad a.s., \quad \inf_{t > 0} \phi(t) > a \quad a.s.
\]

(iv) If \( \pi(\alpha) = -\infty, \ \pi(\beta) = 0 \), \( b(\alpha) = 0 \), and \( b(\beta) = 0 \), then \( a < \beta \) for all \( t > 0 \) and

\[
P \left\{ \lim_{t \to \infty} \phi(t) = \alpha \right\} = P \left\{ \inf_{t > 0} \phi(t) = \alpha \right\} = \frac{\pi(\beta) - \pi(x)}{\pi(\beta) - \pi(\alpha)},
\]

\[
P \left\{ \lim_{t \to \infty} \phi(t) = \beta \right\} = P \left\{ \sup_{t > 0} \phi(t) = \beta \right\} = \frac{\pi(x) - \pi(\alpha)}{\pi(\beta) - \pi(\alpha)}.
\]

Proof. (i) Lemma 1 of [4, p. 115] applied to (4.13) gives

\[
P \left\{ \sup_{t > 0} \eta(t) = \infty \right\} = P \left\{ \lim_{t \to \infty} \eta(t) = \infty \right\} = 1.
\]

Since, by (4.14), \( \sup \eta(t) = \infty \) if and only if \( \sup \phi(t) = \beta \), the second part of (i) follows. The proof of the first part is similar.

(ii) Since \( b(\alpha) = 0 \), \( \phi(t) \) cannot cross \( \phi = a \) for any \( t > 0 \). It also cannot cross \( \phi = \beta \) (since \( \eta(t) < \infty \) for all \( t \)). Thus \( a < \phi(t) < \beta \) for all \( t > 0 \). Since \( \eta(t) > \pi(\alpha) \) for all \( t \), the proof of Lemma 2 in [4, p. 116] can be modified, replacing \( x = -\infty \) by \( x = \pi(\alpha) \). This yields the assertions of (ii).

The proof of (iii) is similar to the proof of (ii), and the proof of (iv) is obtained by modifying the proof of Lemma 3 in [4, p. 117], replacing \( +\infty, -\infty \) by \( \pi(\beta) \) and \( \pi(\alpha) \) respectively. Here the assumption \( b(\alpha) = b(\beta) = 0 \) ensures that \( \eta(t) \) remains in \((\pi(\alpha), \pi(\beta))\) for all \( t \).

Note that if \( b(\beta) < 0 \) then \( \pi(\beta) = \infty \), and if \( b(\alpha) > 0 \) then \( \pi(\alpha) = -\infty \). Hence, the only cases that have not been covered so far (by Theorems 3.3, 4.1–4.3) are

\[
(4.15) \quad b(\alpha) = 0, \quad b(\beta) > 0,
\]

and

\[
(4.16) \quad b(\alpha) < 0, \quad b(\beta) = 0.
\]

If (4.15) holds, \( \phi(t) > a \) for all \( t \), but \( \phi(t) \) may cross \( \phi = \beta \) (as is evident from Theorem 3.3).
Theorem 4.4. Let (4.1), (4.15) hold and let \( x \in (\alpha, \beta) \). If \( \pi(\alpha) = -\infty \) then \( r_x(\alpha, \beta) < \infty \) a.s. and

\begin{equation}
(4.17) \quad P\{\phi(\tau_x(\alpha, \beta)) = \beta\} = 1.
\end{equation}

If \( \pi(\alpha) > -\infty \) then \( \phi(t) > \alpha \) a.s. for all \( t > 0 \) and

\begin{equation}
(4.18) \quad P\{\phi(\tau_x(\alpha, \beta)) = \beta\} = (\pi(x) - \pi(\alpha))/(\pi(\beta) - \pi(\alpha)),
\end{equation}

\begin{equation}
(4.19) \quad P\{\lim_{t \to \infty} \phi(t) = \alpha\} = P\{\inf_{t > 0} \phi(t) = \alpha\} = \frac{\pi(\beta) - \pi(x)}{\pi(\beta) - \pi(\alpha)}.
\end{equation}

A similar result holds in case (4.15) is replaced by (4.16).

Proof. By Theorem 3.2, \( Er(\alpha + \epsilon, \beta) < \infty \) for any \( \epsilon > 0 \). We therefore have the formulas

\begin{equation}
(4.20) \quad P\{\phi(\tau_x(\alpha + \epsilon, \beta)) = \beta\} = (\pi(x) - \pi(\alpha + \epsilon))/(\pi(\beta) - \pi(\alpha + \epsilon)),
\end{equation}

\begin{equation}
(4.21) \quad P\{\phi(\tau_x(\alpha + \epsilon, \beta)) = \alpha + \epsilon\} = (\pi(x) - \pi(\alpha + \epsilon))/(\pi(\beta) - \pi(\alpha + \epsilon)).
\end{equation}

Since \( \phi(t) \) does not intersect \( \phi = \alpha \) at any time, one can easily show that

\[ \{\phi(\tau_x(\alpha, \beta)) = \beta\} = \bigcup_{\epsilon > 0} \{\phi(\tau_x(\alpha + \epsilon, \beta)) = \beta\}. \]

Using this in (4.20) with \( \epsilon \to 0 \), the assertions (4.17), (4.18) follow. The assertion (4.19) follows from (4.21).

5. Behavior of the angular motion. Theorems 3.1, 3.3, 4.1–4.4 can be immediately applied to the equation (2.7) with \( \tau, \tau \) given by (2.5), (2.6). Notice that \((\mathcal{G}(\phi))^2\) is a homogeneous polynomial of degree 4 in \((\cos \phi, \sin \phi)\). Consequently, \(\mathcal{G}(\phi)\) is periodic of period \(\pi\), and it can have at most two zeros in the interval \([0, \pi)\). The function \(\mathcal{B}(\phi)\) is also periodic of period \(\pi\).

The following possibilities may take place:

(i) \(\mathcal{G}(\phi)\) has two distinct zeros \(\phi_1, \phi_2\) in the interval \([0, \pi)\).

(ii) \(\mathcal{G}(\phi)\) has one zero in the interval \([0, \pi)\).

(iii) \(\mathcal{G}(\phi)\) does not vanish in the interval \([0, \pi)\).

If (iii) holds then Theorem 3.1 can be applied. If (i) or (ii) holds then Theorems 3.3, 4.1–4.4 can be applied; the asymptotic behavior of \(\phi(t)\) will depend only on the sign of \(\mathcal{B}(\phi)\) at the points \(\phi_i\) where \(\mathcal{G}(\phi_i) = 0\). The following simple lemma is therefore of crucial importance.

Lemma 5.1. If for some \(\phi\), \(\mathcal{G}(\phi) = 0\), then \(\mathcal{B}(\phi) = (B\lambda, \lambda^\perp)\).

Proof. By formula (2.5),

\[ (\mathcal{G}(\phi))^2 = \sum_{r=1}^{n} \left( \sum_{i, k=1}^{2} \alpha_{ir}^k \lambda_i^k \lambda_i^k \right)^2 = \sum_{r=1}^{n} (S_{1r} \sin \phi - S_{2r} \cos \phi)^2 \]
where \( S_{ir} = \sigma_{ir}^1 \cos \phi + \sigma_{ir}^2 \sin \phi \) \((i = 1, 2)\). Next, by (2.6),

\[
\widehat{b}(\phi) - \langle B\lambda, \lambda^\perp \rangle = - \langle a(\lambda)\lambda, \lambda^\perp \rangle = - \sum_{r=1}^n \sum_{i,j,k,s=1}^2 \sigma_{ir}^k \sigma_{jr}^s \lambda_i \lambda_j \sin\phi(\cos \phi + \sin \phi)(-\sin \phi \sin \phi + \cos \phi).
\]

Since the right-hand side vanishes whenever \( \sigma(\phi) = 0 \), the assertion of the lemma follows.

By Lemma 5.1, the sign of \( \widehat{b}(\phi) \), at the points where \( \sigma(\phi) = 0 \), depends only on the deterministic system (0.1). This enables us to compare the behavior of the solutions of the stochastic system with the behavior of the solutions of the deterministic system. We shall give one consequence of this observation.

**Theorem 5.2.** Let (i) or (ii) hold. If for the deterministic system (0.1) \((l = 2)\) \( \phi(t) \to \infty \) as \( t \to \infty \), then the same is true for the stochastic system (0.2), i.e., if \( x(t) = (r(t) \cos \phi(t), r(t) \sin \phi(t)) \), then a.s. \( \phi(t) \to \infty \) as \( t \to \infty \); in fact \( [\phi(t)/t] \to 2\pi/E(T_1) \) \((0 < E(T_1) < \infty)\). Similarly, if \( \phi(t) \to -\infty \) as \( t \to -\infty \) for the deterministic system, then a.s. \( [\phi(t)/t] \to -2\pi/E(T_{-1}) \) \((0 < E(T_{-1}) < \infty)\).

**Proof.** In the deterministic case, \( |\phi(t)| \to \infty \) as \( t \to \infty \) if and only if the origin is a focal point (spiral or vortex). This is the case if and only if the eigenvalues of \( B \) are nonreal, i.e., if and only if \( \langle B\lambda, \lambda^\perp \rangle \neq 0 \) for all \( \lambda = (\cos \phi, \sin \phi) \). Now use Lemma 5.1 and Theorem 3.3.

If the eigenvalues of \( B \) are real (of the same sign for nodal points, and of different sign for saddle points) then \( \langle B\lambda, \lambda^\perp \rangle \) does not have a fixed (positive or negative) sign. Nevertheless, the stochastic solutions may still spiral in accordance with Theorems 3.1, 3.3 if either (iii) holds and \( \hat{\Lambda} \) (defined in (0.4)) is \( \neq 0 \), or if (ii) holds and \( \langle B\lambda, \lambda^\perp \rangle \neq 0 \), or if (i) holds and \( \langle B\lambda, \lambda^\perp \rangle \) is positive for \( i = 1, 2 \) or negative for \( i = 1, 2 \); here \( \lambda^\perp = (\cos \phi_i^\perp, \sin \phi_i^\perp) \). In all other cases, the stochastic solution does not spiral, but Theorems 4.1–4.4, in conjunction with Lemma 5.1, can immediately be applied.

6. Application to the Cauchy problem. Consider the Cauchy problem

\[
\frac{\partial u}{\partial t} = Lu \quad \text{for } t > 0,
\]

\[
u(0, x) = f(x) \quad \text{in } R^l \quad (l = 2)
\]

where \( Lu \) is defined by (1.2), (1.3) with \( l = 2 \). Note that \( L \) is a degenerate elliptic operator with unbounded coefficients. Suppose the second derivatives of \( f(x) \) are continuous and
(6.2) \[ |D_x^i f(x)| \leq C(1 + |x|^b) \quad (0 \leq i \leq 2; \; b > 0) \]

where \( C, \; b \) are constants. Then there exists a unique solution of (6.1) satisfying in each strip \( 0 \leq t \leq T, \)
\[ |u(t, x)| \leq M(1 + |x|^b) \]

where \( M \) is a constant depending on \( T \). Indeed, if \( \xi_x(t) \) denotes the solution of (1.1) with \( \xi_x(0) = x \) then, by standard arguments [4], the function
\[ u(t, x) = E|f(\xi_x(t))| \]

is a solution of (6.1). The uniqueness, even within the larger class of functions \( u(t, x) \) satisfying a polynomial growth \( |u(t, x)| \leq C(1 + |x|^b) \) in each strip \( 0 \leq t \leq T, \) where \( C, \; K \) are some positive constants depending on \( u \) and \( T \), is proved in Problem 2 of [2, p. 56]. In the sequel, by a solution of the Cauchy problem (6.1) we shall mean the function given by (6.4) (even when \( f \) is not continuous).

With \( b, \; \delta \) defined in (2.5), (2.6), we make the following assumptions:

(A) If \( \partial(\phi) \neq 0 \) for all \( \phi \) then \( \Lambda (\text{in (0.4)}) \neq 0 \); if \( \partial(\phi) \) vanishes in \((0, \pi)\) and its zeros are \( \phi_1, \phi_2 \) (they may coincide) then either \( \langle B_{\lambda}, \lambda_i \rangle \) is positive for \( i = 1, 2 \) or \( \langle B_{\lambda}, \lambda_i \rangle \) is negative for \( i = 1, 2 \).

(B) \( f(x) \) is independent of the radial variable, that is, there is a function \( g(\phi) \) periodic of period \( 2\pi \) such that \( f(x) = g(\phi) \) if \( x = (r \cos \phi, r \sin \phi) \).

Notice that if \( (A) \) holds then the stochastic solution \( \phi(t) \) spirals and either \( E(T_1) < \infty \) (if \( \phi(t) \to \infty \)) or \( E(T_{-1}) < \infty \) (if \( \phi(t) \to -\infty \)). We shall need the following lemma:

**Lemma 6.1.** If \( (A) \) holds with \( E(T_1) < \infty \) then \( T_1 \) is not concentrated on any lattice of the form \( \{ \alpha n; \; n = 1, 2, \ldots \} \), \( \alpha \) real.

**Proof.** The assertion of the lemma is equivalent to the assertion that the equation \( 1 = E(e^{iyT_1}) \) (\( y \) real) has a unique solution \( y = 0 \). In proving the lemma we shall use the fact that \( \partial(\phi) \) does not vanish identically, i.e., there is a point \( \phi_0 \in (0, 2\pi) \) and a \( \delta > 0 \) such that \( \partial(\phi) > 0 \) if \( |\phi - \phi_0| \leq \delta \). We can take \( \delta \) such that \( 0 < \phi_0 - \delta, \phi_0 + \delta < 2\pi \). Let \( I_1 = [0, \phi_0 - \delta), \; I_2 = [\phi_0 - \delta, \phi_0 + \delta), \; I_3 = [\phi_0 + \delta, 2\pi), \) and let \( T_1 = U_1 + U_2 + U_3 \) where \( U_1 = \inf \{ t > 0; \phi(t) = \phi_0 - \delta \}, \; U_2 = \inf \{ t > 0; \phi(t) = \phi_0 + \delta \}, \; U_3 = \inf \{ t > 0; \phi(t) = 2\pi \}. \) By the strong Markov property,

\[ E_0(e^{iyT_1}) = E_0(e^{iyU_1})E_{\phi_0 - \delta}(e^{iyU_2})E_{\phi_0 + \delta}(e^{iyU_3}). \]

Since \( |e^{iyU}| \leq 1 \), each expectation on the right-hand side is \( \leq 1 \). Thus, in order to complete the proof of the lemma it suffices to show that \( |E_{\phi_0 - \delta}(e^{iyU_2})| < 1 \) if \( y \neq 0 \). This is equivalent to showing that, when \( \phi(0) = \phi_0 - \delta, \; U_2 \) is not concentrated on a lattice of the form \( \{ \alpha + n\beta; \; n = 1, 2, \ldots \}; \; \alpha, \beta \) real. For this it
suffices to show that $P_{\phi_0-\delta}(U_2 < t) > 0$ for any $t > 0$. But the function $w(t, x) = P_x(U_2 < t)$ for $t > 0$, $-\delta - \epsilon \leq x - \phi_0 \leq \delta$ ($\epsilon > 0$ and sufficiently small) satisfies
\[
\frac{\partial w}{\partial t} = \frac{1}{2}(\partial^2 w/\partial x^2 + \gamma(x) \partial w/\partial x),
\]
and $w(0, x) = 0$ if $-\delta - \epsilon \leq x - \phi_0 \leq \delta$, $w(t, \phi_0 + \delta) = 1$ if $t > 0$. Since $\partial(x) > 0$ if $-\delta - \epsilon \leq x - \phi_0 \leq \delta$ and $\epsilon$ is sufficiently small, the strong maximum principle [2] can be applied to conclude that $w(t, x) > 0$ if $t > 0$, $-\delta - \epsilon \leq x - \phi_0 \leq \delta$. Hence $P_{\phi_0-\delta}(U_2 < t) > 0$.

Theorem 6.2. Let (A), (B) hold. Then the solution $u(t, x)$ of the Cauchy problem (6.1) satisfies $\lim_{t \to \infty} u(t, x)$ exists for any $x \in \mathbb{R}^2$, $x \neq 0$.

Proof. It suffices to prove the theorem in case $\phi(t) \to \infty$ as $t \to \infty$. In this case $E(T_+) < \infty$. Consider the function $u(t) = E[g(\phi(t))]$ where $\phi(t)$ is the solution of (2.7) with $\phi_0 = x$. What we have to prove is that
\[
\lim_{t \to \infty} u(t) \text{ exists.}
\]
Note that $u(t)$ is a bounded function.

We introduce the Laplace transform $V(s) = \int_0^\infty e^{-st} u(t) dt$, $s = \lambda + i\mu$, $\lambda > 0$. Then
\[
V(s) = E \left\{ \int_0^\infty e^{-st} g(\phi(t)) dt \right\} = E \left\{ \sum_{n=1}^{\infty} \int_{T_{n-1}}^{T_n} e^{-st} g(\phi(t)) dt \right\}
\]
\[
= \sum_{n=1}^{\infty} E \left\{ e^{-sT_{n-1}} \int_0^{T_1+\theta T_{n-1}} e^{-st} g(\phi(t) \circ \theta_{T_{n-1}}) dt \right\}
\]
where $\theta_{T_{n-1}}$ is the translation operator. Using the strong Markov property and the representation $T_{n-1} = T_1 + (T_2 - T_1) + \cdots + (T_{n-1} - T_{n-2})$ of $T_{n-1}$ as a sum of independent and identically distributed random variables, we get
\[
V(s) = \sum_{n=0}^{\infty} [E(e^{-sT_1})]^n E \left\{ \int_0^{T_1} e^{-st} g(\phi(t)) dt \right\}
\]
\[
= E \int_0^{T_1} e^{-st} g(\phi(t)) dt / (1 - E(e^{-sT_1})).
\]
If $\lambda \geq 0$, $s \neq 0$, then
\[
\text{Re} \{1 - E(e^{-sT_1})\} = \int_0^\infty (1 - e^{-\lambda t} \cos \mu t) P(T_1 \in dt) > 0
\]
by Lemma 6.1. Hence
\[
1 - E(e^{-sT_1}) \neq 0 \text{ if } \lambda \geq 0, \ s \neq 0.
\]
We can write
\[ (6.8) \quad E \left\{ \int_0^{T_1} e^{-st} g(\phi(t)) \, dt \right\} = \int_0^\infty e^{-st} \mathbb{E}[g(\phi(t)) \chi_{(t \leq T_1)}] \, dt = \int_0^\infty e^{-st} k(t) \, dt \]

where
\[ (6.9) \quad k(t) = \mathbb{E}[g(\phi(t)) \chi_{(t \leq T_1)}] \text{ belongs to } L^1(0, \infty) \]

since \( \mathbb{E}(T_1) < \infty \).

Consider the function
\[ (6.10) \quad \psi(s) = \frac{1 - \mathbb{E}[e^{-sT_1}]}{s} = \int_0^\infty \left( \frac{1 - e^{-st}}{s} \right) \mathbb{P}(T_1 \geq t) \, dt. \]

Since \( \mathbb{E}(T_1) < \infty \) the integrand
\[ (6.11) \quad \psi(t) = \mathbb{P}(T_1 \geq t) \text{ belongs to } L^1(0, \infty). \]

We now introduce the constant \( A = \mathbb{E}\int_0^{T_1} g(\phi(t)) \, dt \) and consider the functions \( \tilde{\varphi}(t) = u(t) - A, \tilde{g}(t) = g(t) - A \). Then \( \tilde{\varphi}(t) = \mathbb{E}[\tilde{g}(\phi(t))] \) and, by (6.6), (6.8), (6.10),
\[ (6.12) \quad \tilde{V}(s) = \int_0^\infty e^{-st} \tilde{\varphi}(t) \, dt = \frac{1}{s} \frac{\int_0^\infty e^{-st} \mathbb{E}[g(\phi(t)) \chi_{(t \leq T_1)}] \, dt}{\int_0^\infty e^{-st} \mathbb{P}(T_1 \geq t) \, dt} = \frac{1}{s} \frac{N(s)}{D(s)} \]

where \( N(s) \) stands for the numerator and \( D(s) \) stands for the denominator. We would like to apply the tauberian theorem of Landau-Ikehara [8, p. 130] which states:

If \( \tilde{\varphi}(t) \) is bounded below, if \( \tilde{\varphi}(t)e^{-\lambda t} \in L^1(0, \infty) \) for any \( \lambda > 0 \), if \( \tilde{V}(i\mu) = \lim_{\lambda \to 0} \tilde{V}(\lambda + i\mu) \) exists for almost all \( \mu \) and is locally integrable, and if
\[ (6.13) \quad \lim_{\lambda \to 0} \int_{-M}^M |\tilde{V}(\lambda + i\mu) - \tilde{V}(i\mu)| \, d\mu \to 0 \]

for any \( M > 0 \), then, for any \( \delta > 0 \),
\[ (6.14) \quad \int_{x-\delta}^{x+\delta} \tilde{\varphi}(t) \, dt \to 0 \quad \text{if} \quad x \to \infty. \]

In our case, \( \tilde{\varphi}(t) \) is uniformly bounded and from (6.6)–(6.11) it is clear that \( \tilde{V}(i\mu) = \tilde{V}(i\mu + 0) \) exists and is bounded for \( \mu \) in any closed bounded interval \( I \) that does not intersect the origin, and
\[ (6.15) \quad \int_I |\tilde{V}(\lambda + i\mu) - \tilde{V}(i\mu)| \, d\mu \to 0 \quad \text{if} \quad \mu \to 0. \]

To study the behavior of \( \tilde{V}(s) \) near \( s = 0 \), write
\[ \frac{N(s)}{s} = \int_0^\infty \frac{e^{-\lambda t - i\mu t} - 1}{\lambda + i\mu} \mathbb{E}[g(\phi(t)) \chi_{(t \geq T_1)}] \, dt. \]
The fraction in the integrand is bounded by \( C' t \), where \( C' \) is a constant, and
\[
\int_0^\infty t E|g(\phi(t))\chi(t \leq T_1)| dt \leq C \int_0^\infty t E\chi(t \leq T_1) dt \leq C E|T_1^2| < \infty.
\]
(In fact, since \( E_x(T_1) \leq c < \infty \) for all \( x \), where \( c \) is a constant, the strong Markov property implies that \( E[e^{-\gamma T_1}] < \infty \) for some \( \gamma > 0 \).) It follows that
\[
\frac{N(s)}{s} \to -\int_0^\infty t E|g(\phi(t))\chi(t \leq T_1)| dt \quad \text{if } s \to 0,
\]
and the integral is finite. Recalling (6.12) we easily conclude that (6.15) holds also for bounded intervals \( I \) which contain the origin. Thus the assumption (6.13) in the above cited tauberian theorem is satisfied. The assertion (6.14) is therefore valid.

Now, as easily seen, for any \( t, t' \) in \([0, \infty)\),
\[
E|\phi(t) - \phi(t')|^2 \leq C|t - t'| \quad (C \text{ constant}).
\]
Since \( g(\phi) \) is Lipschitz continuous, we get
\[
|u(t) - u(t')| \leq C|t - t'|^{1/2}
\]
with another constant \( C \). Hence,
\[
\left| 2\delta \hat{u}(t) - \int_{t-\delta}^{t+\delta} \hat{u}(t') dt' \right| \leq 2C\delta^{3/2}.
\]
Using (6.14) we conclude that \( \lim_{t \to \infty} \hat{u}(t) \leq 2C\delta^{3/2} \), i.e., \( \hat{u}(t) \to 0 \) if \( t \to \infty \). This completes the proof of (6.5).

As a by-product of the proof we obtain
\[
(6.16) \quad \lim_{t \to \infty} u(t, x) = E\left\{ \int_0^{T_1} g(\phi(t)) dt \right\}, \quad \text{where } x = (\cos \phi(0), \sin \phi(0)).
\]

Consider now the case of a general initial function \( f(x) \) and suppose that
\[
(6.17) \quad f(r \cos \phi, r \sin \phi) \to g(\phi) \quad \text{uniformly as } r \to \infty.
\]
Suppose also that
\[
(6.18) \quad Q(\lambda) > 0 \quad \text{for all } \lambda = (\cos \phi, \sin \phi)
\]
where \( Q(\lambda) \) is as in (1.4). Then we can state

**Corollary 6.3.** If (A), (6.17) and (6.18) hold, then the assertion of Theorem 6.2 is valid.

Indeed, by Theorem 1.2, \( \kappa(t) \to \infty \). This and (6.17) imply that
\[
u(t, x) - E|g(\phi(t))| \to 0 \quad \text{if } t \to \infty.
\]
Now use Theorem 6.2.
We shall give another application to the Cauchy problem. Let
\begin{equation}
\mathcal{H}(\phi_1) = \mathcal{H}(\phi_2) = 0 \quad \text{where} \quad 0 \leq \phi_1 < \phi_2 < \pi
\end{equation}
and suppose that
\begin{equation}
(B\lambda_1, \lambda_1^+) > 0, \quad (B\lambda_2, \lambda_2^+) < 0
\end{equation}
where \( \lambda_i = (\cos \phi_i, \sin \phi_i), \lambda_i^+ = (-\sin \phi_i, \cos \phi_i). \) Denote by \( S \) the set \( \{(r, \phi); r > 0, \phi_1 < \phi < \phi_2 \text{ or } \phi_1 + \pi < \phi < \phi_2 + \pi\}. \) \( S \) consists of two sectors.

From Theorem 4.1 we deduce that if \( x \in S \) then \( \xi_x(t) \in S \) for all \( t > 0. \) Using (6.4) we conclude

**Theorem 6.4.** If (6.19), (6.20) hold then for any \( x \in S \) the solution \( u \) of (6.1) at the points \( (t, x), t > 0, \) depends only on the initial data \( f \) restricted to \( S. \)

Thus the domain of dependence of the set \( \{(t, x) \in [0, \infty) \times S\} \) is \( S. \)

Further results of the same nature can be obtained by employing Theorems 4.2–4.4.

**REFERENCES**


