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ABSTRACT. Let $\mathcal{B}$ be a real separable Banach space, $\mu$ a Gaussian measure on the Borel $\sigma$-field of $\mathcal{B}$, and $\mathcal{B}_\mu[\mathcal{B}]$ the completion of the Borel $\sigma$-field under $\mu$. If $G \in \mathcal{B}_\mu[\mathcal{B}]$ is a subgroup, we show that $\mu(G) = 0$ or 1, a result essentially due to Kallianpur and Jain. Necessary and sufficient conditions are given for $\mu(G) = 1$ for the case where $G$ is the range of a bounded linear operator. These results are then applied to obtain a number of 0-1 statements for the sample function properties of a Gaussian stochastic process. The zero-one law is then extended to a class of non-Gaussian measures, and applications are given to some non-Gaussian stochastic processes.

1. Introduction. Kallianpur [12] has proved the following result. Let $T$ be a complete separable metric space, $\chi$ a linear space of real-valued functions on $T$, and $B[\chi]$ the $\sigma$-field of $\chi$ sets generated by sets of the form $\{x: (x(t_1), \ldots, x(t_n)) \in C, t_1, \ldots, t_n \in T$ and $C$ a Borel set in $\mathbb{R}^n$. Suppose that $P$ is a Gaussian probability measure on $B[\chi]$ with continuous covariance function $K$ and zero mean, and that $\chi$ contains the reproducing kernel Hilbert space of $K$. Let $B_0[\chi]$ denote the completion of $B[\chi]$ under $P$. With these assumptions, Kallianpur has shown that $P(G) = 0$ or 1 for every $B_0[\chi]$-measurable $\tau$-module of $\chi$. This result was extended to subgroups by Jain [11]. Moreover, an inspection of the proofs in [12] and [11] reveals that the zero-one law holds for Gaussian measures with nonzero mean, after making the necessary change in the form of the Radon-Nikodym derivative of a Gaussian measure equivalent to $P$.

We first show that this zero-one law holds for Gaussian measures on a real separable Banach space. Necessary and sufficient conditions for the alternatives are also given for cases where the subgroup is the range space of a bounded linear operator. A number of applications are given on path properties of Gaussian stochastic processes. Finally, the zero-one law is extended to a class of non-
Gaussian measures, and some zero-one laws are given for a class of non-Gaussian stochastic processes.

As noted in [12], Cameron and Graves [2] first considered this problem for the case of Wiener measure. In another direction, Pitcher [18] essentially proved the following result. Let \( \mu \) be a zero-mean Gaussian measure on a real separable Hilbert space \( \mathcal{H} \) with covariance operator \( K \). Suppose \( K = TST^* \) for \( S \) and \( T \) Hilbert-Schmidt linear operators. Then \( \mu[\text{range}(T)] = 0 \) or 1. Our interest in this problem was motivated by Pitcher's work. Results similar to those of Kallianpur, but restricted to linear manifolds, have been obtained by Rosanov [19].

2. Definitions. \( \mathcal{B} \) will denote a separable Banach space with norm \( \| \cdot \| \), \( \mathcal{H} \) a separable Hilbert space with inner product \( \langle \cdot, \cdot \rangle \). All linear spaces are defined over the real numbers. For a given topological space \( \mathcal{A} \), \( B[\mathcal{A}] \) will denote the Borel \( \sigma \)-field of \( \mathcal{A} \) sets. If \( \mu \) is a probability measure on \( B[\mathcal{A}] \), then \( B_\mu[\mathcal{A}] \) will denote the completion of \( B[\mathcal{A}] \) under \( \mu \). A covariance operator in \( \mathcal{H} \) is an operator that is bounded, linear, nonnegative, selfadjoint, and trace-class.

A Gaussian measure \( \mu \) on \( B[\mathcal{B}] \) is by definition a probability measure such that all bounded linear functionals on \( \mathcal{B} \) are Gaussian with respect to \( \mu \). \( \mathcal{B}^\ast \) is the space of all bounded linear functionals on \( \mathcal{B} \).

3. The zero-one law for Banach space. In this section, we obtain the zero-one law for Gaussian measures on a separable Banach space. To obtain this result, we will first show that Kallianpur's result, and Jain's extension, includes Gaussian measures on a separable Hilbert space.

We recall that if \( \mu \) is a Gaussian measure on \( B[\mathcal{H}] \), then \( \mu \) has a mean element \( m \) and covariance operator \( R \), defined by

\[
\langle m, y \rangle = \int_\mathcal{H} \langle x, y \rangle \, d\mu(x), \quad \langle Ru, y \rangle = \int_\mathcal{H} \langle x - m, u \rangle \langle x - m, y \rangle \, d\mu(x)
\]

for all \( u, y \) in \( \mathcal{H} \) [16].

**Lemma 1.** Let \( \mu \) be a Gaussian measure on \( B[\mathcal{H}] \), and suppose that \( G \) is a subgroup of \( \mathcal{H} \), \( G \in B_\mu[\mathcal{H}] \). Then \( \mu(G) = 0 \) or 1.

**Proof.** Let \( \mathcal{R} \) denote the function on \( \mathcal{H} \times \mathcal{H} \) defined by \( \mathcal{R}(u, v) = \langle Ru, v \rangle \), where \( R \) is the covariance operator of \( \mu \). Let \( \mathcal{W} : \mathcal{H} \rightarrow \mathcal{H}^\ast \) be given by \( \mathcal{W} u' = u \) when \( u(x) = \langle u', x \rangle \) for all \( x \in \mathcal{H} \). \( \mathcal{W} \) is continuous, linear, one-to-one and onto. It is straightforward to show that the reproducing kernel Hilbert space \( H(\mathcal{R}) \) of \( \mathcal{R} \) is equal to \( \mathcal{W}[\text{range}(R^\ast)] \) with the inner product \( \langle u, v \rangle_{H(\mathcal{R})} = \langle x_u, x_v \rangle \), where \( x_u \) is the unique element of \( \text{range}(R) \) satisfying \( \mathcal{W} R x_u = u \). Now let \( \nu \) be the Gaussian measure on \( B[\mathcal{H}^\ast] \) defined by \( \nu[A] = \mu[\mathcal{W}^{-1}(A)] \). The covariance function of \( \nu \) is \( \mathcal{R} \); \( \mathcal{R} \) is continuous on \( \mathcal{H} \times \mathcal{H} \), and \( H(\mathcal{R}) \subset \mathcal{H}^\ast \). We can thus apply
the 0-1 law of [12] and [11] to \( \nu \). Since \( W \) is linear, \( W[G] \) is a subgroup; since \( W^{-1} \) is continuous and one-to-one, \( W[G] \) belongs to \( B_{\nu}[H^*] \). Hence \( \nu[W(G)] = \mu[G] = 0 \) or 1.

Now let \( \mu \) be a Gaussian measure on \( B[\frak B] \) and suppose that \( G \in B_{\mu}[\frak B] \) is a subgroup of \( \frak B \).

**Theorem 1.** \( \mu(G) = 0 \) or 1.

**Proof.** We can construct a separable Hilbert space \( \frak H \) such that the elements of \( \frak B \) constitute a dense linear manifold in \( \frak H \), \( \frak B \in B[\frak H] \), and \( B[\frak B] = \frak B \cap B[\frak H] \); see [14]. Let \( \nu \) be the Gaussian measure on \( B[\frak H] \) defined by \( \nu(A) = \mu(\frak B \cap A) \). Let \( B_{\nu}[\frak H] \) be the completion of \( B[\frak H] \) under \( \nu \). Since all sets in \( B[\frak B] \) of \( \mu \)-measure zero belong to \( B[\frak H] \) and have \( \nu \)-measure zero, it is clear that \( B_{\nu}[\frak H] \) contains all elements of \( B_{\mu}[\frak B] \). Hence, if \( G \) is a subgroup in \( \frak B \), \( G \in B_{\mu}[\frak B] \), then \( G \) is a subgroup in \( \frak H \), \( G \in B_{\nu}[\frak H] \). The result now follows from Lemma 1 and the definition of \( \nu \).

4. **Measurable subgroups.** The following two lemmas can often be used to show that a given subgroup is measurable.

**Lemma 2** [17]. Let \( T \) be a map from a complete separable metric space \( \frak M_1 \) into a complete separable metric space \( \frak M_2 \). Suppose \( T \) is one-to-one and \( B[\frak M_1]/B[\frak M_2] \) measurable. Then \( T[A] \in B[\frak M_2] \) when \( A \in B[\frak M_1] \).

In our applications, we deal with a bounded linear operator \( T \) between two Banach spaces. The following lemma extends Lemma 2 (Kuratowski's theorem) to the case where \( \frak H \) (the null space of \( T \)) contains elements other than the null element.

**Lemma 3.** Let \( \frak B_1 \) and \( \frak B_2 \) be two separable Banach spaces, with \( T: \frak B_1 \rightarrow \frak B_2 \) a bounded linear operator. Then

1. \( \frak B_1 \) and \( \text{range}(T) \) can be imbedded as measurable dense linear manifolds in Hilbert spaces \( \frak H_1 \) and \( \frak H_2 \) so that \( B[\frak B_1] = \frak B_1 \cap B[\frak H_1] \), \( B[\text{range}(T)] = \text{range}(T) \cap B[\frak H_2] \), and \( T \) is bounded as a map from \( \frak H_1 \) into \( \frak H_2 \).

2. If \( \frak B_1 \) is reflexive, then \( \text{range}(T) \in B[\frak B_2] \).

3. If \( \frak B_1 \) is a Hilbert space, then \( T[A \cap \frak H_1^*] \in B[\frak B_2] \) for all \( A \in B[\frak B_1] \).

**Proof.** (1) Denote the norm on \( \frak B_i \) by \( \| \cdot \|_i \). Let \( \frak B_3 \) be the separable Banach space consisting of \( \text{range}(T) \) and the \( \frak B_2 \) norm. Define \( T_1: \frak B_1 \rightarrow \frak B_3 \) by \( T_1x = Tx \). Let \( \{x_n\}, n = 1, 2, \ldots \), be a dense subset of \( \frak B_1 \). Since \( \text{range}(T_1) \) is dense in \( \frak B_3 \), \( \{T_1x_n\}, n = 1, 2, \ldots \), is dense in \( \frak B_3 \).

For each \( x_n \), define an element \( F_n \) in \( \frak B_3^* \) as follows. If \( \|Tx_n\|_2 = 0 \), \( F_n \) is the null element. If \( \|Tx_n\|_2 \neq 0 \), pick \( F_n \) so that \( \|F_n\| = 1 \) and \( F_n(Tx_n) = \|Tx_n\|_2 \).
Let \( \{a_n\} \) be a set of real scalars such that \( a_n = 0 \) if \( \|T_n\|_2 = 0 \), while otherwise \( a_n > 0 \), and \( \sum_n a_n = 1 \). Define an inner product \( \langle \cdot, \cdot \rangle \) and norm \( \|\cdot\|_1 \) on \( B_3 \) by
\[
\langle u, v \rangle = \sum_n a_n F_n(u) F_n(v).
\]
The norm obtained from this inner product is obviously weaker than the \( \|\cdot\|_2 \) norm, since
\[
\|Tu\|_1^2 \leq \sup_n F_n^2(Tu) = \|Tu\|_2^2.
\]
Let \( H_3 \) be the Hilbert space obtained by completing \( B_3 \) under the norm \( \|\cdot\|_3 \). Let \( l_1 : B_3 \to H_3 \) be the natural injection map. Since the \( B_3 \) norm is stronger than the \( H_3 \) norm, \( l_1 \) is bounded, linear, and one-to-one; by Kuratowski’s theorem, \( l_1[A] \in B[H_3] \) whenever \( A \in B[B_3] \). Hence \( A \in B[H_3] \), so that \( B[B_3] \subseteq B[H_3] \). If \( C \in B[H_3] \), then \( B_3 \cap C = l_1^{-1} [B_3 \cap C] \); since \( B_3 \cap C \) belongs to \( B[H_3] \), \( l_1^{-1} [B_3 \cap C] \in B[B_3] \). Thus, \( B[B_3] = B_3 \cap B[H_3] \).

Consider \( T^*_F F_n \). \( \|T^*_F F_n\| \leq \|T\| \) since \( \|F_n\| = 1 \). Moreover, \( \|T_n\|_2 = \sup_n \|T^*_F F_n\| \leq \sup_n \|T^*_F F_n\| \|x\|_1 \). Hence \( \|T\| = \sup_n \|T^*_F F_n\| \). Let \( \{L_n\} \), \( n = 1, 2, \ldots \), be a set of elements in \( B_3^* \) selected as follows. For \( n \) such that \( a_n = 0 \), pick \( L_n \) such that \( \|L_n\|_1 = 1 \) and \( L_n(x) = \|x\|_1 \). For \( n \) such that \( a_n \neq 0 \), define \( L_n = \|T^*_F F_n\|^{-1} T^*_F F_n \). Define scalars \( \{\beta_n\} \), \( n = 1, 2, \ldots \), such that \( \beta_n > 0 \), all \( \beta_n = a_n \) if \( a_n \neq 0 \), and \( \sum_n \beta_n < 1 \). Define an inner product \( \langle \cdot, \cdot \rangle \) on \( B_3^* \) by \( \langle u, v \rangle = \sum_n \beta_n L_n(u) L_n(v) \). Note that \( \langle u, u \rangle \leq \sum_n \beta_n \|u\|_1^2 \leq \|u\|_1^2 \). Let \( \tilde{H}_3 \) be the separable Hilbert space obtained by completing \( B_3 \) under the norm obtained from the inner product \( \langle \cdot, \cdot \rangle \). Using the natural injection of \( B_3 \) into \( \tilde{H}_3 \) and Kuratowski’s theorem, one obtains \( B[B_3] \subseteq B[\tilde{H}_3] \), \( B[B_3] = B_3 \cap B[\tilde{H}_3] \).

Consider \( T_1 \) as a map from \( \tilde{H}_3 \) into \( \tilde{H}_3 \). For \( u \in B_3 \), one has
\[
2\|T\|^2 \langle u, u \rangle \geq 2\|T\|^2 \left\{ \frac{1}{2} \sum_n \alpha_n \|T^*_F F_n\|^2 \right\} \geq \sum_n \alpha_n F_n^2(T_1 u) = \|T_1 u\|_3^2,
\]
where the summations are over all \( n \) such that \( \alpha_n \neq 0 \). Thus, \( T_1 \) is a bounded linear map from \( B_3 \) into \( \tilde{H}_3 \), and can be extended by continuity to a bounded linear operator on \( \tilde{H}_3 \).

(2) Since \( B_3 \) is reflexive, the convex set \( A_n = \{x \in B_3 : \|x\|_1 \leq n\} \) is weakly compact, and hence \( TA_n \) is closed in the norm topology. Thus \( T[B_3] = \bigcup_n TA_n \) is in \( B[B_2] \).

(3) The operator \( T \) is one-to-one on the Hilbert space consisting of \( \mathcal{H}_T^+ \) and the \( B_3 \) inner product. For \( A \in B[B_3] \), \( A \cap \mathcal{H}_T^+ \) is a Borel set in \( \mathcal{H}_T^+ \). The fact that \( TA \cap \mathcal{H}_T^+ \) is in \( B[B_3] \) follows from Lemma 2.

5. Necessary and sufficient conditions for \( \mu(G) = 1 \). There are many problems in which one will wish to determine if \( \mu(G) = 1 \) for some measurable subgroup \( G \).
Theorem 2. Suppose $T : \mathcal{H} \to \mathcal{B}$ is a bounded linear operator. If $\mu$ is a Gaussian measure on $B[\mathcal{B}]$, with mean element $m$, then

(a) $\mu(\text{range}(T)) = 0$ or 1.

(b) $\mu(\text{range}(T)) = 1$ if and only if there exists a Gaussian measure $\nu$ on $B[\mathcal{H}]$ such that $\mu[A] = \nu(x : Tx \in A)$ for all $A$ in $B[\mathcal{B}]$.

(c) Let $\mathcal{H}_1$ be a separable Hilbert space containing $\mathcal{B}$ as a dense linear manifold and such that $\mathcal{B} \subset B[\mathcal{H}_1]$, $B[\mathcal{H}_1] \subset B[\mathcal{H}]$. Let $\mu_1$ be the Gaussian measure on $B[\mathcal{H}_1]$ defined by $\mu_1[A] = \mu(\mathcal{B} \cap A)$, $A \in B[\mathcal{H}_1]$. Then $\mu(\text{range}(T)) = 1$ if and only if $m \in \text{range}(T)$ and there exists a covariance operator $S$ in $H$, such that $K_1 = TST_1^*$, where $K_1$ is the covariance operator of $\mu_1$ and $T_1^*$ is the Hilbert space adjoint of $T$, $T_1^* : \mathcal{H}_1 \to \mathcal{H}$.

Proof. Part (a) follows from Theorem 1 and Lemma 3. To prove (b), we first note that if such a measure $\nu$ exists, then obviously $\mu(\text{range}(T)) = 1$. Thus, suppose $\mu(\text{range}(T)) = 1$. Define a map $Y : \mathcal{B} \to \mathcal{H}$ by $Yx = v$ if $x = Tv$ and $v \perp \mathcal{H}_T$; $Yx = 0$ if $x \notin \text{range}(T)$. For $A \in B[\mathcal{H}]$, $Y^{-1}(A) = \{x : x = T\nu, \nu \in A \cap \mathcal{H}_T\}$ if $0 \notin A$. If $0 \in A$, then $Y^{-1}(A) = T[A \cap \mathcal{H}_T] \cup \{x : x \notin \text{range}(T)\}$. In both cases, $Y^{-1}(A)$ belongs to $B[\mathcal{B}]$, by Lemma 3, and hence $Y$ is $B[\mathcal{B}]/B[\mathcal{H}]$ measurable.

$Y$ thus induces a measure $\nu$ on $B[\mathcal{H}]$ from $\mu_1$; $\nu(A) = \mu(x : Yx \in A)$. $\nu(\mathcal{H}) = \mu(x : Yx \in \mathcal{H}) = 1$; also, $\nu(\mathcal{H}_T) = \mu(x : Yx \perp \mathcal{H}_T) = \mu(\text{range}(T)) = 1$. To see that $\nu$ is Gaussian, let $u$ be any element of $\text{range}(T^*)$; then there exists $\{u_n\} \subset \mathcal{B}^*$ such that $T^*u_n \to u$. Thus $\nu(y \cdot y, u) < k = \mu(x : (Yx, u) < k) = \mu(x : \lim_n (Yx, T^*u_n) < k) = \mu(x : \lim_n u_n (TYx) < k) = \mu(x : \lim_n u_n(x) < k)$, since $\text{range}(T) = \{x : TYx = x\}$. As the a.e. limit of a sequence of Gaussian random variables, the random variable $f_u : x \to \langle x, u \rangle$ is Gaussian with respect to $\nu$. $\nu$ is thus a Gaussian probability measure. To see that $\mu$ is induced from $\nu$ by $T$, one notes that $\mu(x : x \in A) = \mu(x : x \in A \cap \text{range}(T)) = \nu(x : TYx \in A) = \nu(x : Tx \in A)$.

To prove (c), we note that $\mu(\text{range}(T)) = 1 \iff \mu_1(\text{range}(T)) = 1$. Thus, if $\mu(\text{range}(T)) = 1$, let $\nu$ be the Gaussian measure on $B[\mathcal{H}]$ such that $\mu_1 = \nu \circ T^{-1}$. Let $S$ and $y$ be the covariance operator and mean element of $\nu$. We first note that $TY = m$, since $\int_{\mathcal{H}_1} \langle x, u \rangle_1 dm_1(x) = \int_{\mathcal{H}} \langle x, T^*u \rangle dv(x)$, all $u$ in $\mathcal{H}_1$, where $\langle \cdot, \cdot \rangle_1$ is the inner product on $\mathcal{H}_1$ and $\langle \cdot, \cdot \rangle$ is the inner product on $\mathcal{H}$. Now, for all $u, v$ in $\mathcal{H}_1$,

$$
\langle K_1 u, v \rangle_1 = \int_{\mathcal{H}_1} \langle x - m, u \rangle_1 (x - m, v)_1 dm_1(x)
= \int_{\mathcal{H}} \langle x - y, T^*u \rangle (x - y, T^*v) dv(x) = \langle TST_1^*u, v \rangle_1.
$$
Hence, $K_1 = TST_1^*$. Conversely, if $K_1 = TST_1^*$, $S$ a covariance operator in $\mathcal{H}$, and $m = Ty$ for $y \in \mathcal{H}$, we define $\nu$ to be the Gaussian measure on $B[\mathcal{H}]$ with covariance operator $S$ and mean element $y$. The map $T: \mathcal{H} \rightarrow \mathcal{H}_1$ induces from $\nu$ a Gaussian measure on $B[\mathcal{H}_1]$ having covariance operator $TST_1^*$ and mean element $m$; since a Gaussian measure on $\mathcal{H}_1$ is uniquely specified by its covariance operator and mean element, this measure must be $\mu_1$.

Some applications of Theorem 2 are given in the next section. However, it may be of interest to note here the following. Suppose $\mu$ is a Gaussian measure on $B[\mathcal{H}]$, with covariance operator $K$. Part (c) of Theorem 2 shows that $\mu\{x: x + m \in \text{range}(K^H)\} = 0$ for all $m \in \mathcal{H}$. This property is not shared, for arbitrary Gaussian $\mu$, by all subgroups $G \in B[\mathcal{H}]$ such that $\mu(G) = 0$. For example, if $\mu$ is a zero-mean Gaussian measure such that $\mu(\text{range}(T)) = 1$ for $T$ a bounded and linear map in $\mathcal{H}$, then $\mu_1(\text{range}(T)) = 0$, $\mu_1\{x: x - m \in \text{range}(T)\} = 1$, where $\mu_1$ is the translate of $\mu$ by $m$, $m \notin \text{range}(T)$. However, it is clear from Theorem 2 that if $\mu$ is a zero-mean Gaussian measure and $T: \mathcal{H} \rightarrow \mathcal{H}$ is bounded and linear, then $\mu(\text{range}(T)) = 0 \iff \mu_1\{x: x + m \in \text{range}(T)\} = 0$ for all $m \in \mathcal{H}$. It would be interesting to know whether this holds for all subgroups in $B[\mathcal{H}_1]$. If so, the method used to prove Theorem 1 shows that a similar result would hold for any subgroup in $B[\mathcal{B}]$.

Part (c) of Theorem 2 is an extension of a result by Pitcher [18], who proved the following. Suppose $\mu$ is a zero-mean Gaussian measure on $B[\mathcal{H}]$, with covariance operator $K$. Suppose $K = TST$, where $T$ and $S$ are linear, bounded, non-negative, selfadjoint, and Hilbert-Schmidt operators in $\mathcal{H}$, with $T$ strictly positive. Then $\mu(\text{range}(T)) = 0$ or $1$, and $\mu(\text{range}(T)) = 1$ if and only if $S$ is trace-class. His method of proof requires the assumptions that $K = TST$, that $\text{range}(T) = \text{range}(S) = \mathcal{H}$, and that $S$ is selfadjoint and compact.

The following theorem generalizes (a) and (b) of Theorem 2 to two Banach spaces.

Theorem 3. Suppose $\mathcal{B}_i$ ($i = 1, 2$) is a real separable Banach space, and that $T: \mathcal{B}_1 \rightarrow \mathcal{B}_2$ is a bounded linear operator. Suppose that either $\mathcal{B}_1$ is reflexive, or else $T$ is one-to-one. Let $\mu$ be a Gaussian measure on $B[\mathcal{B}_2]$. Then $\mu(\text{range}(T)) = 0$ or $1$, and $\mu(\text{range}(T)) = 1$ if and only if there exists a Gaussian measure $\nu$ on $B[\mathcal{B}_1]$ such that $\mu$ is induced from $\nu$ by $T$.

Proof. First consider the case where $T$ is one-to-one. It is clear that we need only prove the existence of $\nu$ as defined in the theorem when $\mu(\text{range}(T)) = 1$. Since $T^{-1}$ exists, it is obvious that there exists a probability measure $\nu$ on $B[\mathcal{B}_1]$ such that $\nu(A) = \mu\{x: T^{-1}x \in A\}$, and that $T$ induces $\mu$ from $\nu$. We show $\nu$ is Gaussian.
Let $y$ be any element of $\mathfrak{B}_1^*$ belonging to $\text{range}(T^*)$; say $y = T^*v$. Then, $\mu\{x: y(x) < k\} = \mu\{x: y(T^{-1}x) < k\} = \mu\{x: T^*v(x) < k\}$. This number is uniquely defined, since if $T^*v = T^*z$, then $T^*v(T^{-1}x) = T^*z(T^{-1}x)$ for all $x$ in $\text{range}(T)$, so that $v(x) = z(x)$ with $\mu$-measure one. Hence, one sees that $y(x)$ is Gaussian with respect to $v$ for all $y$ in $\text{range}(T^*)$. $\text{range}(T^*)$ is weak*–dense in $\mathfrak{B}_1^*$, since $T$ is one-to-one. Thus, if $y \in \mathfrak{B}_1^*$ is not in $\text{range}(T^*)$, then there exists a sequence $\{y_n\} \subset \text{range}(T^*)$ such that $y_n(x) \to y(x)$ for all $x \in \mathfrak{B}_1$. Hence $y$ is the a.e. $(v)$ limit of a sequence of Gaussian random variables, and thus is Gaussian.

For the case where $\mathfrak{B}_1$ is reflexive, with $T$ not necessarily one-to-one, suppose that $\mu(\text{range}(T)) = 1$. From Lemma 3, one can imbed $\mathfrak{B}_1$ densely in a separable Hilbert space $\mathcal{H}_1$ such that $\mathfrak{B}[\mathfrak{B}_1] = \mathfrak{B}_1 \cap \mathfrak{B}[\mathcal{H}_1]$, while $\text{range}(T)$ is imbedded densely in a separable Hilbert space $\mathcal{H}_2$ with $\mathfrak{B}[\text{range}(T)] = \mathfrak{B}[\text{range}(T)] \cap \mathfrak{B}[\mathcal{H}_2]$, and $T$ can be extended by continuity to a bounded linear operator $T_1: \mathcal{H}_1 \to \mathcal{H}_2$. Define $Y: \mathcal{H}_2 \to \mathcal{H}_1$ by $Yx = v$ if $x = T_1v$ and $v \perp \mathfrak{B}_1^*$, while $Yx = 0$ if $x \notin \text{range}(T_1)$. Define $\mu'$ on $\mathfrak{B}[^1][\mathcal{H}_2]$ by $\mu'(A) = \mu(\mathfrak{B}_2 \cap A)$. The procedure used to prove (b) of Theorem 2 shows that there exists a Gaussian measure $\nu$ on $\mathfrak{B}[\mathfrak{B}_1]$ such that $\mu'(A) = \nu\{x: T_1x \in A\}$ for $A$ in $\mathfrak{B}[\mathcal{H}_2]$, $\nu(\mathfrak{B}_1) = \nu\{x: T_1x \in \mathfrak{B}_2\} = \mu(\mathfrak{B}_2) = 1$. Let $\nu_0$ be the restriction of $\nu$ to $\mathfrak{B}[\mathfrak{B}_1]$. If $u \in \mathfrak{B}_1^*$ belongs to $\mathfrak{B}_1^*$, then $u$ is a Gaussian random variable with respect to $\nu_0$, since $\nu$ is Gaussian. Hence $\nu_0$ is Gaussian provided $\mathcal{H}_1^*$ is dense in $\mathfrak{B}_1^*$. Suppose there exists $f$ in $\mathfrak{B}_1^*$ such that $f(\nu) = 0$ for all $\nu$ in $\mathfrak{B}_1^*$. Since $\mathfrak{B}_1$ is dense in $\mathcal{H}_1$ and $\mathfrak{B}_1$ is isometrically isomorphic to $\mathfrak{B}_1^*$, $\mathfrak{B}_1^*$ is dense in $\mathfrak{B}_1^*$ and hence $f$ must be the null element of $\mathfrak{B}_1^*$. Thus $\mathcal{H}_1^*$ is dense in $\mathfrak{B}_1^*$, so that $\nu_0$ is Gaussian, with $\mu(A) = \nu_0\{x: Tx \in A\}$ for $A$ in $\mathfrak{B}[\mathfrak{B}_2]$. The remainder of the proof is obvious.

Theorem 3 extends the following well-known result: If $\mu$ is a Gaussian measure on $\mathfrak{B}[\mathfrak{B}_1]$, and $T: \mathfrak{B}_1 \to \mathfrak{B}_2$ is bounded and linear, then the measure on $\mathfrak{B}[\mathfrak{B}_2]$ induced from $\mu$ by $T$ is also Gaussian. Thus if $T^{-1}$ exists, then Theorem 3 shows that for a Gaussian measure $\mu$ on $\mathfrak{B}[\mathfrak{B}_2]$, $\mu(\text{domain}(T^{-1})) = 0$ or $1$; if $\mu(\text{domain}(T^{-1})) = 1$, then the measure induced from $\mu$ by $T^{-1}$ is Gaussian. If $T^{-1}$ does not exist, but $\mathfrak{B}_1$ is reflexive, we still have that $\mu(\text{range}(T)) = 1$ if and only if there exists a Gaussian measure on $\mathfrak{B}[\mathfrak{B}_1]$ from which $\mu$ is induced by $T$.

6. Applications to Gaussian measures and Gaussian stochastic processes.

In this section, the preceding theorems are applied to obtain a number of zero-one statements for Gaussian measures and Gaussian stochastic processes. Included are results on convergence of sequences, convergence of series, and analytical properties of sample paths.

All processes and random variables considered are real-valued, and defined on a probability space $(\Omega, \mathfrak{B}, P)$. $T$ will denote a compact interval. $L_p$ or $L_p[T]$ will denote the space of equivalence classes of real-valued Lebesgue-
measurable functions on \( T \) such that \( \int_T f_t^p \, dt < \infty \). \( l_p \) denotes the set of all \( p \)-summable real-valued sequences; \( C \) or \( C(T) \) will denote the space of real-valued functions defined and continuous on \( T \). In applications involving a norm or a norm topology on these spaces, it is always assumed that the standard norm is used; e.g., \( \| f \| = \sup_{t \in T} |f_t| \) for \( C \).

**Theorem 4.** Suppose \( \{ Z_n, n = 1, 2, \ldots \} \) is a family of jointly Gaussian real random variables on a probability space \( (\Omega, \mathcal{F}, P) \). The following sets belong to \( \mathcal{F} \) and have \( P \)-measure 1 or 0:

1. \( A = \{ \omega : Z_n(\omega) \) converges to some real number \( k(\omega) \}, \)
2. \( A_k = \{ \omega : Z_n(\omega) \) converges to \( k \} \) for any fixed real number \( k \),
3. \( B = \{ \omega : \sup_n |Z_n(\omega)| < \infty, Z_n(\omega) \) is not convergent\},
4. \( C = \{ \omega : \lim \inf |Z_n(\omega)| < \infty \}, \)
5. \( D = \{ \omega : \sup_n |Z_n(\omega)| = \infty, |Z_n(\omega)| \) is not convergent\},
6. \( F = \{ \omega : |Z_n(\omega)| \) converges to \( \infty \} \).

Moreover, if \( \{ Z_n, n \geq 1 \} \) is an independent family with \( \{ EZ_n, n \geq 1 \} \) bounded, then \( P(F) = 1 \) if and only if \( \sum_{k \geq 1} \sigma_k^{-1} < \infty \), where \( \sigma_k^2 \) is the variance of \( Z_k \).

**Proof.** Let \( \{ g_n \}, n = 1, 2, \ldots \), be a set of real numbers such that \( \sum_n g_n^2 E Z_n^2 < \infty, \sum_n g_n^2 < \infty, \) and \( g_n > 0 \) for \( n \geq 1 \). Define \( Y(\omega) \) by \( Y_i(\omega) = g_i Z_i(\omega) \). Let \( c \) denote the space of all convergent sequences of real numbers \( x = (x_1, x_2, \ldots) \). \( c \) is a separable Banach space under the norm \( \| x \| = \sup_n |x_n| \).

Suppose \( x \in c \). Then \( \sum_i (g_i x_i)^2 \leq (\sum_i g_i^2) \| x \|^2 \). Thus we can define a bounded, linear, and one-to-one operator \( G : c \rightarrow l_2 \) by \( (Gx)_i = g_i x_i \). We see that \( \{ \omega : Z(\omega) \in c \} = \{ \omega : Y(\omega) \in \text{range}(G) \} \). Now we note that \( Y \) induces from \( P \) a Gaussian measure \( \mu \) on \( B[l_2] \), \( A = Y^{-1}[\text{range}(G)] \), and \( P(A) = \mu(\text{range}(G)) \), proving the assertion for \( A \).

For the set \( A_k \), we consider the space \( c_0 \) of real sequences that are convergent to zero. We note that \( \omega \in A_k \) if and only if \( Z_n(\omega) - k \rightarrow 0 \). \( c_0 \) is a separable Banach space under the norm \( \| x \| = \sup_n |x_n| \). Defining the operator \( G : c_0 \rightarrow l_2 \) by \( (Gx)_i = g_i x_i \), one sees that \( G \) is bounded, linear, and one-to-one. Let \( Y(\omega) \) be defined by \( Y_i(\omega) = g_i (Z_i(\omega) - k) \). \( Y(\omega) \) is in \( l_2 \) a.e. \( dP(\omega) \), thus induces a Gaussian measure on \( B[l_2] \). Moreover, \( Z_n(\omega) - k \rightarrow 0 \) if and only if \( Y(\omega) \in \text{range}(G) \). The remainder is clear.

To prove the 0-1 statement on \( B \), we apply a 0-1 law for Gaussian random variables due to Landau and Shepp [15], which states that \( P(\sup_n |Z_n| < \infty) = 1 \) or 0. Since \( \{ \omega : \sup_n |Z_n(\omega)| < \infty \} \) is the union of the disjoint sets \( A \) and \( B_n \), \( P(B) = 0 \) or 1. Next, let \( \{ Y_n, n \geq 1 \} \) and \( Y : \Omega \rightarrow l_2 \) be defined as in the proof for the set \( A \). Then \( C = Y^{-1}(C') \), where

\[
C' = \{ x \in l_2 : \lim \inf_{n \rightarrow \infty} \| x_n g_n \| < \infty \} = \bigcup_{m \geq 1} \bigcap_{N \geq 1} \bigcup_{k \geq N} \{ x : \| G_k x \| < m \},
\]
with $G_k: l_2 \to l_2$ the bounded linear operator defined by $(G_k x)_i = \delta_{i, k} x_k e_k^*$. Hence, $C' \in B[l_2]$ and is a linear manifold, so that $P(C) = \mu(C') = 0$ or $1$, $\mu$ the Gaussian measure on $B[l_2]$ induced from $P$ by $Y$. The 0-1 statement on $D$ now follows from the fact that $C$ is the union of the disjoint sets $A, B,$ and $D$. Similarly, the 0-1 law for $F$ is obtained by noting that $\Omega$ is the union of the disjoint sets $C$ and $F$.

Suppose now that $\{Z_n, n \geq 1\}$ is an independent family, with $|EZ_n| < M < \infty, n \geq 1$. One has $P(F) = 1 - \lim_{m \to \infty} P[\lim sup_k A_{m,k}]$, where $A_{m,k} = \{\omega: |Z_k(\omega)| \leq m\}$. Thus $P(F) = 1$ if $P[\lim sup_k A_{m,k}] = 0$ for all $m \geq 1$. Conversely, if $P(F) = 1$, then $P[\lim sup_k A_{m,k}] = 0$ for all $m \geq 1$, since the sequence $P[\lim sup_k A_{m,k}], m \geq 1$ is nondecreasing. Using the Borel-Cantelli lemmas and the independence of $\{Z_n, n \geq 1\}, P[\lim sup_k A_{m,k}] = 0$ if and only if $\Sigma_{k \geq 1} P(A_{m,k}) < \infty$. Hence, $P(F) = 1$ if and only $\Sigma_{k \geq 1} P(A_{m,k}) < \infty$ for all $m$. For each $m$ and $k$, one has $(2/\pi)^{1/2} \exp[-(m + M)^2/(2\sigma^2)]m/\sigma_k \leq P(A_{m,k}) \leq (2/\pi)^{1/2}m/\sigma_k$, where $\sigma^2 = \inf_k \sigma_k^2$. Hence, $P(F) = 1$ if $\Sigma_{k \geq 1} \sigma_k^{-1} < \infty$. Suppose $P(F) = 1$; then by Fatou's lemma $\sigma_k^2 \to \infty$, so that $\sigma^2 > 0$, and the lower bound on $P(A_{m,k})$ shows that $\Sigma_{k \geq 1} \sigma_k^{-1} < \infty$. This completes the proof of the theorem.

We note that the proof of Theorem 4 shows that the set $F$ of the theorem has probability one if $\Sigma_{k \geq 1} \sigma_k^{-1} < \infty$, without the hypothesis of independence of $\{Z_n, n \geq 1\}$, and without requiring $|EZ_n|, n \geq 1$ to be bounded.

**Corollary.** Suppose $(X_t), t \in T$ (an interval), is a separable Gaussian process, with $t_0 \in T$. Then $\lim_{t \uparrow t_0} X_t$ exists with probability one or zero; if the first alternative holds, then $\lim_{t \uparrow t_0} X_t = k$ with probability one or zero for any fixed real number $k$. Also, $\lim_{t \uparrow t_0} |X_t| = \infty$ with probability one or zero.

**Similar statements hold for $t \downarrow t_0$.**

**Proof.** There exists a monotone sequence $\{t_n, n \geq 1\} \subset T$ such that $t_n \uparrow t_0$ and $\lim_{t \downarrow t_0} X_t = \lim_{n \to \infty} X_{t_n}$, $\lim_{t \downarrow t_0} X_t = \lim_{n \to \infty} X_{t_n}$, $\lim_{t \downarrow t_0} X_t = \lim_{n \to \infty} X_{t_n}$, with probability one [4, p. 55]. From Theorem 4, $\lim_{n \to \infty} X_{t_n}$ exists with probability one or zero. The remainder of the proof is clear.

The corollary yields many 0-1 statements on local path properties of a separable Gaussian process, including differentiability, continuity, and each of the possible types of discontinuity (removable, jump of finite amplitude, jump of infinite amplitude, oscillatory with bounded oscillations, oscillatory with unbounded oscillations, and both limits existing, infinite, and of the same algebraic sign). These 0-1 laws, which hold for each point in the index set, are for fixed discontinuities. If $(X_t)$ is a mean-square-continuous separable Gaussian process on $T$, then any fixed discontinuity must be oscillatory. Thus, for such
a process, we obtain the result (first obtained by Ito and Nisio [9]) that every point of \( T \) is either a point of a.s. continuity, or else a point of a.s. oscillatory discontinuity. If \((X_t)\) is also stationary, this yields Dobrushin's result [3] that either almost all paths of \((X_t)\) are continuous on \( T \), or else almost all paths have an oscillatory discontinuity at every point of \( T \).

The following theorem treats the convergence of series involving Gaussian random variables, including the Karhunen-Loeève expansion of mean-square-continuous Gaussian processes.

**Theorem 5.** Let \( \{Z_n\}, n = 1, 2, \ldots, \) be a family of jointly Gaussian random variables on a probability space \((\Omega, \mathcal{F}, P)\). Let \( \{e_n\} \) be a set of functions defined and continuous on the interval \( T \). Define, for \( 1 < p < \infty \),

\[
A = \{\omega : \sum_1^N Z_n(\omega)e_n(t) \text{ converges uniformly on } T\},
\]

\[
B_p = \{\omega : \sum_1^N |Z_n(\omega)|^p e_n(t) \text{ converges absolutely and uniformly on } T\},
\]

\[
C_p = \{\omega : \sum_1^\infty |Z_n(\omega)|^p < \infty\}.
\]

Then \( A, B_p, \) and \( C_p \) each belongs to \( \beta \), each has probability one or zero, and \( P[C_p] = 1 \) if and only if \( \sum_1^\infty [E(Z_n^2(\omega))]^{p/2} < \infty \).

**Proof.** Let \( g_n = n^{-1} \) if \( \sum_1^\infty Z_n^2(\omega) \leq 1 \), and \( g_n = n^{-1} [E(Z_n^2(\omega))]^{-1} \) otherwise. Let \( Y_n = g_n Z_n \); then \( Y(\omega) = (Y_1(\omega), Y_2(\omega), \ldots) \in l_2 \) a.e. \( dP(\omega) \). Let \( \Omega_1 = \{\omega : Y(\omega) \in l_2\} \). \( Y : \Omega_1 \to l_2 \) induces a probability measure \( \mu_Y \) on \( B[l_2] \); \( \mu_Y \) is Gaussian, since if \( \sum |x_k|^2 < \infty \), \( \sum x_k Y_k \) is a Gaussian random variable as the a.e. limit of a sequence of Gaussian random variables. If \( \sum \langle x \rangle^p < \infty \), \( p \geq 1 \), then \( \sum n^{-2} |x_k|^2 \leq \sup_m |x_m|^2 \sum n^{-2} \leq 2 \|x\|^2 \). Hence we define the bounded, linear, and one-to-one operator \( G_p : l_p \to l_2 \) by \( (G_p x)_n = g_n x_n \) for \( x \in l_p \). Define the continuous function \( e'_n \) by \( e'_n(t) = e_n x(t) \), and define \( e''_n \) by \( e''_n(t) = g_n e_n(t) \). Note that \( A = Y^{-1} \{x \in l_2 : \sum_1^\infty |x_n| e''_n(t) \text{ converges uniformly on } T\}, B_p = Y^{-1} \{x \in l_2 : \sum_1^\infty |x_n|^p e'_n(t) \text{ converges absolutely and uniformly on } T\}, \) and \( C_p = Y^{-1} [\text{range}(G_p)] \). To show that \( A \) is in \( \beta \) and \( P(A) = 0 \) or \( 1 \), we note that the set of \( \omega \) for which the series converges uniformly is

\[
A = \bigcap_{N \geq 1} \bigcup_{M \geq 1} \bigcup_{m > n > M} \bigcap_{t \in S} \left\{ \omega : \left| \sum_{k=n+1}^m e_k(t) Z_k(\omega) \right| < \frac{1}{N} \right\},
\]

where \( S \) is a countable dense subset of \( T \). But \( A = Y^{-1} [D] \), where

\[
D = \bigcap_{N \geq 1} \bigcup_{M \geq 1} \bigcup_{m > n > M} \bigcap_{t \in S} \left\{ x : \left| \sum_{k=n+1}^m e_k(t) x_k \right| < \frac{1}{N} \right\}.
\]

\( D \) is obviously in \( B[l_2] \), since \( \{x : \left| \sum_{k \in I} y_k x_k \right| < 1/M \} \in B[l_2] \) for any finite index set \( I \) and scalars \( \{y_k\} \). \( D \) is also a linear manifold. Hence \( P[A] = \mu_Y[D] = 0 \) or
1, \( \mu_Y \) the measure induced from \( P \) by \( Y \). Similarly, using the inequality \( |a + b|^p \leq 2^p(|a|^p + |b|^p) \), \( P(B_p) = 0 \) or \( 1 \). It is clear that \( C_p \) belongs to \( \beta \) and that \( P(C_p) = 0 \) or \( 1 \). Finally, \( P(C_p) = 1 \) if and only if the paths of \( (Z_n) \) induce a Gaussian measure on \( B[l] \); the results of [20], [21] show that this occurs if and only if \( \sum_n [E Z_n^2(\omega)]^{p/2} < \infty \).

The result for the set \( A \) of the theorem shows that the Karhunen-Loeve expansion of a mean-square-continuous Gaussian process converges uniformly with probability one or zero. It is known ([6], [10]) that this occurs with probability one (for a separable process) if and only if almost all paths of \( (X_t) \) are continuous on \( T \). The following theorem gives results on analytic properties of sample paths when the paths are almost all continuous.

**Theorem 6.** Suppose \( \mu \) is a Gaussian measure on the Borel \( \sigma \)-field of \( C[T] \). The following sets belong to \( B[C[T]] \) and have \( \mu \)-measure zero or one:

1. \( C_p[T] = \{ x: x \text{ is absolutely continuous with } L_p \text{ derivative}, \text{any fixed } p \in [1, \infty) \} \),
2. \( C_n[T] = \{ x: x \text{ is } n \text{ times continuously differentiable on } T \} \).

**Proof.** (1) Let \( Q_p \) denote the real separable Banach space with elements \((a, x), a \) a real scalar, \( x \) in \( L_p[T] \), and with norm defined by \( \| (a, x) \| = |a| + \| x \| _p \). Let \( S: Q_p \to C[T] \) be defined by \( S(a, x)_t = a + \int_a^t x(s) ds \), where \( T = [a, b] \). \( S \) is a one-to-one bounded linear map, so that by Lemma 2 range \( (S) \) is a Borel set in \( C[T] \). Noting that range \( (S) \) is a linear manifold and that range \( (S) = AC_p[T] \), one sees that \( \mu(AC_p[T]) = 0 \) or \( 1 \).

(2) \( C_n[T] \) is a real separable Banach space under the norm \( \| x \| _n = \sum_{i=0}^{\infty} \sup_{t \in T} |x^{(i)}(t)| \). The natural injection of \( C_n[T] \) into \( C[T] \) is a bounded, linear, and one-to-one map. Thus \( C_n[T] \) is a Borel-measurable linear manifold in \( C[T] \), and the result follows.

If \( p > 1 \) and \( \mu(AC_p) = 1 \), then Theorem 3 shows that the operation of differentiation induces from \( \mu \) a Gaussian measure on \( L_p \). For this, one notes that \( S^{-1} f = (f(a), f^{(1)}) \) for \( f \in AC_p \), \( S \) as in the proof of Theorem 6. This induces a Gaussian measure on \( B[L_p] \), and projection into \( L_p \) gives a Gaussian measure \( \nu \) on \( B[L_p] \), \( \nu(A) = \mu\{ x \in AC_p: x^{(1)} \in A \} \) for \( A \in B[L_p] \).

Before stating the next theorem, we establish a lemma essentially used by Pitcher [18].

**Lemma 4.** Suppose \( (X_t), t \in T \), is a measurable Gaussian stochastic process. If almost all sample paths of \( (X_t) \) belong to \( L_p[T], 1 \leq p < \infty \), then \( (X_t) \) induces a Gaussian measure \( \mu \) on \( B[L_p] \), defined by \( \mu(A) = \mathbb{P}\{ \omega: X(\omega) \in A \} \), where \( X(\omega) \) is the sample path of \( (X_t) \) evaluated at \( \omega \).

**Proof.** To see that \( X: \Omega \to L_p \) is \( \beta/B[L_p] \) measurable, one notes that by
Fubini's theorem \( \{ \omega : \int_T |X_t(\omega)|^p \, dt \}^{1/p} < \epsilon = X^{-1}\{x: \|x\|_p < \epsilon \} \) belongs to \( \beta \).

Since sets of the form \( \{y: \|y\|_p < \epsilon, \epsilon > 0\} \) form a neighborhood base at zero for the norm topology in \( L_p, X^{-1}\{A\} \in \beta \) for \( A \in B[L_p] \). Hence, \( X \) induces a probability measure \( \mu \) on \( B[L_p] \). As noted by Pitcher [18], a result of Doob [4, pp. 64–65] shows that every bounded linear functional on \( L_p \) is Gaussian with respect to \( \mu \), so that \( \mu \) is a Gaussian measure.

For the next result, we make the following definitions. \( C_{eq}[T] \) is the set of all equivalence classes in \( L_1[T] \) that contain an element of \( C[T] \); \( C^n_{eq}[T] \) and \( AC^p_{eq}[T] \) are defined similarly.

**Theorem 7.** Suppose \( (X_t), t \in T, \) is a measurable Gaussian stochastic process on a complete probability space \( (\Omega, \beta, P) \). The following sets belong to \( \beta \) and have probability zero or one:

1. \( \{ \omega: X(\omega) \in L_p[T]\}, \) any \( p \geq 1 \),
2. \( \{ \omega: X(\omega) \in C_{eq}[T]\}, \)
3. \( \{ \omega: X(\omega) \in C^n_{eq}[T]\}, \) any \( n \geq 1 \),
4. \( \{ \omega: X(\omega) \in AC^p_{eq}[T]\}, \) any \( p \geq 1 \).

**Proof.** Define the function \( g \) on \( T \) by \( g(t) = 1 \) if \( EZ_t < 1; g(t) = (EZ_t)^{-1} \) otherwise. Let \( (Y_t) = (g_t X_t); (Y_t) \) is a measurable Gaussian process with almost all sample paths in \( L_1 \). Thus \( Y \) induces from \( P \) a Gaussian measure \( \mu_Y \) on \( B[L_1] \).

Now let \( G: L_1 \rightarrow L_1 \) be defined by \( Gv = g v \), \( g \) as above. \( G \) is bounded, linear, and one-to-one. Clearly, \( \{ \omega: X(\omega) \in L_1\} = \{ \omega: Y(\omega) \in range(G)\} \). Hence, \( \{ \omega: X(\omega) \in L_1\} \in \beta \), and \( P(\omega: X(\omega) \in L_1) = \mu_Y([range(G)]) = 0 \) or 1. For \( p > 1 \), one uses the fact that \( L_1 \supset L_p \), and that the natural injection of \( L_p \) into \( L_1 \) is a bounded, linear, and one-to-one operator.

To prove the theorem for the sets in (2)–(4), we first note that \( C_{eq}[T] \), \( C^n_{eq}[T] \) and \( AC^p_{eq}[T] \) are subsets of \( L_1[T] \). From part (1), either almost all paths of \( (X_t) \) belong to \( L_1[T] \), or almost all do not belong to \( L_1[T] \). If almost all paths lie outside \( L_1 \), then \( X^{-1}\{A\} \in \beta \) for all subsets \( A \) of \( L_1 \), since \( (\Omega, \beta, P) \) is complete. Thus to prove the theorem, it is sufficient to show that the sets indicated in (2)–(4) of the theorem are elements of \( \beta \), and that each set has probability one or zero, when almost all paths of \( (X_t) \) belong to \( L_1[T] \).

Thus, suppose that \( P(\omega: X(\omega) \in L_1) = 1 \), and let \( \mu_X \) be the Gaussian measure induced on \( B[L_1] \) by \( (X_t), \mu_X(A) = P(\omega: X(\omega) \in A) \). Let \( W \) be the map taking \( x \) in \( C \) into its equivalence class in \( L_1 \). Since \( \int_T |x| \, dt \leq T \sup_{t \in T} |x|_1, \) \( W \) is bounded and linear; \( W \) is also one-to-one. Thus \( range(W) \in B[L_1] \) by Lemma 2, and hence \( \mu_X([range(W)] = 0 \) or 1. Since \( range(W) = C_{eq}[T] \), this shows that \( X^{-1}(C_{eq}) \in \beta \) and that \( P[X^{-1}(C_{eq})] = 0 \) or 1.

To prove the remainder of the theorem, we note that in the proof of Theorem
6 both $C^n[T]$ and $AC^P[T]$ were shown to be Borel linear manifolds in $C[T]$. Defining $W: C \to L_1$ as above, noting that $C^n = W[B^n]$ and that $AC^P = W[AC^P]$, the remainder of the proof is clear.

The statement on the set (1) of Theorem 7 does not require $(\Omega, \beta, P)$ to be complete.

The preceding theorems contain various zero-one laws for Gaussian processes. The problem of determining necessary and sufficient conditions for the alternatives is usually more difficult. Some general results in this direction are given in Theorem 2. The following theorem is an application of Theorem 1 and Theorem 2.

**Theorem 8.** Suppose that $(X_t), t \in (-\infty, \infty)$, is a measurable mean-square-continuous Gaussian process on a complete probability space $(\Omega, \beta, P)$. Suppose that $(X_t)$ is stationary with rational spectral density function $f$ and with zero mean. Let

$$A = \{ \text{real valued functions } x: x \text{ is absolutely continuous on } (-\infty, \infty), \text{ with derivative belonging to } L_2[T] \text{ for every compact interval } T \},$$

$$A_{eq} = \{ \text{real valued functions } x: x \text{ is equal a.e. (Lebesgue) to an element of } A \}.$$

Then,

1. $X^{-1}[A_{eq}] \in \beta$, and $P(X^{-1}[A_{eq}]) = 0$ or 1.
2. If $(X_t)$ is separable, then $X^{-1}[A] \in \beta$, and $P(X^{-1}[A]) = 0$ or 1.
3. $P(X^{-1}[A_{eq}]) = 1$ if and only if $\int_{-\infty}^{\infty} \lambda^2 f(\lambda) d\lambda < \infty$. If $(X_t)$ is separable, then this condition is also necessary and sufficient for $P(X^{-1}[A]) = 1$.

**Proof.** A function is absolutely continuous on $(-\infty, \infty)$ if and only if it is absolutely continuous on every compact interval. The fact that $X^{-1}[A_{eq}] \in \beta$ and has probability zero or one thus follows from Theorem 7.

Let $T$ be any fixed compact interval. Let $R_T$ and $R_0[T]$ be the integral operators in $L_2[T]$ having kernels $R(t, s)$ and $R_0(t, s)$, defined by

$$R(t, s) = \int_{-\infty}^{\infty} f(\lambda) \exp(i\lambda(t-s)) d\lambda,$$

$$R_0(t, s) = \int_{-\infty}^{\infty} (\lambda^2 + 1)^{-1} \exp(i\lambda(t-s)) d\lambda.$$

Using a result of Hajek [8, §7], one can show that $R_T = R_0[T] W R_0[T]$ for $W$ trace-class if and only if $\int_{-\infty}^{\infty} (\lambda^2 + 1)^{-1} f(\lambda) d\lambda < \infty$. It is known [1] that the range of $(R_0[T])$ consists of all elements of $L_2[T]$ that are equal a.e. $dt$ to an absolutely continuous function with $L_2[T]$ derivative. From Theorem 2, one concludes that $P(X^{-1}[A_{eq}]) = 1$ if and only if $\int_{-\infty}^{\infty} \lambda^2 f(\lambda) d\lambda < \infty$.

To prove the statements regarding $A$, we first note that $X^{-1}[A] \subset X^{-1}[A_{eq}]$. Hence, if $\int_{-\infty}^{\infty} \lambda^2 f(\lambda) d\lambda = \infty$, then $X^{-1}[A] \in \beta$, since $(\Omega, \beta, P)$ is complete, and
To complete the proof, it is sufficient to show that 
\[ \int_{-\infty}^{\infty} \lambda^2 f(\lambda) d\lambda < \infty \] and \((X_t)\) separable imply that almost all paths of \((X_t)\) are absolutely continuous. This has been proved by Doob [4, pp. 535–537].

As noted in the proof of the theorem, this result is an extension in one direction of a result of Doob, which states that \((X_t)\) has absolutely continuous paths if \[ \int_{-\infty}^{\infty} \lambda^2 dF(\lambda) < \infty, \] \(F\) the spectral distribution function of \((X_t)\), and \((X_t)\) separable [4, pp. 535–537]. However, the result given here is restricted to the case where \((X_t)\) has a spectral density, and this spectral density must be rational. The requirement that \((X_t)\) be Gaussian is not assumed by Doob; the process need only be separable, measurable, mean-square-continuous, and wide-sense stationary.

Under these same assumptions, with the process also assumed to have a spectral density function, which is rational, the proof of Theorem 8 can be used to show that almost all sample path derivatives belong to \(L_2[T]\) for all compact intervals \(T\) whenever \[ \int_{-\infty}^{\infty} \lambda^2 f(\lambda) d\lambda < \infty; \] i.e., normality is not required.

Theorem 8 is proved for zero-mean Gaussian processes. If the process has mean function \(m\), then application of Theorem 2 shows that the necessary and sufficient condition for \(A_{eq}\) (or \(A\), if separability of \((X_t)\) is assumed) to have probability one is that \[ \int_{-\infty}^{\infty} \lambda^2 f(\lambda) d\lambda < \infty \] and \(m_T \in \text{range}(R_0^{1/2})\) for each compact interval \(T\), where \(m_T(t) = m(t), t \in T, m_T(t) = 0, t \notin T\). A sufficient condition for \(m_T\) to be in \(\text{range}(R_0^{1/2})\) is that \[ \int_{-\infty}^{\infty} \hat{m}_T(\lambda)^2 d\lambda < \infty \] [13], where \(\hat{m}_T\) is the Fourier transform of \(m_T\).

We discuss an application to information theory. Suppose that \((S_t), (N_t), t \in T\) (compact interval), are measurable zero-mean Gaussian stochastic processes on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). We assume that \((S_t)\) and \((N_t)\) are statistically independent, and that almost all sample paths belong to \(L_2[T]\) for each process.

Let \(\mu_S, \mu_N\) and \(\mu_{S+N}\) denote the Gaussian measures induced on \(L_2[T]\) by \((S_t), (N_t)\) and \((S_t + N_t)\), respectively; e.g., \(\mu_S(A) = P\{\omega: S(\omega) \in A\}, S(\omega)\) the sample path of \((S_t)\) evaluated at \(\omega\). Let \(\mu_{S+S+N}\) be the Gaussian measure induced on \(B[L_2 \times L_2]\) by \((S_t, S_t + N_t)\). The average mutual information (AMI) of \((S_t)\) and \((S_t + N_t)\) is defined as [7]

\[
\text{AMI}(S, S + N) = \int_{L_2 \times L_2} \log \left( \frac{d\mu_{S+S+N}(x, y)}{d\mu_S d\mu_{S+N}} (x, y) \right) d\mu_{S+S+N}(x, y)
\]

if \(\mu_{S+S+N} \sim \mu_S \otimes \mu_{S+N}\), and equal to \(+\infty\) otherwise. This quantity is of much interest in many communication theory problems, where it represents the average information about the “signal” \((S_t)\), obtained by observing “signal plus noise” \((S_t + N_t)\). Hájek [8] has shown that for the case considered here, \(\text{AMI}(S, S + N) < \infty \Leftrightarrow K_S = K_N^{1/2} G K_N^{1/2}\) for a trace-class operator \(G\), where \(K_S\) and \(K_N\) denote the covariance operators of \((S_t)\) and \((N_t)\). From this and Theorem 2 above, one sees that
\begin{align*}
\text{AMI}(S, S + N) < \infty \text{ if and only if almost all sample paths of } (S_t) \text{ belong to the range of } K_{NN}. \text{ This result has been obtained by Pitcher [18], under the assumption that } \mu_{S+N} \sim \mu_N. \\

7. Zero-one laws for non-Gaussian measures. Our results so far involve only Gaussian measures. However, if } \mu \text{ is a Gaussian measure on } B[\mathcal{B}], \text{ and } \mu' \text{ is any probability measure on } B[\mathcal{B}] \text{ such that } \mu' \text{ is absolutely continuous with respect to } \mu, \text{ then obviously } \mu'(G) = 0 \text{ or } 1 \text{ for any subgroup } G \text{ belonging to } B[\mu_B[\mathcal{B}]. \text{ Moreover, } B[\mu_B[\mathcal{B}] \supset B[\mu[\mathcal{B}]; \text{ if also } \mu \text{ is absolutely continuous with respect to } \mu', \text{ then } B[\mu_B[\mathcal{B}] = B[\mu[\mathcal{B}]. \text{ In this section, we consider a class of non-Gaussian measures for which this holds. Our results are based on the following lemma. The notation } \mu_1 \ll \mu_2 \text{ means that } \mu_1 \text{ is absolutely continuous with respect to } \mu_2. \\

\text{Lemma 5 [1]. Suppose } \mu_X \text{ and } \mu_Y \text{ are two probability measures on } B[\mathcal{B}]. \text{ Let } \mu_X \otimes \mu_Y \text{ denote product measure on } (\mathcal{B} \times \mathcal{B}, B[\mathcal{B}] \times B[\mathcal{B}]). \text{ The set } \{(x, y); x + y \in A\} \text{ belongs to } B[\mathcal{B}] \times B[\mathcal{B}] \text{ for all } A \in B[\mathcal{B}]. \text{ Define a probability measure } \mu_{X+Y} \text{ on } B[\mathcal{B}] \text{ by } \mu_{X+Y}(A) = \mu_X \otimes \mu_Y(x, y); x + y \in A, \text{ and for each fixed } v \text{ in } B, \text{ a measure } \mu_{X+v} \text{ by } \mu_{X+v}(A) = \mu_X[x; x + v \in A]. \text{ We then have the following results:} \\

1. \text{ If } \mu_{X+Y} \ll \mu_X \text{ a.e. } \mu_Y(y), \text{ then } \mu_{X+Y} \ll \mu_X. \\
2. \text{ If } \mu_X \ll \mu_{X+Y} \text{ a.e. } \mu_Y(y), \text{ then } \mu_X \ll \mu_{X+Y}. \\
3. \text{ If } \mu_X \sim \mu_{X+Y} \text{ a.e. } \mu_Y(y), \text{ then } \mu_X \sim \mu_{X+Y}. \\

We thus consider Gaussian measures } \mu_X \text{ and the class of measures } \mu_{X+Y} \text{ defined as in the lemma, where } \mu_Y \text{ need not be Gaussian. An obvious consequence of this lemma is the following. If } B \text{ is a Hilbert space, so that } \mu_X \text{ has a covariance operator } K, \text{ then } \mu_{X+Y} \sim \mu_X \text{ if } \mu_Y[\text{range}(K^{1/2})] = 1. \text{ For the case where } B \text{ is not a Hilbert space, one can imbed } B \text{ as a dense measurable linear manifold in a separable Hilbert space } H, \text{ and work with the covariance operator of the extension of } \mu_X. \text{ There are thus obvious extensions of the results of the preceding section. Two such extensions are given below.} \\

\text{Theorem 9. Suppose } \{Z_n\}, n = 1, 2, \ldots, \text{ and } \{V_n\}, n = 1, 2, \ldots, \text{ are two families of real random variables defined on a probability space } (\Omega, \mathcal{B}, P). \text{ Suppose that } \{Z_n\} \text{ is Gaussian, and that } \{Z_n\} \text{ is independent of } \{V_n\}. \text{ Let } K(n, m) \text{ denote the covariance of } Z_n \text{ and } Z_m, \text{ and let } R(n, m) \text{ denote the correlation of } V_n \text{ and } V_m. \text{ Let } \{e_i\} \text{ be any set of real-valued functions defined and continuous on the interval } T. \\

\text{Let } g = (g_1, g_2, \ldots) \text{ be a sequence of real numbers such that } g_i > 0, \text{ all } i, \text{ } \sum_i g_i^2 < \infty \text{ and } \sum_i \sum_i g_i^2 E[Z_i^2(\omega)] < \infty. \text{ Suppose that one of the following conditions is satisfied:} \\

(1) \( (\sum_{i} g_i V_i(\omega)x_i)^2 \leq k(\omega) \sum_{i,j} g_i g_j x_i x_j K(i, j) \) for a fixed random variable \( k \), all \( x \in L^2 \), a.e. \( dP(\omega) \).

(2) For some matrix operator \( S \) in \( L^2 \) such that \( \sum_i S_{ii}^2 < \infty \), \( R' = K_{1/2}^T S K_{1/2}^T \), where the matrix operators \( R' \) and \( K_1 \) are defined by \( R'(i, j) = g_i g_j R(i, j) \) and \( K_1(i, j) = g_i g_j K(i, j) \).

(3) (a) \( \sum_{ij} (K^2(i, j)/K(i, i)K(j, j)) < 1 \) (summation over \( i, j \) such that \( K_{ii} \neq 0 \), \( K_{jj} \neq 0 \)) and \( R(i, i) \leq kK(i, i) \) for all \( i \) and some finite scalar \( k \),

(b) \( \sum_i (V_i^2(\omega)/K(i, i)) < \infty \) a.e. \( dP(\omega) \).

Then Theorem 4 and Theorem 5 hold with \( \{Z_n\} \) replaced by \( \{Z_n + V_n\} \).

Proof. Let \( (g_i) \) be defined as in the theorem, and set \( Y_n(\omega) = g_n Z_n(\omega) \).

Then \( Y(\omega) = (Y_1(\omega), Y_2(\omega), \ldots) \) is in \( L^2 \) a.e. \( dP(\omega) \), and hence induces from \( P \) a Gaussian measure \( \mu_Y \) on \( B[L^2] \), \( \mu_Y \) has a covariance operator \( K_Y, K_Y(i, j) = g_i g_j K(i, j) \). Consider condition (1) of the theorem. This condition implies that \( V'(\omega) = (g_1 V_1(\omega), g_2 V_2(\omega), \ldots) \) belongs to \( L^2 \) a.e. \( dP(\omega) \), and thus \( V' \) induces from \( P \) a probability measure \( \mu' \) on \( B[L^2] \). Moreover, condition (1) is a necessary and sufficient condition that \( V'(\omega) \in \text{range}(K_Y^{1/2}) \) for almost all \( \omega \) [5]. Let \( \mu_1 \) be the probability measure induced on \( B[L^2] \) by \( Y + V' \). Since \( \mu'(\text{range}(K_Y^{1/2})) = 1 \), \( \mu_1 \sim \mu_Y \), by Lemma 5. The assertions of the theorem are now clear when (1) is satisfied. For example, defining \( e''_n(t) = g_n^{-1} e_n(t) \),

\[
P(A') = \mu_1 \left\{ x \in L^2 : \sum_1^N x_n e''_n(t) \text{ converges uniformly on } T \right\}
\]

\[
= \mu_Y \left\{ x \in L^2 : \sum_1^N x_n e''_n(t) \text{ converges uniformly on } T \right\}
\]

because the latter quantity is 0 or 1, by Theorem 5 and \( \mu_1 \sim \mu_Y \).

Condition (2) implies condition (1) [1].

Condition (3a) of the theorem is equivalent to

\[
\sum_{i \neq j} \frac{K_Y^2(i, j)}{K_Y(i, i)K_Y(j, j)} < 1
\]

and \( g_i^2 R(i, i) \leq kK_Y(i, i) \), all \( i \), some finite \( k \). The assumption that \( g_i^2 R(i, i) \leq kK_Y(i, i) \) implies that \( V'(\omega) \in L^2 \) a.e. \( dP(\omega), V'_i(\omega) = g_i V_i(\omega) \). Kuelbs has shown [14] that the first part of (3a) implies that \( \mu_Y \) and \( \mu'_Y \) are mutually absolutely continuous, where \( \mu'_Y \) is the Gaussian measure on \( B[L^2] \) having the same mean element as \( \mu_Y \), but with diagonal covariance matrix \( Q, Q_{ii} = \sum_i^j K_Y(i, i) \). A necessary condition for mutual absolute continuity of \( \mu'_Y \) and \( \mu_Y \) is that \( K_{1/2}^T \) and \( K_Y^{1/2} \) have the same range space [1]. Note that \( \sum_i (V_i^2(\omega)/K(i, i)) = \sum_i (V_i'(\omega))^2/K_Y(i, i) \).
We now show that if this sum is finite for almost all \( \omega \), and if condition (3a) is satisfied, then \( V'(\omega) \) belongs to \( \text{range}(Q^{1/2}) \) a.e. \( dP(\omega) \). First, \( V'(\omega) \) belongs almost surely to the closure of the range of \( R' \), \( R'_{ij} = g_i g_j R(i, j) \). To see this, we note that if \( \{ b_i \} \) are the complete orthonormal (in \( l^2 \)) eigenvectors of \( R' \), and \( b'_i \) are those eigenvectors corresponding to the zero eigenvalues of \( R' \), then

\[
\int_{\Omega} \sum_{k, i} b'_i \langle b'_i, V'(\omega) \rangle dP(\omega) = 0
\]

for each \( b'_i \). Hence, \( P(\omega: V'(\omega) \perp b'_i) = 1 \), each \( b'_i \), so that \( P(\omega: V'(\omega) \) is not orthogonal to \( b'_i \), all \( b'_i \). Noting that \( \{ \omega: V'(\omega) \not\in \text{range}(R') \} = \bigcup b'_i \{ \omega: V'(\omega) \) is not orthogonal to \( b'_i \} \), we have that \( P(\omega: V'(\omega) \in \text{range}(R')) = 1 \). Next we show that \( \text{range}(Q) \supset \text{range}(R') \). Suppose \( Q_{ii} = 0 \). Then the element \( e_i \in l^2 \), \( e_i = \delta_{ij} \), is in the null space \( \mathcal{N}_Q \) of \( Q \), and \( \sum_{k, i} e_i \langle R'(i, k) R'(i, i) \rangle = 0 \), since \( R'(i, i) \leq k K_Y(i, i) \), all \( i \), and \( Q_{ii} = K_Y(i, i) \). Hence \( e_i \) is in the null space of \( R' \). The elements \( e_i \) such that \( e_i \in \text{span} \{ e_i \} \) are in \( \text{null space} \) of \( Q \), so that the null space of \( Q \) is contained in the null space of \( R' \). This implies that \( \text{range}(R') \subset \text{range}(Q) \). Hence, \( V'(\omega) \in \text{range}(Q) = \text{range}(Q^{1/2}) \) for almost all \( \omega \). We now note that if \( x \in l^2 \) and \( x \in \text{range}(Q) \), then \( x \in \text{range}(Q^{1/2}) \) if and only if \( \sum (x_i^2 / Q_{ii}) < \infty \).

Hence, the assumption that \( R(i, i) \leq k K_Y(i, i) \), all \( i \), and the assumption that \( \sum_i [V'(\omega)]^2 / K_Y(i, i) < \infty \) a.e. \( dP(\omega) \) imply that \( V'(\omega) \in \text{range}(Q^{1/2}) \) a.e. \( dP(\omega) \).

The assumption that \( \sum_{i \neq j} (K^2(i, j) / K(i, i) K(j, j) / 1 < 1 \) implies that \( \text{range}(Q^{1/2}) \) is contained in \( \text{range}(K_Y^{1/2}) \). Thus the assumptions of (3) imply that \( V'(\omega) \in \text{range}(K_Y^{1/2}) \) a.e. \( dP(\omega) \). Hence, assumption (3) implies assumption (1), and the proof is completed.
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