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ABSTRACT. This paper is focused on the asymptotic distribution of eigenvalues for semielliptic operators under weaker smoothness assumptions on coefficients of operators than those of F. E. Browder [3] and Y. Kannai [8] by applying the method of Maruo-Tanabe [9].

1. Introduction and main theorem. The asymptotic behaviour of resolvent kernels and the distribution of eigenvalues for semielliptic operators have been studied by several authors, for example, F. E. Browder [3] and Y. Kannai [8]. In these works, the authors treated those operators with \( C^\infty \) coefficients. In this note, we shall study operators having weaker smoothness conditions on their coefficients.

Let \( m = (m_1, \ldots, m_n) \) and \( \alpha = (\alpha_1, \ldots, \alpha_n) \) be multi-indices of positive and nonnegative integers respectively. We set

\[
a = 1/l \quad \text{(where } l \text{ indicates the least common multiple of } m_i), \\
b = \min 1/m_i, \quad c = \sum_{j=1}^n 1/2m_j, \quad \text{and } |\alpha: m| = \sum_{j=1}^n \alpha_j/m_j.
\]

For simplicity, the following notations will be used throughout:

(i) \( D_i = -\sqrt{-1} \partial/\partial x_i \), where \( D = (D_1, \ldots, D_n) \);
(ii) for a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_n) \) and a point \( x = (x_1, \ldots, x_n) \) in a domain \( \Omega \) of \( \mathbb{R}^n \),

\[
\begin{align*}
x^\alpha &= x_1^{\alpha_1} \cdots x_n^{\alpha_n}, \\
D &= D_1^{\alpha_1} \cdots D_n^{\alpha_n};
\end{align*}
\]

and

\[
\begin{align*}
\Sigma(s) &= \sum_{|\alpha: m| \leq s}, \\
\Sigma'(s) &= \sum_{|\alpha: m| = s}, \\
\Sigma(t) &= \sum_{|\alpha: m| \leq t}, \\
\Sigma'(t) &= \sum_{|\alpha: m| = t},
\end{align*}
\]
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A domain $\Omega$ of $\mathbb{R}^n$ will be called an $n$-box with its sides of lengths $r_i (1 \leq i \leq n)$, if $\Omega$ is the set $\{x \in \mathbb{R}^n | 0 < x_i < r_i, 1 \leq i \leq n\}$ or its translation. Further, we denote by $H_m(\Omega)$ the space of functions $u$ in $L^2(\Omega)$ for which the distribution derivatives $D^\alpha u$ are also in $L^2(\Omega)$ for $|\alpha:m| \leq 1$; the space has the usual norm

$$\|u\|_m = \|u\|_{m,\Omega} = \left( \int \sum_{(1)} |D^\alpha u|^2 \, dx \right)^{\frac{1}{2}}.$$

Finally, $\hat{H}_m(\Omega)$ shall denote the completion of $C_0^\infty(\Omega)$ in $H_m(\Omega)$, where $C_0^\infty(\Omega)$ is the set of all complex valued $C^\infty$ functions with compact support.

Now, consider the sesquilinear form

$$a(u, v) = \int \sum_{(1,1)} a_{\alpha\beta}(x) D^\alpha u \overline{D^\beta v} \, dx$$

of (multi)order $m$ and a closed subspace $V$ for which $\hat{H}_m(\Omega) \subset V \subset H_m(\Omega)$ under the following assumptions:

(1.1) $a(u, v)$ is symmetric: $a_{\alpha\beta}(x) = a_{\alpha\beta}(x)$

and

(1.2) $a(u, v) \geq \delta \|u\|^2$ for any $u \in V,$

where $\delta$ is some positive constant. Studies on estimates of type (1.2) have been done by E. Giusti [6], T. Matsuzawa [10] and L. P. Volevich [15]. Associated with the sesquilinear form $a(u, v)$ is the operator $A$ on $D(A) \subset V$ to $V^*$ defined by $a(u, v) = (Au, v)$, for $u \in D(A)$ and for any $v \in V$. As is well known $A$ is a positive and selfadjoint operator in $L^2(\Omega)$. Further, the parenthesis $(, )$ on the right-hand side is the duality between $V^*$ and $V$. Identifying $L^2(\Omega)$ with its antidual we may consider $V \subset L^2(\Omega) \subset V^*$ algebraically and topologically. Then $V$ is a dense subspace of $V^*$. The following various assumptions of smoothness for the coefficients $a_{\alpha\beta}(x)$ appearing in the form $a(u, v)$ are now considered: The $a_{\alpha\beta}(x)$ are

\begin{align*}
&\text{s-(1)} \quad \text{uniformly continuous for } |\alpha + \beta:m| = 2; \\
&\text{s-(2)} \quad \text{uniformly Hölder continuous of order } h \text{ for } |\alpha + \beta:m| = 2; \\
&\text{s-(3)} \quad \text{in } C^{1+h}(\Omega_1) \text{ for } |\alpha + \beta:m| = 2 \text{ and uniformly Hölder continuous of order } h \text{ for } 2 - 2a < |\alpha + \beta:m| \leq 2 - a; \\
&\text{s-(4)} \quad \text{in } C^{2+h}(\Omega_1) \text{ for } |\alpha + \beta:m| = 2, \text{ in } C^{1+h}(\Omega_1) \text{ for } 2 - 2a < |\alpha + \beta:m| \leq 2 - a \text{ and uniformly Hölder continuous of order } h \text{ for } 2 - 3a < |\alpha + \beta:m| \leq 2 - 2a; \\
&\text{s-(5)} \quad \text{constants in } \Omega \text{ for } |\alpha + \beta:m| = 2 \text{ and in } C^\infty(\Omega_1) \text{ for } |\alpha + \beta:m| < 2; \end{align*}
where $\Omega_1$ is a domain containing $\Omega$ and $h$ is a number satisfying $0 < h \leq a/b$.

We shall now be able to state the main theorem as follows:

**Theorem.** Let $\Omega$ be an $n$-box and $c < 1$. Let $N(t)$ be the number of eigenvalues of the operator $A$ which do not exceed $t$ for $t > 0$. Then the following asymptotic formulas for $N(t)$ hold as $t \to \infty$:

$$N(t) = c_0 t^c + o(t^c) \quad \text{under } s-(1);$$

$$N(t) = c_0 t^c + O(t^{c-a\theta/2})$$

for any number $\theta$ satisfying

$$0 < \theta < \frac{bh}{bh + a} \quad \text{under } s-(2);$$

$$0 < \theta < \frac{b(1 + h)}{b(3 + h) + a} \quad \text{under } s-(3);$$

$$0 < \theta < \frac{b(2 + h)}{b(4 + h) + a} \quad \text{under } s-(4);$$

$$0 < \theta < 1 \quad \text{under } s-(5);$$

where $h$ is such that $0 < h \leq a/b$.

$$c_0 = \frac{\sin(c\pi)}{c\pi} \int_{\Omega} c_0(x) \, dx,$$

$$c_0(x) = (2\pi)^{-n} \int_{\mathbb{R}^n} \left\{ \sum_{\Omega} a_{\alpha\beta}(x) \xi^{\alpha+\beta} + 1 \right\}^{-1} \, d\xi.$$

2. Certain properties for operators on $H_\alpha(\Omega)$. Let $Q$ be the set of rational numbers, and let

$$J(m) = \{j \in Q| |\alpha|m| = j \text{ for some multi-index } \alpha\},$$

$$J^k(m) = \{h \in J(m)|h \leq k\}, \text{ and }$$

$$\|u\|_{sm} = \sum_{|\alpha|m|=s} \|D^\alpha u\|_0 \quad \text{for } s \in J(m).$$

A number of lemmas given on pp. 571–576 of [8] are used later; they are listed here as Lemmas 2.1–2.3.

**Lemma 2.1.** If $u \in H_{sm}(\Omega)$ for any $n$-box $\Omega$ or $\Omega = \mathbb{R}^n$, or if $u \in H_{sm}(\Omega)$ for any open set $\Omega$ of $\mathbb{R}^n$, then $D^\alpha u \in L^2(\Omega)$ for any multi-index $\alpha$ satisfying $|\alpha|m|=s \leq 1$. Furthermore if the lengths of edges of an $n$-box $\Omega$ are $r_1, \cdots, r_n$, then (for $s \leq 1$)

$$\|u\|_{sm} \leq C r^{-s} \left[ \|u\|_0 + \|u\|_0^{1-s} \left\{ \|u\|_m \left( \sum_{j=1}^n r_j^{-m} \right)^s \right\} \right].$$

where the constant $C$ depends only on $m$. 

Lemma 2.2 (Sobolev type). If \( u \in H_m(\Omega) \) for any n-box \( \Omega \) or \( \Omega = \mathbb{R}^n \), or if \( u \in \dot{H}_m(\Omega) \) for any open set \( \Omega \), then \( u \) is (equal almost everywhere to) a continuous function satisfying
\[
|u(x)| \leq C\|u\|_0^{1-c/s}\|u\|_{H^m}^{c/s}
\]
for a positive number \( s > c \), where \( C \) is a constant depending only on \( m \) and on \( s \).

Lemma 2.3. Let \( \Omega \) be an n-box or \( \mathbb{R}^n \) and let \( T \) be a bounded linear operator in \( L^2(\Omega) \) such that the range, \( R(T) \), of \( T \) is contained in \( H^s_m(\Omega) \) for \( s \in J(m) \) with \( s > c \). Then there exists a kernel \( K(x, y) \) of \( T \) such that \( (Tf)(x) = \int_{\Omega} K(x, y)f(y)dy \) for every \( f \) in \( L^2(\Omega) \). Moreover
(i) \( K(x_0, y) \in L^2(\Omega) \) for each fixed \( x_0 \in \Omega \);
(ii) for each fixed \( x \), \( K(x, \cdot) \) is a uniformly continuous function of \( y \) from \( \Omega \) to \( L^2(\Omega) \);
(iii) the following estimate holds:
\[
\left( \int_{\Omega} |K(x, y)|^2 dy \right) \leq C\|T\|_{H^s_m}^{c/s}\|T\|_0^{1-c/s},
\]
where \( C \) is a constant depending only on \( m \) and on \( s \).

In the following setting of a bounded operator \( S \) from \( V^* \) to \( V \) we use the notations
\[
\|S\|_{L^2 \to L^2}, \quad \|S\|_{L^2 \to V}, \quad \|S\|_{V^* \to V}, \quad \|S\|_{V^* \to L^2}
\]
to denote the norms of \( S \) as an operator on \( L^2(\Omega) \) to \( L^2(\Omega) \), on \( L^2(\Omega) \) to \( V \), etc.

From Lemmas 2.2 and 2.3, with \( s = 1 \), we can establish the following lemma, which is similar to Lemma 3.2 given on p. 328 of [9] (we omit its proof which is nearly identical to that of [9]).

Lemma 2.4. Let \( \Omega \) be an n-box or \( \mathbb{R}^n \). Suppose that \( S \) is a bounded linear operator on \( V^* \) to \( V \) and that \( c < 1 \). Then there exists a function \( M(x, y) \) in \( C(\overline{\Omega} \times \overline{\Omega}) \) such that \( (Sf)(x) = \int_{\Omega} M(x, y)f(y)dy \) for every \( f \in L^2(\Omega) \). Furthermore, this kernel \( M(x, y) \) of \( S \) has the estimate
\[
|M(x, y)| \leq C\|S\|_{V^* \to V}^{2}\|S\|_{V \to L^2}^{c(1-c)}\|S\|_{L^2 \to V}^{c(1-c)}\|S\|_{L^2 \to L^2}^{(1-c)^2}
\]
for some constant \( C \) depending only on \( m \).

Let \( A \) be the operator associated with the symmetric sesquilinear form \( a(u, v) \) and let \( \lambda \) be a complex number which is not on the positive real axis. Then by use of the Lax-Milgram theorem, we can show that the inverse, \( (A - \lambda)^{-1} \), of \( A - \lambda \) is a bounded operator on \( V^* \). We now quote Lemma 3.1 given on pp. 326–327 of [9] as follows.
Lemma 2.5. There exists a constant $C$ (depending on $\delta$, $\sup a_{\alpha\beta}$, $m$ and $n$) such that the following estimates hold:

(i) $\| (A - \lambda)^{-1} \|_{L^2 \to L^2} \leq 1/d(\lambda)$,

(ii) $\| (A - \lambda)^{-1} \|_{L^2 \to V} \leq C|\lambda|^{1/2}/d(\lambda)$,

(iii) $\| (A - \lambda)^{-1} \|_{V^* \to V} \leq C|\lambda|/d(\lambda)$,

(iv) $\| (A - \lambda)^{-1} \|_{V^* \to L^2} \leq C|\lambda|^{1/2}/d(\lambda)$.

Here and in what follows $d(\lambda)$ is defined to be the distance from the point $\lambda$ to the positive real axis.

We state, without proofs, Lemmas 2.6 and 2.7, which are similar to Lemmas 3.3 and 3.4 given on pp. 328–329 of [9].

Lemma 2.6. Let $\Omega$ be an $n$-box or $\mathbb{R}^n$. Then there exists a constant $C$ (depending only on $m$ and on $s$) such that for any $s \in J(m)$ with $0 < s < 1$, the following estimates hold:

\[ \| (A - \lambda)^{-1} f \|_{sm} \leq C |\lambda|^{1/2(1+s)} d(\lambda)^{-1} \| f \|_{V^*}, \text{ for any } f \in V^*, \]  

\[ \| (A - \lambda)^{-1} f \|_{sm} \leq C |\lambda|^{1/2s} d(\lambda)^{-1} \| f \|_0, \text{ for any } f \in L^2(\Omega). \]

Lemma 2.7. Let $\Omega$ be an $n$-box or $\mathbb{R}^n$. Then there exists a constant $C$ (depending only on $m$ and on $s$) such that for any $s \in J(m)$ with $0 < s < 1$, the estimate

\[ \| u \|_{sm} \leq C |\lambda|^{-1/2(1-s)} (\| u \|_m + |\lambda|^{1/2} \| u \|_0) \]

holds for any $u \in V$.

3. Estimates of the difference between resolvent kernels on $\mathcal{H}_m(\Omega)$ and $V$.

An operator $A: V \to V^*$ is defined by $a(u, v) = (Au, v)$ for any $u, v \in V$ while an operator $A_0: \mathcal{H}_m(\Omega) \to H_{-m}(\Omega)$ is defined by $a(u, v) = (A_0u, v)$ for any $u, v \in \mathcal{H}_m(\Omega)$. Although both operators $A$ and $A_0$ are associated with the symmetric sesquilinear form $a(u, v)$, the parenthesis $(Au, v)$ denotes the duality between $V^*$ and $V$ in the former and the parenthesis $(A_0u, v)$, the duality between $H_{-m}(\Omega)$ (the anti-dual of $\mathcal{H}_m(\Omega)$) and $\mathcal{H}_m(\Omega)$ in the latter. Evidently, for the operator $A_0$ the analogues of Lemmas 2.5–2.7 hold.

Let

\[ \Lambda = \{ g \in C_0^\infty(U) | g(0) = 1 \}, \]

where $U = \{ x \in \mathbb{R}^n | |x_i| < 1, 1 \leq i \leq n \}$. Let $x^0$ be a fixed point in $\Omega$. For simplicity, we put $\epsilon = \delta(x^0)$ and
\[ \eta_\epsilon(x) = \eta\left(\frac{x_1 - x_0^\epsilon}{\epsilon^{1/m_1}}, \ldots, \frac{x_n - x_0^\epsilon}{\epsilon^{1/m_n}}\right) = \eta\left(\frac{x - x_0}{\epsilon^{1/m}}\right) \]

for \( \eta \in \Lambda \). Note that \( \sup_{x \in \Omega} |D^\alpha \eta_\epsilon(x)| \leq Ce^{-|x|^{m_1}} \) holds, where \( C \) is a constant depending only on \( m \) and on \( \eta \). For any \( f \in V^* \) we denote \( f|\hat{H}_m(\Omega) \) by \( rf \). Note also that \((rf, \phi) = (f, \phi)\) for \( \phi \in H_m(\Omega) \subset V \). Using the mappings

\[(A - \lambda)^{-1}: V^* \to V \quad \text{and} \quad (A_0 - \lambda)^{-1}: H_m(\Omega) \to \hat{H}_m(\Omega),\]

the operator \( S_{\lambda, \epsilon} : V^* \to \hat{H}_m(\Omega) \) can be defined by

\[ S_{\lambda, \epsilon} f = \eta_\epsilon((A - \lambda)^{-1} f - (A_0 - \lambda)^{-1}(rf)) \]

for any \( f \in V^* \). Obviously, \( S_{\lambda, \epsilon} \) is a bounded operator on \( V^* \) to \( \hat{H}_m(\Omega) \) and hence a fortiori to \( V \).

**Lemma 3.1.** If \( \epsilon^{-1}|\lambda|^{-1/2} \leq 1 \) and \( |\lambda| \geq 1 \), then for any positive integer \( j \) there exists a positive constant \( K_j \) such that

(i) \[ \|S_{\lambda, \epsilon}\|_{V^* \to V} \leq K_j F(\epsilon, \lambda, j)|\lambda|d(\lambda)^{-1}, \]

(ii), (iii) \[ \|S_{\lambda, \epsilon}\|_{V^* \to L^2 L^2 \to V} \leq K_j F(\epsilon, \lambda, j)|\lambda|^{1/2} d(\lambda)^{-1}, \]

(iv) \[ \|S_{\lambda, \epsilon}\|_{L^2 L^2 \to L^2} \leq K_j F(\epsilon, \lambda, j) d(\lambda)^{-1}, \]

where \( F(\epsilon, \lambda, j) = (\epsilon^{-b}|\lambda|^{1-b/2} d(\lambda)^{-1})^j \).

**Proof.** Let \( u = (A - \lambda)^{-1} f - (A_0 - \lambda)^{-1}(rf) \) and \( v = \eta_\epsilon u = S_{\lambda, \epsilon} f \in \hat{H}_m(S_n(x^0; \epsilon)) \subset H_m(\Omega) \subset V \), where \( S_n(x^0; \epsilon) = \{ x \in R^n | x_i - x_i^0 | < \epsilon^{1/m_i}, 1 \leq i \leq n \} \). Then it is readily verified that

\[ a(v, u) - \lambda(v, u) = a(v, \eta_\epsilon v) - a(u, \eta_\epsilon v) + a(u, \eta_\epsilon v) - \lambda(\eta_\epsilon u, v) \]

\[ (3.1) \quad a(v, u) - a(u, \eta_\epsilon v), \]

Recalling the law of sine and noting that \( a(v, u) \geq 0 \) and that

\[ d(\lambda) / |\lambda| = \begin{cases} \sin(\arg \lambda), & \text{if } \Re \lambda > 0, \\ 1, & \text{if } \Re \lambda \leq 0, \end{cases} \]

we have, for some constant \( C \),

\[ |a(v, u) - \lambda(v, u)| \geq \max \{ \delta \|u\|^2_m, |\lambda| \|v\|^2_0 \} d(\lambda) / |\lambda| \geq CB(v)^2 d(\lambda) / |\lambda|, \]

where \( B(v) = \|v\|_m + |\lambda|^{1/2} \|v\|_0 \).

From (3.1) and (3.2) it follows that
\[
CB(v)^2 \frac{d(\lambda)}{|\lambda|} \leq |a(v, v) - a(u, \eta_v)|
\]

\[
= \left| \int_{\Omega} \sum_{(1,1)} a_{\alpha\beta}(x)(D^{\alpha}(\eta_v u)D^{\beta}v - D^{\alpha}uD^{\beta}(\eta_v v)) \, dx \right|
\]

\[
\leq \left| \sum' \int_{(1,1)} a_{\alpha\beta}(x)(\eta_v D^{\alpha}u D^{\beta}v - D^{\alpha}u(\eta_v D^{\beta}v)) \, dx \right|
\]

\[
+ \left| \sum' \int_{(1,1)} a_{\alpha\beta}(x) \sum_{1-2b<|\gamma|: m<1-b} \left(\alpha^\gamma \eta_v D^{\gamma}u D^{\beta}v \right. \right.
\]

\[
- D^{\alpha}u \sum_{1-2b<|\delta|: m<1-b} \left(\beta^\delta \eta_v D^{\delta}v \right) \, dx \right| + \left| \sum \right|
\]

\[
= I_1 + I_2 + I_3 + I_4.
\]

We now carry out \( I_1 \) as follows:

\[
I_1 \leq \left| \sum' \int_{(1,1)} a_{\alpha\beta}(x)(\eta_v D^{\alpha}u D^{\beta}v - D^{\alpha}u(\eta_v D^{\beta}v)) \, dx \right|
\]

\[
+ \left| \sum' \int_{(1,1)} a_{\alpha\beta}(x) \sum_{1-2b<|\gamma|: m<1-b} \left(\alpha^\gamma \eta_v D^{\gamma}u D^{\beta}v \right. \right.
\]

\[
- D^{\alpha}u \sum_{1-2b<|\delta|: m<1-b} \left(\beta^\delta \eta_v D^{\delta}v \right) \, dx \right| + \left| \sum \right|
\]

\[
= I_{11} + I_{12} + I_{13}.
\]

Clearly \( I_{11} = 0 \). Since \( \sup_{x \in \Omega} |D^{\alpha} \eta_v(x)| \leq C e^{-|\alpha|: m|} \),

\[
I_{12} \leq C \left( \sum_{1-2b<s<1-b} e^{-(1-s)|\gamma|} \|u\|_m \|v\|_m + \sum_{1-2b<r<1-b} e^{-(1-r)|\gamma|} \|u\|_m \|v\|_m \right),
\]

and, because \( \|rf\|_m \leq \|f\|_{V^*} \), it follows from Lemmas 2.6 and 2.7 that for \( f \in V^* \)

\[
I_{12} \leq C \left( \sum_s e^{-(1-s)|\gamma|} \|f\|_{V^*} \|v\|_m \right.
\]

\[
+ \sum_{t} e^{-(1-r)|\gamma|} \|f\|_{V^*} \|v\|_m \right).
\]

(Note that \( \|u\|_m \leq 2\|(A - \lambda)^{-1}f\|_m \leq C|\lambda|d(\lambda)^{-1}\|f\|_{V^*} \)). Substituting

\[
s = t = 1 - b\) in the above and noting that \( \|v\|_m \leq B(v) \), we have

\[
I_{12} \leq C e^{-b|\lambda|^{1-b/2}} d(\lambda)^{-1}\|f\|_{V^*} \|B(v)\|.
\]

Similarly, for \( f \in L^2(\Omega) \) we have

\[
I_{12} \leq C e^{-b|\lambda|^{1-b/2}} d(\lambda)^{-1}\|f\|_d \|B(v)\|.
\]

Similar to the bounds for \( I_{12} \) we find
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\[ I_{13} \leq \begin{cases} 
Ce^{-2b} |\lambda|^{1-b} d(\lambda)^{-1} \|f\|_{V^*}B(v), & \text{for } f \in V^*, \\
Ce^{-2b} |\lambda|^{1-b} d(\lambda)^{-1} \|f\|_{L^2(\Omega)}, & \text{for } f \in L^2(\Omega).
\end{cases} \]

Since \( e^{-1} |\lambda|^{-1/2} \leq 1 \) implies \( e|\lambda|^{1/2} \geq 1 \), \( (e|\lambda|^{1/2})^{-2b} \leq (e|\lambda|^{1/2})^{-b} \). Thus \( I_{13} \leq I_{12} \). Consequently, we get

(3.5) \[ I_1 \leq Ce^{-b} |\lambda|^{1-b/2} d(\lambda)^{-1} \|f\|_{V^*}B(v), \quad \text{for } f \in V^*, \]

and

(3.5') \[ I_1 \leq Ce^{-b} |\lambda|^{1-b/2} d(\lambda)^{-1} \|f\|_{L^2(\Omega)}, \quad \text{for } f \in L^2(\Omega). \]

For \( I_2 \) we have

\[ I_2 = \sum_{\alpha: m \leq 1-a} \int_{\Omega} a_{\alpha \beta}(x) \left( \sum_{\gamma < \alpha} \left( \begin{array}{l} \alpha \\ \gamma \end{array} \right) D^{\alpha-\gamma} \eta \bar{D}_\gamma u D_\gamma^\beta \right) - D^\alpha \sum_{\delta < \beta} \left( \begin{array}{l} \beta \\ \delta \end{array} \right) D^{\beta-\delta} \eta \bar{D}_\delta v \right) dx. \]

(Note that the term for \( \gamma = \alpha \) and \( \delta = \beta \) is zero.)

Since \( |\alpha - \gamma: m| = |\alpha: m| - |\gamma: m| \leq 1 - a - s \) for \( \gamma < \alpha \) and \( |\beta - \delta: m| = |\beta: m| - |\delta: m| \leq 1 - t \) for \( \delta < \beta \) imply that \( s \leq 1 - (a + b) \) and \( t \leq 1 - b \) respectively, it follows from Lemmas 2.6 and 2.7 that for \( f \in V^* \)

\[ I_2 \leq C \left( \sum_{s \leq 1 - (a + b)} e^{-(1-a-s) \|u\|_{sm} \|v\|_m} + \sum_{t \leq 1 - b} e^{-(1-a-t) \|u\|_{(1-a)m} \|v\|_{tm}} \right) \leq Ce^{-b} |\lambda|^{1-(a+b)/2} d(\lambda)^{-1} \|f\|_{V^*}B(v). \]

Similarly, we find

(3.6') \[ I_2 \leq Ce^{-b} |\lambda|^{1-(a+b)/2} \|f\|_{L^2(\Omega)}. \]

It is evident that the bound of \( I_3 \) is the same as that of \( I_2 \). For \( I_4 \) we have

\[ I_4 \leq C \left( \sum_{s \leq 1 - (a + b)} e^{-(1-a-s) \|u\|_{sm} \|v\|_m} \right. \]

\[ \left. + \sum_{t \leq 1 - (a+b)} e^{-(1-a-t) \|u\|_{(1-a)m} \|v\|_{tm}} \right) \leq Ce^{-b} |\lambda|^{1-(a+b)/2} \|\lambda^{-a/2} d(\lambda)^{-1} \|f\|_{V^*}B(v), \quad \text{for } f \in V^*. \]

And again

(3.7') \[ I_4 \leq Ce^{-b} |\lambda|^{1-(a+b)/2} \|\lambda^{-a/2} d(\lambda)^{-1} \|f\|_{L^2(\Omega)}, \quad \text{for } f \in L^2(\Omega). \]

If \( |\lambda| \geq 1, |\lambda|^{-a/2} \leq 1 \) and

\[ e^{-b} |\lambda|^{1-(a+b)/2} \|\lambda|^{-a/2} \leq e^{-b} |\lambda|^{1-(a+b)/2} \leq e^{-b} |\lambda|^{-b/2}; \]

thus, from (3.5), (3.6) and (3.7), we get
\[ I_1 + I_2 + I_3 + I_4 \leq C(e^{-b}|\lambda|^{1-b/2} + 2e^{-b}|\lambda|^{1-(a+b)/2} + e^{-b}|\lambda|^{1-(a+b)/2}|\lambda|^{-a/2}) \cdot d(\lambda)^{-1} \|f\|_{V*} B(v), \]

(3.8)

\[ \leq C e^{-b}|\lambda|^{1-b/2} d(\lambda)^{-1} \|f\|_{V*} B(v), \]

for \( f \in V^* \). Similarly, it follows from (3.5'), (3.6') and (3.7') that

\[ I_1 + I_2 + I_3 + I_4 \leq C e^{-b}|\lambda|^{\frac{1}{2}-b/2} d(\lambda)^{-1} \|f\|_0 B(v), \]

(3.8')

for \( f \in L^2(\Omega) \). From (3.3), (3.8) and (3.8') we have

\[ B(v)^2 \frac{d(\lambda)}{|\lambda|} \leq \left\{ \begin{array}{l} C e^{-b}|\lambda|^{1-b/2} d(\lambda)^{-1} \|f\|_{V*} B(v), \\
C e^{-b}|\lambda|^{\frac{1}{2}-b/2} d(\lambda)^{-1} \|f\|_0 B(v), \end{array} \right. \]

which implies that

\[ B(v) \leq \left\{ \begin{array}{l} C F(e, \lambda, 1)|\lambda| d(\lambda)^{-1} \|f\|_{V*} \\
C F(e, \lambda, 1)|\lambda|^{\frac{1}{2}} d(\lambda)^{-1} \|f\|_0. \end{array} \right. \]

Consequently, we obtain

(i) \( \|v\|_m \leq K_1 F(e, \lambda, 1)|\lambda| d(\lambda)^{-1} \|f\|_{V*}, \)

(ii) \( \|v\|_0 \leq K_1 F(e, \lambda, 1)|\lambda|^{\frac{1}{2}} d(\lambda)^{-1} \|f\|_{V*}, \)

(iii) \( \|v\|_m \leq K_1 F(e, \lambda, 1)|\lambda|^{\frac{1}{2}} d(\lambda)^{-1} \|f\|_0, \)

(iv) \( \|v\|_0 \leq K_1 F(e, \lambda, 1) d(\lambda)^{-1} \|f\|_0. \)

Hence the lemma is proved for \( j = 1 \). We proceed inductively. Assuming now that the lemma has been proved for \( j = k \), we then pick another function \( \xi \in \Lambda \) such that \( \xi(x) = 1 \) for any \( x \in \text{supp}(\eta) \) and write \( \xi_{e}(x) = \xi((x - x^0)/e^{(1/m)}). \) Letting \( \xi_e u = (A - \lambda)^{-1} f - (A_0 - \lambda)^{-1} (rf) \) and \( v = \eta_e \xi_e u = S_{\lambda_e} f \), we have (similar to (3.1), (3.2), (3.3))

\[ CB(v)^2 \frac{d(\lambda)}{|\lambda|} \leq |a(v, v) - a(\xi_e u, \eta_e v)| \]

\[ = \left| \int_{\Omega} \sum_{(1,1)} a_{\alpha \beta}(x) \sum_{\gamma \leq \alpha} \left( \alpha \gamma \right) D^{\alpha-\gamma} \eta_e D^\gamma (\xi_e u) D^{\beta} v - D^{\alpha} (\xi_e u) \sum_{\delta \leq \beta} \left( \beta \delta \right) D^{\beta-\delta} \eta_e D^{\delta} v \right| dx \]

\[ \leq \left| \sum' \right| + \left| \sum_{|\alpha: m| \leq 1 - a, |\beta: m| = 1} \right| + \left| \sum_{|\alpha: m| = 1, |\beta: m| \leq 1 - a} \right| + \left| \sum_{(1-a, 1-a)} \right| \]

\[ = I'_1 + I'_2 + I'_3 + I'_4. \]
As in the proof of the case $j = 1$, we find that

$$I_1' \leq C e^{-b} |\lambda|^{-b/2} B(v) B(\xi u),$$

$$I_2', I_3' \leq C e^{-b} |\lambda|^{-(a+b)/2} B(v) B(\xi u),$$

$$I_4' \leq C e^{-b} |\lambda|^{-(a+b)/2} |\lambda|^{-a/2} B(v) B(\xi u).$$

In the same way as for the case $j = 1$, we conclude from the above results that

(3.9) \[ B(v)^2 \frac{d(\lambda)}{|\lambda|} \leq C e^{-b} |\lambda|^{-b/2} B(v) B(\xi u). \]

But, from the induction hypothesis with $\xi$ in place of $\eta$ it follows that

(3.10) \[ B(\xi u) \leq \begin{cases} K_k F(\epsilon, \lambda, k) |\lambda| d(\lambda)^{-1} \| f \|_{V^*}, \\ K_k F(\epsilon, \lambda, k) |\lambda|^{1/2} d(\lambda)^{-1} \| f \|_0. \end{cases} \]

From (3.9) and (3.10) it follows that

\[ B(v) \frac{d(\lambda)}{|\lambda|} \leq \begin{cases} C e^{-b} |\lambda|^{-b/2} K_k F(\epsilon, \lambda, k) |\lambda| d(\lambda)^{-1} \| f \|_{V^*}, \\ C e^{-b} |\lambda|^{-b/2} K_k F(\epsilon, \lambda, k) |\lambda|^{1/2} d(\lambda)^{-1} \| f \|_0, \end{cases} \]

which implies that

(3.11) \[ B(v) \leq \begin{cases} K_{k+1} F(\epsilon, \lambda, k + 1) |\lambda| d(\lambda)^{-1} \| f \|_{V^*}, \\ K_{k+1} F(\epsilon, \lambda, k + 1) |\lambda|^{1/2} d(\lambda)^{-1} \| f \|_0, \end{cases} \]

where $K_{k+1} = C K_k$. The completion of the induction step follows immediately from (3.11), and the lemma is proved.

As in Lemma 2.4 let $\Omega$ be an $n$-box or $\mathbb{R}^n$. Set $c < 1$. Moreover, let $M_\lambda(x, y)$, $K_\lambda(x, y)$ and $K_0(\lambda, x, y)$ be the kernels of the operators $S_\lambda$, $(A - \lambda)^{-1}$ and $(A_0 - \lambda)^{-1}$ respectively. Then clearly we have the relation

\[ M_\lambda(x, y) = \eta_\epsilon(x) [K_\lambda(x, y) - K_0(\lambda, x, y)]. \]

A lemma which is similar to Lemma 4.2 given on p. 332 of [9] is now stated below.

**Lemma 3.2.** Corresponding to any $p > 0$ there exists a constant $C = C(p)$ so that for any $\lambda$ with $|\lambda| \geq 1$ and for any $x^0$ in $\Omega$ the following inequality holds:

\[ |K_\lambda(x^0, x^0) - K_0(\lambda, x^0, x^0)| \leq C |\lambda|^c \frac{|\lambda|^{1-b/2}}{d(\lambda)} \left( \frac{|\lambda|^{1-b/2}}{\delta(x^0) d(\lambda)} \right)^p, \]

where $c < 1$ and $\delta(x^0) = \min\{1, \text{dist}(x^0, \partial \Omega)\}$.

**4. Approximation of coefficients by smooth functions.** We shall approximate the coefficients $a_{\alpha \beta}$ by functions in $C^\omega(\mathbb{R}^n)$ so that we can apply Kannai's results of [8]. Let $\tilde{\rho}$ denote the real-valued even function in $C_0^\infty(\mathbb{R}^1)$.
for which \( \text{supp}(\widetilde{\omega}) \) is contained in the set \( \{ x_i \in R^n | x_i | \leq 1/\sqrt{n} \}, 1 \leq i \leq n \).

We write for \( x = (x_1, \ldots, x_n) \in R^n \)
\[
\rho_e(x) = e^{-c/2} \prod_{j=1}^{n} \widetilde{\omega} \left( \frac{x_i}{e^{1/m_j}} \right).
\]

Set \( \int_{R^n} \rho_e(x) dx = C \). (We may consider \( C = 1 \) for convenience of calculation.)

We now state, without proofs, Lemmas 4.1–4.4, which are similar to Lemmas 5.1–5.4 given on pp. 333–336 of [9].

**Lemma 4.1.** Let \( \Omega \) be an n-box or \( R^n \). For \( f \in C^2(\Omega), x^0 \in \Omega, \) and for any positive numbers \( e, \delta < 1, \) we set
\[
f_0(x) = \begin{cases} 
\frac{1}{\alpha!} (x - x^0)^\alpha \partial_x^\alpha f(x^0), & \text{if } |x_i - x_i^0| \leq \delta^{1/m_i}, \\
\sum_{|\alpha| \leq 2} \frac{1}{\alpha!} (x^1 - x^0)^\alpha \partial_x^\alpha f(x^0), & \text{if } |x_i - x_i^0| > \delta^{1/m_i},
\end{cases}
\]
where \( x^1 \) is the point of intersection of the right parallelepiped \( \{ x \in R^n \mid |x_i - x_i^0| = \delta^{1/m_i}, 1 \leq i \leq n \} \) with the line segment connecting \( x^0 \) and \( x \). Then

(i) \( \rho_e * f_0 \) is a function in \( C^\infty(R^n) \);

(ii) when \( e < \delta \), we have \( \rho_e * f_0(x) = f_0(x) + C_e(x^0) \) in the set \( \{ x \in R^n \mid |x_i - x_i^0| < \delta^{1/m_i} - \epsilon^{1/m_i}, 1 \leq i \leq n \} \), where \( C_e(x^0) \) is independent of \( x \):
\[
C_e(x^0) = \sum_{|\alpha| = 2} \frac{1}{\alpha!} \partial_x^\alpha f(x^0) \int_{R^n} z^\alpha \rho_e(z) dz,
\]
and satisfies
\[
|C_e(x^0)| \leq e^{2b} \sum_{|\alpha| = 2} \frac{1}{\alpha!} |\partial_x^\alpha f(x^0)|;
\]

(iii) for any \( x \in R^n \) we have
\[
|\rho_e * f_0(x) - f(x^0)| \leq 2 \delta^{b} \sum_{|\alpha| = 1} |\partial_x^\alpha f(x^0)| + 2 \delta^{2b} \sum_{|\alpha| = 2} |\partial_x^\alpha f(x^0)|.
\]

**Lemma 4.2.** Let \( \Omega, x^0, x^1, \epsilon, \delta \) be the same as in Lemma 4.1. For \( f \in C^1(\Omega) \) we set
\[
f_0(x) = \begin{cases} 
\sum_{|\alpha| = 1} (x - x^0)^\alpha \partial_x^\alpha f(x^0), & \text{for } |x_i - x_i^0| \leq \delta^{1/m_i}, \\
\sum_{|\alpha| = 1} (x^1 - x^0)^\alpha \partial_x^\alpha f(x^0), & \text{for } |x_i - x_i^0| > \delta^{1/m_i}.
\end{cases}
\]
Then

(i) \( \rho_e * f_0 \) is a function in \( C^\infty(R^n) \);
(ii) when \( \varepsilon < \delta, \rho_\varepsilon * f_0(x) = f_0(x) \) in the set \( \{ x \in \mathbb{R}^n | |x_i - x_i^0| < \delta_1/m_i - \varepsilon_1/m_i, 1 \leq i \leq n \} \);

(iii) for any \( x \in \mathbb{R}^n \) we have

\[ |\rho_\varepsilon * f_0(x) - f_0(x^0)| \leq 2\delta b \sum_{|\alpha|=1} |\partial_\alpha^b f(x^0)|. \]

We would like to modify the coefficients of \( a(u, v) \), but leave semiellipticity of \( a(u, v) \) invariant.

Suppose that the coefficients of \( a(u, v) \) satisfy the smoothness condition s-(4). Select \( \varepsilon' \) and \( \delta \) so that \( 0 < \varepsilon' < \delta < 1 \), then pick any fixed point \( x^0 \) of \( \Omega \). We shall apply Lemma 4.1 to \( a_{\alpha \beta} \) for \( |\alpha + \beta| m = 2 \) and Lemma 4.2 to \( a_{\alpha \beta} \) for \( |\alpha + \beta| m = 2 - a \). For \( |\alpha + \beta| m = 2 \), let \( a_{\alpha \beta}^0 \) and \( C_{\alpha \beta}(x^0) \) be the function and the constant defined by (4.1) and (4.2) respectively with \( f \) and \( e \) replaced by \( a_{\alpha \beta} \) and \( \varepsilon' \), and set \( a_{\alpha \beta}^1(x^0) = \rho_{\varepsilon'} * a_{\alpha \beta}^0(x^0) - C_{\alpha \beta}(x^0) \).

For \( |\alpha + \beta| m = 2 - a \) and \( |\alpha + \beta| m = 2 - 2a \), we put \( a_{\alpha \beta}(x) = a_{\alpha \beta}(x^0) \) and \( a_{\alpha \beta}(x) = 0 \) respectively. We shall consider the following symmetric sesquilinear form

\[ a_1(u, v) = \sum_{|\alpha|=1} \int_{\Omega} a_{\alpha \beta}(x) D^\alpha u \overline{D^\beta v} dx. \]

**Lemma 4.3.** Let \( \Omega \) be an n-box or \( \mathbb{R}^n \). Then there exist two positive constants \( C'_0 \) and \( C \) such that

\[ a_1(u, u) \geq C'_0 \|u\|^2_m - C \|u\|^2_0 \]

for any \( u \in \hat{H}_m(\Omega) \) provided that, as stated above, \( \delta \) and \( \varepsilon' \) are sufficiently small and independent of \( x^0 \) (an arbitrary point in \( \Omega \)) with \( 0 < \varepsilon' < \delta < 1 \).

Next, consider the case when the coefficients \( a_{\alpha \beta} \) satisfy the condition s-(3). For \( |\alpha + \beta| m = 2 \), letting \( a_{\alpha \beta}^0 \) be defined by (4.3) with \( a_{\alpha \beta} \) in place of \( f \), we put \( a_{\alpha \beta}^1(x) = \rho_{\varepsilon'} * a_{\alpha \beta}^0(x) \). For \( |\alpha + \beta| m = 2 - a \) and \( |\alpha + \beta| m = 2 - 2a \), we put \( a_{\alpha \beta}^2(x) = a_{\alpha \beta}(x^0) \) and \( a_{\alpha \beta}^2(x) = 0 \) respectively. After the coefficients \( a_{\alpha \beta}^2 \) are so defined we construct the sesquilinear form as follows:

\[ a_2(u, v) = \sum_{|\alpha|=1} \int_{\Omega} a_{\alpha \beta}(x) D^\alpha u \overline{D^\beta v} dx \]

for any \( u, v \in \hat{H}_m(\Omega) \). In the case when the coefficients \( a_{\alpha \beta} \) satisfy the condition s-(2), we put \( a_{\alpha \beta}^3(x) = a_{\alpha \beta}(x^0) \) for \( |\alpha + \beta| m = 2 \). Then let \( a_3(u, v) \) be the sesquilinear form on \( H_m(\Omega) \times H_m(\Omega) \) defined by

\[ a_3(u, v) = \sum'_{|\alpha|=1} \int_{\Omega} a_{\alpha \beta}(x) D^\alpha u \overline{D^\beta v} dx \]

for any \( u, v \in \hat{H}_m(\Omega) \).

**Lemma 4.4.** Let \( \Omega \) be an n-box or \( \mathbb{R}^n \). Then there exist two positive
constants $C'_0$ and $C$ such that for $i = 2, 3$

$$a_i(u, u) \geq C'_0\|u\|^2_m - C\|u\|^2_0$$

for any $u \in \dot{H}_m(\Omega)$, provided that $\delta$ and $\epsilon'$ are sufficiently small and independent of $x^0$ with $0 < \epsilon' < \delta < 1$.

With a minor change of notations a method given on pp. 87–89 of [1] can be readily adopted to prove the following lemma.

**Lemma 4.5.** Let $a_{\alpha\beta}$ be bounded and measurable in any open region $\Omega$ for $|\alpha:m| < 1, |\beta:m| < 1$. Let $C_0 > 0$ and $C' > 0$ be given constants. If for all $\phi \in C^\infty_0(\Omega)$

$$\Re a(\phi, \phi) \geq C_0\|\phi\|^2_m - C'\|\phi\|^2_0,$$

then for almost all $x$ in $\Omega$ and for any real vector $\xi$,

$$\Re \sum_{(1,1)}' a_{\alpha\beta}(x)\xi^{\alpha+\beta} \geq C_0\mu(\xi), \text{ where } \mu(\xi) = \sum_{j=1}^n |\xi_j|^{2mj}.$$

5. Effect of smoothing coefficients of the kernels on $\dot{H}_m(\Omega)$. Suppose that $\epsilon'$ and $\delta$ are given sufficiently small with $0 < \epsilon' < \delta < 1$, as above. In the previous section the semielliptic sesquilinear forms $a_i(u, v)$ have been defined by means of the smooth coefficients $a_{i\alpha\beta}, i = 1, 2, 3$. According to the Lax-Milgram theorem, there exist operators $A_i$ associated with the forms $a_i(u, v)$ restricted to $\dot{H}_m(\Omega) \times \dot{H}_m(\Omega)$, that is, $a_i(u, v) = (A_i u, v)$ for any $u, v \in \dot{H}_m(\Omega), i = 1, 2, 3$. Consequently, for sufficiently large $|\lambda|$ the operators

$$A_i - \lambda: \dot{H}_m(\Omega) \to H_{-m}(\Omega)$$

defined by

$$a_i(u, v) - \lambda(u, v) = ((A_i - \lambda)u, v)$$

for $u, v \in \dot{H}_m(\Omega)$, possess bounded inverses $(A_i - \lambda)^{-1}$ respectively, $i = 1, 2, 3$. In order to estimate the difference between the resolvent kernels of $A_0$ and those of $A_1$, we set

$$S^1_{\lambda \epsilon} f = \eta_\epsilon[(A_0 - \lambda)^{-1} - (A_1 - \lambda)^{-1}]f$$

for $f \in H_{-m}(\Omega)$, where $\epsilon$ is an arbitrary positive number and $\eta_\epsilon(x) = \eta((x - x^0)/\epsilon(1/m))$ for $\eta \in \Lambda$ as before. For an operator $S$ on $H_{-m}(\Omega)$ to $\dot{H}_m(\Omega)$ we denote by

$$\|S\|(-m,m), \|S\|(-m,0), \|S\|_{(0,m)} \text{ and } \|S\|_{(0,0)}$$

the norms of $S$ considered as an operator on $H_{-m}(\Omega)$ to $\dot{H}_m(\Omega)$, on $H_{-m}(\Omega)$ to $L^2(\Omega)$, and on $L^2(\Omega)$ to $L^2(\Omega)$ respectively.
Lemma 5.1. If \( \epsilon^{-b} |\lambda|^{-b/2} d(\lambda)^{-1} \leq 1 \) with \( 0 < \epsilon < 1 \), \( |\lambda| \geq 1 \), then for any positive integer \( j \) there exists a positive constant \( K_j \), which is independent of \( x^0 \), \( \epsilon \) and \( \lambda \), such that

\[
\|S^1_{\lambda\epsilon}(\cdot, m)\| \leq K_j R_1(\epsilon, \lambda, j),
\]

\[
\|S^1_{\lambda\epsilon}(\cdot, m, 0)\| \leq K_j R_1(\epsilon, \lambda, j)|\lambda|^{-\frac{j}{2}},
\]

\[
\|S^1_{\lambda\epsilon}(\cdot, 0, m)\| \leq K_j R_1(\epsilon, \lambda, j)|\lambda|^{-1}
\]

where

\[
R_1(\epsilon, \lambda, j) = \epsilon^{2b+h}(1 + \epsilon^{-h}|\lambda|^{-a/2}) \left( \frac{|\lambda|}{d(\lambda)} \right)^2 + \left( \frac{|\lambda|^{-b/2}}{e^bd(\lambda)} \right)^j \frac{|\lambda|}{d(\lambda)}.
\]

Since the proof of the lemma is similar to that of Lemma 6.1 given on pp. 336–338 of [9], we merely state the changes of bounds of \( |a_{\alpha\beta}(x) - a_{\alpha\beta}(x^0)| \) which are necessary in the semielliptic case. First consider \( a_{\alpha\beta} \) for \( |\alpha + \beta : m| = 2 \). Let \( \epsilon \) be such that \( 0 < \epsilon < \min\{\epsilon_0, \delta - \epsilon'\} \) where \( \epsilon_0 = \text{dist}(\Omega, \partial\Omega) \). Then in view of Lemma 4.1, we get, for \( |x_i - x^0_i| < \epsilon^{1/m_i}, 1 \leq i \leq n \),

\[
a_{\alpha\beta}^1(x) = a_{\alpha\beta}^0(x) = \sum \frac{1}{\gamma!} (x - x^0)^\gamma \partial_\gamma a_{\alpha\beta}(x^0).
\]

Hence it follows from the Taylor expansion of \( a_{\alpha\beta} \) at \( x = x^0 \) that

\[
|a_{\alpha\beta}(x) - a_{\alpha\beta}^1(x)| \leq C\epsilon^{2b+h}.
\]

Replacing \( C \) by another constant if necessary we find that (5.1) is true without any restriction on \( \epsilon > 0 \). Similarly, for \( |\alpha + \beta : m| = 2 - a \) and \( |\alpha + \beta : m| = 2 - 2a \), we have

\[
|a_{\alpha\beta}(x) - a_{\alpha\beta}^1(x)| \leq C\epsilon^{b+h} \quad \text{and} \quad |a_{\alpha\beta}(x) - a_{\alpha\beta}^1(x)| \leq C\epsilon^{hb}
\]

respectively, if \( |x_i - x_i^0| < \epsilon^{1/m_i}, 1 \leq i \leq n \).

Now the proof of the lemma follows immediately from similar arguments of [9].

Let \( A_i \) be the operator associated with the sesquilinear form \( a_i(u, v) \) and denote by \( K^i_\lambda(x, y) \) the resolvent kernel of \( A_i, i = 1, 2, 3 \).

Lemma 5.2. Let \( \Omega \) be an n-box or \( R^n \). Set \( c < 1 \). For any positive integer \( j \), there exists a positive constant \( C = C(j) \) so that, for any selected \( x^0 \in \Omega, \epsilon \) and \( \lambda \) for which \( 0 < \epsilon < 1 \), \( |\lambda| \geq 1 \) and \( \epsilon^{-b} |\lambda|^{-b/2} d(\lambda)^{-1} \leq 1 \), it is the case that

\[
|K^0_\lambda(x^0, x^0) - K^i(x^0, x^0)| \leq C|\lambda|^{c-1}R_1(\epsilon, \lambda, j) \quad \text{under s-(5-i)},
\]

where
\[ R_i(e, \lambda, j) = e^{2b+h-b-(i-1)}(1 + e^{-h} |\lambda|^{-\alpha/2} \left( \frac{|\lambda|}{d(\lambda)} \right)^2 + \left( \frac{|\lambda|^{1-b/2}}{e^{b}d(\lambda)} \right)^i \frac{|\lambda|}{d(\lambda)}, \quad i = 1, 2, 3. \]

**Proof.** The inequality (5.1) follows from Lemmas 2.4 and 5.1. The inequalities (5.1) and (5.1) can be proved analogously and we omit the proof.

For a compact subset of \( \Omega \), Y. Kannai's result and ours agree. In the main theorem we assume that \( \Omega \) is an \( n \)-box and \( \Omega_1 \) is a domain containing \( \Omega \). Letting \( \Omega \) be a domain containing \( \Omega \), as the assumption of the previous section, we set

\[ \sum' a_{\alpha \beta}^i(x) \xi^{\alpha + \beta} \leq C\mu(\xi) \]

for any \( x \in \Omega \), where \( C \) is a constant independent of \( x^0 \in \Omega, i = 1, 2, 3 \). Let \( A_i \) be the operator associated with \( a_i(u, v) \), the sesquilinear form defined on \( \tilde{H}_m(\Omega) \times \tilde{H}_m(\Omega) \) by

\[ a_i(u, v) = \sum' \int_{\Omega} a_{\alpha \beta}^i(x) D^\alpha u D^\beta v dx \]

for any \( u, v \in \tilde{H}_m(\Omega) \) and denote by \( K_i(x, y) \) the resolvent kernel of \( A_i \), \( i = 4, 5, 6 \). For \( u \in \tilde{H}_m(\Omega) \), we set \( \tilde{u}(x) = u(x) \) for \( x \in \Omega \) and \( \tilde{u}(x) = 0 \), for \( x \in \Omega \setminus \Omega \). Then \( \tilde{u} \in \tilde{H}_m(\Omega) \) and by this correspondence \( \tilde{H}_m(\Omega) \) may be considered as a closed subspace of \( \tilde{H}_m(\Omega) \). Recall that \( e^b = \delta(x^0) = \min\{1, \text{dist}(x^0, \partial\Omega)\} \) for \( x^0 \in \Omega \). Let \( S_{\lambda}^i \) be the operator on \( H_{-m}(\tilde{\Omega}) \to \tilde{H}_m(\tilde{\Omega}) \) defined by

\[ S_{\lambda}^i f = \eta f((A_{i-3} - \lambda)^{-1}(r^j) - (A_i - \lambda)^{-1}f) \]

for any \( f \in H_{-m}(\tilde{\Omega}) \), where \( \eta(x) = \eta(x - x^0)/e^{(1/m)} \) for \( \eta \in \Lambda \) and \( rf = f|\tilde{H}_m(\Omega) \). Of course, \( S_{\lambda}^i \) is a bounded linear operator, \( i = 4, 5, 6 \).

**Lemma 5.3.** If \( e^{-1} |\lambda|^{-1/2} \leq 1 \) with \( 0 < e < 1 \) and \( |\lambda| \geq 1 \), then for any positive integer \( j \) there exists a positive constant \( K_j \) so that for any selected \( x^0, e \) and \( \lambda \) the following estimates hold:

\[ ||S_{\lambda}^i||_{(-m,m)} \leq K_j F(e, \lambda, j)|\lambda|d(\lambda)^{-1}, \]

\[ ||S_{\lambda}^i||_{(0,m)}, ||S_{\lambda}^i||_{(-m,0)} \leq K_j F(e, \lambda, j)|\lambda|^{1/2}d(\lambda)^{-1}, \]

\[ ||S_{\lambda}^i||_{(0,0)} \leq K_j F(e, \lambda, j)d(\lambda)^{-1}, \]

where \( F(e, \lambda, j) = (e^{-b} |\lambda|^{1-b/2} d(\lambda)^{-1})^j, i = 4, 5, 6 \).

**Proof.** Noting that \( v = \eta f \cdot S_{\lambda}^i f \) with \( \text{supp}(v) \subset \Omega \) and \( a_i(v, v) - \lambda(v, v) = a_i(v, v) - a_i(u, \eta v) \) the proof of the lemma will follow.
Lemma 5.4. For any $p > 0$ and any $\lambda$ with $|\lambda| \geq 1$ there exists a constant $C = C(p)$, which is independent of $x^0 \in \Omega$ and $\lambda$, such that

$$|K_{\lambda}^{i-3}(x^0, x^0) - K_{\lambda}^{i}(x^0, x^0)| \leq C \frac{|\lambda|^c}{d(\lambda)} \left( \frac{|\lambda|^{1-b/2}}{\delta(x^0)^d(\lambda)} \right)^p,$$

$i = 4, 5, 6$, where $c < 1$.

Proof. Using the same method as in the proof of Lemma 3.2, the inequalities follow from Lemmas 2.4 and 5.3.

For the resolvent kernels of the operators with smooth coefficients Kannai has established very general results in [8]. In order to adopt his result for our purpose, we first quote from [8] the following. Let $Q = \{q \in R^1 | q \geq b, q/a$ is a natural number}. The function $u \in C^\infty(\Omega)$ has a zero of type $q$ with respect to $m$ at a point $x^0$ of $\Omega$ where $q \in Q \cup \{+ \infty\}$ if $u$ and all its derivatives $D^\alpha u$ with $|\alpha:m| < q$ vanish at $x^0$. If $u(x^0) \neq 0$ we say that $u$ has a zero of type $q = 0$ at $x^0$.

Further, we denote by $q_0 = q_0(x^0)$ the maximal element of $q$ in $Q \cup \{+ \infty\}$; all the coefficients of $a_{\alpha\beta}(x) - a_{\alpha\beta}(x^0)$ for $|\alpha + \beta:m| = 2$, have a zero of type $q_0$ at $x^0$, and by $q_j = q_j(x^0)$ ($j > 0$) denote the maximal element of $q$ in $Q \cup \{0\} \cup \{+ \infty\}$; all the coefficients of $a_{\alpha\beta}(x)$ for $|\alpha + \beta:m| = 2 - ja$, have a zero of type $q_j$ at $x^0$. We associate with the sesquilinear form $a(u, v)$ a number $\theta(x^0)$ defined by

$$\theta(x^0) = \min_{0 \leq j \leq 2/a} \frac{q_j + ja}{q_j + b},$$

where we agree that $(q_j + ja)/(q_j + b) = 1$ if $q_j = \infty$. With the $\theta(x^0)$ so defined, we restate his Theorem 5.1, in somewhat restricted form, as follows (see pp. 590–591 of [8]).

Lemma 5.5 (Kannai). Let $\Omega$ be an open subset of $R^n$. For any positive number $\xi$, there exists a positive constant $C = C(\xi)$, which is independent of $x^0$ in $\Omega$, such that

$$|K_{\lambda}^{i}(x^0, x^0) - c_0^{i}(x^0)(-\lambda)^{c-1} | \leq C|\lambda|^{c-1-a/2}, \quad i = 4, 5, 6,$$

for $c < 1$, $|\lambda| \geq 1$, $d(\lambda) \geq |\lambda|^{1-\theta(x^0)b/2+e}$, where

$$c_0^{i}(x^0) = c_0(x^0) = (2\pi)^{-n} \int_{R^n} \left( \sum_{(1,1)}' a_{\alpha\beta}(x^0)\xi^{\alpha + \beta} + 1 \right)^{-1} d\xi,$$

where $\theta(x^0)$ is the number stated above.

We repeat the assertion of [8] that in the elliptic case, or in similar cases...
where \( a = b \), it is possible to replace \( \theta(x_0) \) by \( \frac{1}{2} \) in general, and by 1 if the coefficients of the semiprincipal part of the kernel are constants (see [8] for more detailed accounts).

In the following we shall prove a theorem under the conditions s-(2), s-(3) or s-(4). Since we have to apply lemmas in the previous sections in proving the theorem, we have to examine that the inequality

\[
e^{-b|\lambda|^{-b/2}} \frac{d(\lambda)^{-1}}{\lambda} < 1 \quad \text{with} \quad |\lambda| \geq 1 \quad \text{and} \quad 0 < e < 1,
\]

assumed for those lemmas, holds also under the smoothness assumptions. In order to have a unified argument, we introduce three constants \( C_1, C_2 \) and \( C_3 \) such that \( C_1 = C_2 = C_3 = 0 \) for s-(2), \( C_1 = 3, C_2 = 1, C_3 = 2 \) for s-(3) and \( C_1 = 4, C_2 = C_3 = 2 \) for s-(4) respectively. Note also that \( C_1 = C_2 + C_3 \) in all three cases. From

\[0 < \theta < \frac{b(C_2 + h)}{b(C_1 + h) + a},\]

it follows that

\[
\frac{1}{2} \theta + \frac{(a + C_3 b)\theta}{C_2 + h} < \frac{b}{2} \cdot \frac{b(C_2 + h) + a + C_3 b}{b(C_1 + h) + a} = \frac{b}{2}
\]

which implies that

\[
\frac{(a + C_3 b)\theta}{2(C_2 + h)} - \frac{b}{2} < -\frac{b\theta}{2}.
\]

By taking

\[
e = |\lambda|^{-\frac{(a + C_3 b)\theta}{2b(C_2 + h)}},
\]

we obtain

\[
e^{-b|\lambda|^{-b/2}} = |\lambda|^{\frac{(a + C_3 b)\theta}{2(C_2 + h)} - \frac{b}{2}} \leq |\lambda|^{-b\theta/2} \leq |\lambda|^{-1}d(\lambda)
\]

if \( d(\lambda) \geq |\lambda|^{-b\theta/2} \) is satisfied (under the smoothness assumption). Hence the inequality is verified under the assumptions.

**Theorem 5.1.** Let \( \Omega \) be an \( n \)-box. Under the condition s-(2), s-(3) or s-(4), the estimate

\[
|K_\lambda(x, x) - c_0(x)(-\lambda)^{-1}| \leq C \left\{ \frac{|\lambda|^{\theta^{-1}}}{d(\lambda)} \left( \frac{|\lambda|^{-b\theta/2}}{\delta(x)d(\lambda)} \right)^p \right\}
\]

holds for any \( p > 0 \) and any \( x \in \Omega \) provided that \( d(\lambda) \geq |\lambda|^{-b\theta/2}, 0 < \theta < b(C_2 + h)b(C_1 + h) + a, \) where \( c < 1 \) and \( C \) is a constant depending only on \( p \) and on \( \theta \).

**Proof.** Under the assumption s-(2), s-(3) or s-(4) it follows from Lemmas 3.2, 5.2 and 5.5 that
\[ |K_{\lambda}(x, x) - c_0(x)(-\lambda)^{c-1}| \]
\[ \leq |K_{\lambda}(x, x) - K_{\lambda}^0(x, x)| + |K_{\lambda}(x, x) - K_{\lambda}(x, x)| \]
\[ + |K_{\lambda}(x, x) - c_0(x)(-\lambda)^{c-1}| \]
\[ \leq C |\lambda|^{\rho} \left( \frac{|\lambda|^{1-b/2}}{\delta(x)d(\lambda)} \right)^p + C|\lambda|^{-1}R_1(e, \lambda, j) + C|\lambda|^{c-1-a/2}. \]

Moreover,
\[ C|\lambda|^{c-1}\{R_1(e, \lambda, j) + |\lambda|^{-a/2}\} \]
\[ = C|\lambda|^{c-1}\left\{ e^{2b+h\beta-(i-1)}(1 + e^{-h\beta}|\lambda|^{-a/2}) \left( \frac{|\lambda|}{d(\lambda)} \right)^2 \right. \]
\[ + |\lambda|^{-a/2} + \left( \frac{|\lambda|^{1-b/2}}{e^{b}d(\lambda)} \right) \left( \frac{|\lambda|}{d(\lambda)} \right) \} \]
\[ = C|\lambda|^{c-1}\{I + II + III\}. \]

Without loss of generality we may assume \( i = 1 \) in (5.5). It is evident from (5.2) that
\[ \frac{(a + C_3b)\theta}{2b(C_2 + h)} - \frac{1}{2} < 0. \]

From (5.3), (5.6) and the fact that \( \frac{1}{2}(h\beta - a) \leq 0 \), we obtain
\[ e^{-h\beta}|\lambda|^{-a/2} = (e^{-1}|\lambda|^{-1/2})^{h\beta}|\lambda|^{1/2(h\beta-a)} \]
\[ = |\lambda|^{[a+C_3b)/2b(C_2+h)-(1/2)]h\beta+1/2(h\beta-a)} \leq C \]
where \( C \) is a positive constant, and consequently, \( 1 + e^{-h\beta}|\lambda|^{-a/2} \leq C \) for \( |\lambda| \geq 1 \) under the assumption \( 0 < h \leq a/b \). By taking \( \epsilon \) as in (5.3) and noting that \( d(\lambda) \geq |\lambda|^{1-b\theta/2} \), we obtain
\[ I \leq C b(2+h) \left( \frac{|\lambda|}{d(\lambda)} \right)^2 \leq C|\lambda|^{\Gamma \theta - a\theta/2} \]
where
\[ \Gamma = b + \frac{a}{2} - \frac{(a + C_3b)(2 + h)}{2(C_2 + h)} \]
\[ = \frac{2(C_2 - C_3)b + (2 - C_3)bh + (C_2 - 2)a}{2(C_2 + h)}. \]

Under s-(2) \((C_2 = C_3 = 0)\), (5.8) gives
\[ \Gamma = \frac{bh-a}{h} = \frac{b}{h} \left( h - \frac{a}{b} \right) \leq 0. \]
Under $s(3) \ (C_2 = 1 \ and \ C_3 = 2)$, (5.8) gives

$$\Gamma = \frac{-(2b + a)}{2(1 + a)} < 0.$$  

Under $s(4) \ (C_2 = C_3 = 2)$, (5.8) gives $\Gamma = 0$. Consequently, since $\Gamma$ is non-positive in all three cases, (5.7) implies that $I < C|\lambda|^{-a\theta / 2}$. Obviously, it follows from $\theta < 1$ that

$$\Pi = |\lambda|^{-a/2} < |\lambda|^{-a\theta / 2}.$$  

By noting that $d(\lambda) \geq |\lambda|^{1-b\theta / 2}$ and taking $e$ as in (5.3), in order to achieve

$$\Pi \leq |\lambda|^e(\theta) \leq |\lambda|^{-a\theta / 2}$$

where

$$e(\theta) = \frac{1}{2} \left\{ \frac{a + C_3 b}{C_2 + h} j - bj + b\theta + b\theta j \right\} < -a\theta / 2$$

we must impose on $\theta$ the condition

$$\left( \frac{a + C_3 b}{C_2 + h} j + a + b + bj \right) \theta \leq bj$$

which implies that

$$\theta \leq \frac{bj}{((a + C_3 b)/(C_2 + h))j + a + b + bj} < 1.$$  

Note that the above quotient tends to $b(C_2 + h)/b(C_1 + h) + a$ as $j \to \infty$. Thus since I, II and III are dominated by $C|\lambda|^{-a\theta / 2}$, we obtain from (5.5) that

$$|K_\lambda(x, x) - c_0(x)(-\lambda)^{c-1}| \leq C \left\{ |\lambda|^{c-1-a\theta / 2} + \frac{|\lambda|^c}{d(\lambda)} \left( |\lambda|^{1-b\theta / 2} \right) \right\}$$

for $d(\lambda) \geq |\lambda|^{1-b\theta / 2}$ and $|\lambda| \geq 1$ under the condition $s(2), s(3)$ or $s(4)$. Hence the proof is complete.

6. **Proof of main theorem.** If $c < 1$, then the kernel $K_\lambda(x, y)$ of the resolvent $(A - \lambda)^{-1}$ of $A$ is in $C(\overline{\Omega} \times \overline{\Omega})$. Since the operator $A$ is symmetric, $K_\lambda(x, y) = \overline{K_\lambda(y, x)}$. The operator $A$ possesses a compact resolvent and the spectrum of $A$ consists of a discrete set of eigenvalues. Let $\{\lambda_j\}$ and $\{\varphi_j\}$ be the sequences of eigenvalues and corresponding eigenfunctions respectively of the orthonormal form. From Mercer's theorem,

$$K_\lambda(x, y) = \sum_{j=0}^{\infty} \frac{\varphi_j(x)\overline{\varphi_j(y)}}{\lambda_j - \lambda},$$

for any fixed $\lambda$ which belongs to the resolvent set, and the series is absolutely and uniformly convergent for any $(x, y) \in \overline{\Omega} \times \overline{\Omega}$. By using the notation
\[ \sigma_x(t) = \sum_{\lambda_j \leq t} |\phi_j(x)|^2, \]
\[ K_\lambda(x, x) = \sum_{j=0}^{\infty} \frac{|\phi_j(x)|^2}{\lambda_j - \lambda} = \int_0^{\infty} \frac{d\sigma_x(t)}{t - \lambda}. \]

We now quote two lemmas given on p. 342 of [9] as follows.

**Lemma 6.1.** Let \( \sigma(t) \) be a nondecreasing function for \( t \geq 0 \) such that
\[ \int_0^{\infty} \frac{d\sigma(t)}{1 + t} < +\infty. \] Suppose that
\[ f(z) = \int_0^{\infty} \frac{d\sigma(t)}{t - z} \text{ and } l(\xi) = \frac{1}{2\pi i} \int_{L(\xi)} f(z)dz, \]
where \( L(\xi) \) is an oriented curve in the complex plane from \( \bar{\xi} \) to \( \xi = t + i\tau \) not intersecting \((0, \infty)\). Then for \( t, \tau > 0 \),
\[ |l(\xi) - (\tau/\pi)\text{Re } f(\xi) - \sigma(t) + \sigma(0)| \leq \tau \text{ Im } f(\xi). \]

A proof of this lemma is given in [12].

**Lemma 6.2.** Let \( \Omega \) be an \( n \)-box or \( R^n \). Then there exists a positive constant \( C \) such that for any \( t > 0 \) and any \( x \in \Omega \), \( \sigma_x(t) \leq Ct^c \) holds (where \( c \) is in place of \( n/2m \) as in [9]).

Finally we proceed in precisely the same way as in [9] to obtain the desired estimate:
\begin{equation}
(6.1) \quad \left| \sigma_x(t) - (2\pi)^{-n} \frac{\sin(c\pi)}{c\pi} \frac{c_0(x)t^c}{\epsilon} \right| \leq Ct^{c-a\theta/2}\delta(x)^{-\theta}.
\end{equation}

(6.1) holds under \( s-(2) \), \( s-(3) \) or \( s-(4) \). If \( s-(5) \) is satisfied, we can make use of that portion of the theorem of Y. Kannai (see [8], [9]) covering the case of constant coefficients in the principal part. (6.1) is readily verified for any \( \theta \) with \( 0 < \theta < 1 \). Accordingly, by integrating (6.1) over \( \Omega \) we obtain the asymptotic formula for \( N(t) \) described in the main theorem. As far as the case \( s-(1) \) is concerned, we need only investigate the asymptotic behaviour of \( K_\lambda(x, x) \) for real \( \lambda \to \infty \) and apply the tauberian theorem of Hardy and Littlewood.
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