ABSTRACT. We consider the problem of finding precise conditions for a map $F$ between two Banach spaces $X$, $Y$ to be a global homeomorphism.

Using methods from covering space theory we reduce the global homeomorphism problem to one of finding conditions for a local homeomorphism to satisfy the "line lifting property." This property is then shown to be equivalent to a limiting condition which we designate by (L). Thus we finally show that a local homeomorphism is a global homeomorphism if and only if (L) is satisfied. In particular we show that if a local homeomorphism is

(i) proper (Banach-Mazur) or
(ii) $\inf_{\|x\| \leq \delta} 1/\|F'(x)\|^{-1} ds = \infty$ (Hadamard-Levy), then (L) is satisfied.

Other analytic conditions are also given.

Introduction. Suppose we have a continuous (or continuously differentiable) map $F$ between two Banach spaces $X$ and $Y$. We ask what additional assumptions must be imposed upon $F$ to insure that it is a homeomorphism (diffeomorphism) of $X$ onto $Y$? We observe that if $F$ is a homeomorphism then in particular it is a local homeomorphism. Also if $F$ is a diffeomorphism, then by the chain rule $F'(x)$ is an invertible linear map for every $x$. Since these conditions are necessary for our problem, we shall always assume that our map $F$ is either a local homeomorphism or, if $F \in C^1(X)$, that $F'(x)$ is invertible. Thus we ask when such a map is a homeomorphism (diffeomorphism) of $X$ onto $Y$.

Using Lemma 1.1 we shall see that we can reduce our problem to a more fundamental one: that of determining when a given local homeomorphism $F$ is a covering space map of $X$ onto $Y$. In § 1 we present the following solution to this question (Theorem 1.1):

If $F : D \subseteq X \to Y$ is a local homeomorphism (where $X$ and $Y$ are Banach spaces, $D$ open), then $(D, F)$ is a covering space of $F(D)$ if and only if $F$ "lifts lines."

We next introduce a simple analytic criterion, condition (L), which insures
that \( F \) lifts lines. More precisely, we show (Theorem 1.2) that a map is a global homeomorphism if and only if it is a local homeomorphism and satisfies condition (L). Thus, in view of Theorem 1.2, we are led to determine precise conditions which insure that a map satisfies condition (L).

In §2 we impose conditions which lead to direct consequences of Theorem 1.2, the simplest being the conditions of Banach and Mazur: \( F : X \rightarrow Y \) is a homeomorphism if and only if \( F \) is a local homeomorphism and a proper map.

Our investigation continues in §3 in the spirit of the Hopf-Rinow theorem of differential geometry. Here we give a definition of completeness in a Banach space setting which enables us to verify condition (L) under various analytic conditions imposed on a map \( F \). Global homeomorphism theorems are proven for a special class of quasi-conformal maps (see Zorčić [16]) and also the Hadamard-Levy theorem is deduced as a special case of Theorem 3.1 (which gives analytic criteria that insures completeness according to Definition 3.2).

§4 is devoted to global homeomorphisms between finite-dimensional Euclidean spaces. In particular, if \(|\text{Jacobian } F| > \alpha > 0\), what additional assumptions must be imposed upon \( F \) to insure that it is a global homeomorphism? Several answers are given using the Hadamard-Levy theorem.

The background references for this chapter are [1], [2], [4], [5], [6], [8], [9], [10], [12], [13], [14], [16]. Further references can be found in these papers.

1. Local homéomorphisms and covering spaces. Our approach for attacking the global homeomorphism problem is motivated by the following well-known result:

**Lemma 1.1.** Let \( X \) and \( Y \) be connected, locally pathwise connected spaces. Furthermore, let \( Y \) be simply connected. Then \( F \) is a homeomorphism of \( X \) onto \( Y \) if and only if \((X, F)\) is a covering space of \( Y \).

In order to apply Lemma 1.1 to our problem we must find precise conditions for determining when a local homeomorphism is a covering space map.

Let \( X \) and \( Y \) be Banach spaces, \( D \subseteq X \) open and connected.

**Definition 1.1.** \( F : D \rightarrow Y \) lifts lines in \( F(D) \) if and only if for each line \( L(t) = (1 - t)y_1 + ty_2 \) in \( F(D) \) and for every point \( x_\alpha \in F^{-1}(y_1) \) there is a path \( P_\alpha(t) \) such that \( P_\alpha(0) = x_\alpha \) and \( F(P_\alpha(t)) = L(t) \).

A simple connectedness argument shows that if \( F \) is a local homeomorphism and \( F \) lifts lines in \( F(D) \), then the path \( P_\alpha(t) \) in Definition 1.1 is unique.

**Theorem 1.1.** Let \( D \subseteq X \) be open and connected, \( F : D \rightarrow X \). The following are necessary and sufficient conditions for \((D, F)\) to cover \( F(D)\):
(i) F is a local homeomorphism, and
(ii) F lifts lines in F(D).

Proof. The necessity follows from the properties of a covering space. To
prove the sufficiency, we first observe that if y \in F(D), we can find an r so
that B(y; r) = \{z | \|z - y\| < r\} \subseteq F(D), and that any radius in B can be
described by a line L_2(t) = y + trz, \|z\| = 1, 0 \leq t < 1, which can be lifted. Let
x \in F^{-1}(y),

\[ O_x^* = \{P(t) | F(P(t)) = L_2(t), \forall \|z\| = 1, 0 \leq t < 1, \text{ and } P(0) = x\}. \]

Let O_x = O_x^* considered as a point set, i.e., O_x = \{x | x = P(\bar{r}), P \in O_x^*\}
(\bar{O}_x \neq \emptyset) by (ii)). By intuitively thinking of O_x and B(y; r) as the spokes of
a wheel, we shall show that these sets satisfy the conditions given in the definition
of a covering space, i.e., we show that the O_x (x \in F^{-1}(y)) are disjoint, open
sets mapped homeomorphically onto B(y; r) by F, and F^{-1}(B(y; r)) =
\bigcup_{x \in F^{-1}(y)} O_x.

(a) Each O_x is mapped onto B(y; r) since any \bar{y} \in B(y; r) lies on
some radius L; hence there is a path P(t) \in O_x^* and a \bar{r} so that F(P(\bar{r})) = \bar{y}.
By definition of O_x, P(\bar{r}) \in O_x.

(b) Each O_x is mapped homeomorphically onto B(y; r). If not, let x_1 \neq
x_2 \in O_x and F(x_1) = F(x_2) = \bar{y}. By definition of O_x, x_1 and x_2 lie on
paths P_1 and P_2 which are not identical, for otherwise their image would be a
radius which would intersect itself. Hence F(P_1(t_1)) and F(P_2(t_2)) are distinct
radii. Thus \bar{y} = y, and so F(x_1) = F(P_1(t_1)) = F(P(0)) = y = F(P_2(t_2)) =
F(x_2). Hence t_1 = 0 and t_2 = 0 (otherwise the image of P_i(t) (i = 1, 2)
would be a radius which intersects itself), and so x_1 = x_2 = x, a contradiction.
The continuity of the inverse will follow from the fact that F\mid_{O_x} is a local
homeomorphism and thus an open map (see (d) below).

(c) O_x, x \in F^{-1}(y), are disjoint, for if \bar{x} \in O_{x_1} \cap O_{x_2} with x_1 \neq x_2,
then \bar{x} = P_1(t_1) = P_2(t_2). The images of P_1 and P_2 under F must be the
same radius, for otherwise the radii would intersect and so F(\bar{x}) = F(x_1) =
F(x_2) = y. By part (b), \bar{x} = x_1 = x_2—a contradiction. Thus F(P_1(t)) =
F(P_2(t)) = L(t), and so L(t_1) = L(t_2) which implies that t_1 = t_2 (= \bar{t}).
Hence we conclude that P_1(t) = P_2(t) and, in particular, x_1 = x_2. Thus the
O_x’s are disjoint.

d) Each O_x is an open set in D. For if u \in O_x, u \neq x, then there is
a path P(t) (0 \leq t \leq 1) in O_x with initial point x and terminal point u
such that F(P(t)) = (1 - t)y + tv (where y = F(x), v = F(u)).

By (b) above, F is one-one on P(t). This together with the compactness
of the path P(t) enables us to find an open set S containing P(t) so that F
is a homeomorphism on $S$ to the open set $F(S)$. To show that $u$ is an interior point of $O_x$, we first find an open ball $B(v; δ) \subseteq F(S)$ with the property that the line $(1 - t)y + tw$ is in $F(S)$ whenever $w$ is in $B(v; δ)$. If this were not the case we would find sequences $t_i$ ($0 ≤ t_i ≤ 1$) and $w_i → v$ so that $(1 - t_i)y + t_iw_i = y_i \notin F(S)$. However a suitable subsequence of the $y_i$ converges to a point $(1 - t)y + tv$ which is in $F(S)$, thus contradicting the openness of $F(S)$. Thus $F^{-1}(B(v; δ)) \cap S$ is an open set in $O_x$ containing $u$. The interior of the remaining case $u = x$ follows directly from hypothesis (i).

The openness of $O_x$ and hypothesis (i) implies that $F|_{O_x}$ is a local homeomorphism.

(e) $F^{-1}(B(y; r)) = \bigcup_{x \in F^{-1}(y)} O_x$.

Since $F^{-1}(B(y; r)) \subseteq \bigcup_{x \in F^{-1}(y)} O_x$, it suffices to show the opposite inclusion. So let $x \in F^{-1}(B(y; r))$. Let $L(t) = (1 - t)F(x) + ty$, $0 ≤ t ≤ 1$. Then $L(t) \in B(y; r)$ and so by hypothesis there is a path $P(t)$ so that $P(0) = x$ and $F(P(t)) = L(t)$. Thus $P(1) \in F^{-1}(y)$. Let $L'(t) = L(1 - t)$ and $P'(t) = P(1 - t)$. Thus $F(P'(t)) = L'(t), P'(0) = P(1) \in F^{-1}(y)$ and $P'(1) = x$. So, by definition of $O_{P(1)}$, we see that $x \in O_{P(1)}$.

We wish to remark that, for finite-dimensional spaces, Theorem 1.1 is essentially due to Hermann [17, pp. 286–290].

In view of Theorem 1.1 we now proceed in developing a method (Theorem 1.2) for determining when a local homeomorphism lifts lines.

Again we suppose that $X$ and $Y$ are Banach spaces, $D \subseteq X$ is open and connected. Let $F:D \rightarrow Y$ be continuous. We introduce the following condition:

(L) Whenever $P(t), 0 < t < b$, is a path satisfying $F(P(t)) = L(t)$ for $0 ≤ t < b$ (where $L(t) = (1 - t)y_1 + ty_2$ is any line in $Y$), then there is a sequence $t_i → b$ as $i → ∞$ such that $\lim_{i→∞}P(t_i)$ exists and is in $D$.

**Theorem 1.2.** Let $F:D \subseteq X → Y$ be a local homeomorphism. Then condition (L) is necessary and sufficient for $F$ to be a homeomorphism of $D$ onto $Y$.

**Proof.** The necessity is trivial, for we let $P(b) = F^{-1}(L(b))$. For the sufficiency, we first show that $F$ lifts lines. Let $L(t)$ be any line in $F(D)$, with $L(0) = \bar{y}$. Let $\bar{x} \in F^{-1}(\bar{y})$.

Since $F$ is a local homeomorphism, there is an $ε > 0$ and a path $P(t)$ ($= F^{-1}(L(t)))$, $0 ≤ t < ε$, such that $P(0) = \bar{x}$ and $F(P(t)) = L(t)$ for $0 ≤ t < ε$. Let $K(≤ 1)$ be the largest number for which $P(t)$ can be extended to a continuous path for $0 ≤ t < K$ and satisfying $F(P(t)) = L(t), 0 ≤ t < K$. Since $F$ satisfies condition (L), let $z = \lim_{t→K}P(t_i)$. By continuity, $F(z) = L(K)$. Let $W$ be a neighborhood of $z$ on which $F$ is a homeomorphism. $\exists N$ so that $P(t_i) \in W$ for $i ≥ N$. Also $\exists δ > 0$ and a path $Q(t)$ defined for
$K-\delta < t < K+\delta$ so that $Q(t_M) = P(t_M)$ (where $M$ is chosen so that $M \geq N$ and $K-\delta < t_M < K$) and $F(Q(t)) = L(t)$ for $K-\delta < t < K+\delta$.

Hence $P(t)$ can be extended to a continuous path (which we again call $P(t)$) on $0 \leq t < K+\delta$, $P(0) = \bar{x}$ and $F(P(t)) = L(t)$, $0 \leq t < K+\delta$. By the maximality of $K$, we conclude that $K = 1$, and hence $F$ lifts lines.

By virtue of Theorem 1.1, $(D, F)$ covers $F(D)$. We need only show that $F(D) = Y$ in order to apply Lemma 1.1 and thus conclude that $F$ is a homeomorphism of $D$ onto $Y$. So let $\bar{y} \in Y$. Choose $y_1 \in F(D)$ and let $L(t) = (1-t)y_1 + ty$. If we retrace the steps of the first part of our proof, we find a path $P(t)$, $0 \leq t \leq 1$, so that $F(P(t)) = L(t)$ on $0 \leq t \leq 1$. In particular, $F(P(1)) = L(1) = \bar{y}$, and so $F(D) = Y$.

2. Direct consequences of Theorem 1.2. In this section we impose precise conditions upon a map $F$ between two Banach spaces which lead to straightforward verifications of condition (L). An application of Theorem 1.2 will then yield the desired global homeomorphism result.

**Theorem 2.1.** Let $F : X \rightarrow Y$ be continuously differentiable and also $F'(x)$ is invertible for all $x \in X$. Suppose that

(i) $\|F(x)\| \rightarrow \infty$ as $\|x\| \rightarrow \infty$,
(ii) $\| [F'(x)]^{-1} \| \leq M(\|x\|)$, where $M(t)$ is a continuous positive function of $\mathbb{R} \rightarrow \mathbb{R}$.

Then $F$ is a diffeomorphism of $X$ onto $Y$.

**Proof.** By Theorem 1.2, it suffices to show that $F$ satisfies condition (L). By the construction of Theorem 1.2 and the inverse function theorem, it suffices to show that condition (L) is satisfied for paths $P(t)$ which are continuously differentiable on $0 \leq t < b$. So suppose $P(t)$ is defined on $0 \leq t < b$, is continuously differentiable and satisfies

(1) $F(P(t)) = L(t) = (1-t)y_1 + ty_2$ for $0 \leq t < b$.

By (i), $S = F^{-1}(L(t))$ is a bounded set, and so $\{P(t)\}_{0 < t < b}$ is bounded. Since $P(t)$ is continuously differentiable, we can apply the chain rule to (1) and thus

$F'(P(t))P'(t) = y_2 - y_1 = z, \quad 0 \leq t < b.$

Therefore $P'(t) = [F'(P(t))]^{-1}z$, $0 \leq t < b$. By (ii), $\exists C$ so that $\|[F'(P(t))]^{-1}\| \leq C$ for $0 \leq t < b$. Let $t_f \rightarrow b$.

$P(t_M) - P(t_N) = \int_{t_N}^{t_M} P'(t) \, dt = \int_{t_N}^{t_M} [F'(P(t))]^{-1}z \, dt.$

So
Thus \( \{P(t_j)\} \) is a Cauchy sequence, and so condition (L) is verified, as was to be shown.

The next theorem is originally due to Banach and Mazur [1].

**Definition 2.1.** A continuous map \( F \) between two topological spaces \( X \) and \( Y \) is proper if and only if \( F^{-1}(C) \) is a compact set in \( X \) whenever \( C \) is a compact set in \( Y \).

**Theorem 2.2.** Let \( X \) and \( Y \) be Banach spaces, \( F: X \to Y \). Then \( F \) is a homeomorphism of \( X \) onto \( Y \) if and only if \( F \) is a local homeomorphism and a proper map.

**Proof.** The necessity is obvious for if \( F \) is a homeomorphism, then \( F^{-1} \) is continuous and thus maps compact sets into compact sets. Hence \( F \) is proper.

Suppose now that \( F \) is a local homeomorphism and \( F \) is proper. By virtue of Theorem 1.2, it suffices to show that \( F \) satisfies condition (L) in order to conclude that \( F \) is a homeomorphism. So suppose \( P(t) \) is defined on \( 0 < t < b \) and satisfies \( F(P(t)) = L(t) \) for \( 0 < t < b \). Let \( t_i \to b \). Since \( S = \{L(t)\}_{0 < t < 1} \) is compact, so is \( F^{-1}(S) \) and it contains the sequence \( P(t_i) \). Hence there is a subsequence \( t_{i_j} \to b \) such that \( P(t_{i_j}) \to \bar{x} \), and so condition (L) is satisfied.

**Corollary 2.1.** \( F: \mathbb{R}^N \to \mathbb{R}^N \) is a diffeomorphism if and only if \( F \in C^1(\mathbb{R}^N) \) and \( F \) satisfies (i) \( \det F'(x) \neq 0 \forall x \), and (ii) \( \|F(x)\| \to \infty \) as \( \|x\| \to \infty \).

**Proof.** We observe that if \( F \) is a diffeomorphism, then an application of the chain rule shows that \( F'(x) \) is invertible and thus \( \det F'(x) \neq 0 \). Also, (ii) is equivalent to the condition that \( F^{-1}(B) \) is a bounded set whenever \( B \) is a bounded set. This in turn is equivalent, for continuous maps between finite-dimensional Banach spaces, to properness. Thus the proof of the corollary follows immediately from Theorem 2.2.

It is interesting to note that if (i) is replaced by the weaker hypothesis \((i^*)\) \( \det F'(x) \geq 0 \) \( (\neq 0) \), then \((i^*)\) and (ii) imply that \( F \) maps \( \mathbb{R}^N \) onto itself (in general, such a map will not be one-one). The proof of this remark, along with further generalizations, is to be found in [15].

**Corollary 2.2.** Let \( F \) be a local homeomorphism of the reflexive space \( X \) into \( Y \). If (i) \( \|F(x)\| \to \infty \) as \( \|x\| \to \infty \) and (ii) whenever \( x_n \to x \) weakly, and \( F(x_n) \to y \) strongly implies \( x_n \to x \) strongly, then \( F \) is a homeomorphism of \( X \) onto \( Y \).
Proof. We shall show that (i) and (ii) imply that \( F \) is proper. The proof of the corollary is then a consequence of Theorem 2.2.

Let the sequence \( x_n \in F^{-1}(C) \), \( C \) a compact set in \( Y \). By (i), \( F^{-1}(C) \) is bounded. Since \( X \) is reflexive there is a subsequence (after renumbering) \( x_n \) which converges weakly to some \( x \). As \( C \) is compact, we may assume (by passing to an appropriate subsequence and renumbering) that the sequence \( F(x_n) \) converges strongly to some \( y \in C \). From (ii) we conclude that \( x_n \) converges strongly to \( x \). By closedness, \( x \in F^{-1}(C) \) and so \( F^{-1}(C) \) is compact as was to be shown.

The following theorem is due to Browder [4]:

**Theorem 2.3.** \( F : X \rightarrow Y \) is a homeomorphism of \( X \) onto \( Y \) if and only if \( F \) is a local homeomorphism and a closed map.

**Proof.** To prove the necessity we need only notice that if \( F \) is a homeomorphism; then \( F^{-1} \) is continuous and so \( F \) maps closed sets into closed sets.

To prove the sufficiency, we need only show that \( F \) satisfies condition (L) and then apply Theorem 1.2 to conclude that \( F \) is a homeomorphism of \( X \) onto \( Y \).

We now show that \( F \) satisfies condition (L). So suppose that \( P(t) \) is defined on \( 0 \leq t < b \) and satisfies \( F(P(t)) = L(t) \) for \( 0 \leq t < b \). Let \( S = \{ P(t) \}_{0 < t < b} \). By hypothesis \( F(S) \) is closed. Thus since \( L(t) \in F(S) \), for all \( t < b \), then by continuity \( L(b) \in F(S) \). Hence \( \exists x \in S \) so that \( F(x) = L(b) \). Since \( x \in S \), \( \exists t_i \) so that \( P(t_i) \rightarrow x \). Since \( 0 \leq t_i < b \), there exists a subsequence \( t_{i_j} \rightarrow \bar{t} \). We claim \( \bar{t} = b \) (and thus condition (L) is satisfied by \( t_{i_j} \rightarrow b \) and \( P(t_{i_j}) \rightarrow x \)). However, by continuity, \( L(\bar{t}) = L(b) \) and so \( \bar{t} = b \).

Let us remark that since a proper map is in particular a closed map, we could have deduced Theorem 2.2 as a corollary of Theorem 2.3. However, we preferred to prove it directly in order to illustrate the type of arguments that one can use in verifying condition (L).

**Corollary 2.3.** Suppose \( F : X \rightarrow Y \) is a local homeomorphism. Furthermore, suppose \( F \) satisfies the following:

1. \( \| F(x) \| \rightarrow \infty \) as \( \| x \| \rightarrow \infty \).
2. There exists a compact operator \( K : X \rightarrow Y \) such that the operator \( B(x) = F(x) + K(x) \) satisfies the following condition: For any \( x_1 \) and \( x_2 \) with \( \| x_1 \| \) and \( \| x_2 \| \leq R \) we have \( \| B(x_2) - B(x_1) \| \geq \phi(\| x_2 - x_1 \| ; R) \), where \( \phi(r; R) \) is continuous, real-valued and strictly increasing with respect to \( r \geq 0 \) for each \( R > 0 \) and \( \phi(0; R) \equiv 0 \).

If the above conditions are satisfied, then \( F \) is a homeomorphism of \( X \) onto \( Y \).
PROOF. We shall show that \( F \) is a closed map and then use Theorem 2.3 to conclude the desired result. Let \( C \subseteq X \) be closed, and let the sequence \( x_i \in C \) be such that \( F(x_i) \to y \). By (1), the sequence \( x_i \) is bounded (by \( M \)) and since \( K \) is compact, there is a subsequence \( x_{n_j} \) such that \( K(x_{n_j}) \to \bar{y} \). Hence \( B(x_{n_j}) \to y + \bar{y} \). Suppose \( \exists \epsilon_0 > 0 \) such that \( \|x_{n_j} - x_{m_j}\| \geq \epsilon_0 > 0 \) for all \( n_j, m_j \). Then \( \|B(x_{n_j}) - B(x_{m_j})\| \geq \phi(\|x_{n_j} - x_{m_j}\|; 2M) \geq \phi(\epsilon_0, 2M) > 0 \), which is a contradiction since \( \|B(x_{n_j}) - B(x_{m_j})\| \to 0 \). Hence there is a subsequence of \( x_{n_j} \) which converges to some \( x \), and \( x \in C \) since \( C \) is closed. Thus \( F(x) = y \) by continuity, and so \( F(C) \) is closed, as was to be shown.

3. Completeness and global homeomorphisms. In differential geometry there is an intimate connection between the continuation of paths of finite length and the completeness of a finite-dimensional manifold with respect to a given metric (Hopf-Rinow theorem \[17\]).

Since our condition (L) is concerned with the ability of certain paths to have a continuation, we shall formulate a notion of completeness which is suitable for our investigation which takes place in a general Banach space. As before, Theorem 1.2 will be our main tool in deducing global homeomorphism results.

Again, let \( X \) and \( Y \) be Banach spaces. Let \( B(x) > 0 \) be a real-valued continuous function on \( X \). Let \( P(t) \) be a path (in \( X \)) of class \( C^1 \) on \( 0 < t < b \).

**Definition 3.1.** The arc length of \( P \) with weight \( B \) is

\[
L_b^0(P) = \int_0^b B(P(t))\|P'(t)\|\, dt.
\]

**Definition 3.2.** \( X \) is complete with respect to arc length with weight \( B \) if and only if \( L_b^0(P) < \infty \Rightarrow \lim_{t \to b} P(t) \) exists and is finite whenever \( P(t) \) is a \( C^1 \) path on \( 0 \leq t < b \).

We remark that if \( X = \mathbb{R}^N \), then Definition 3.2 is equivalent to the usual notion of \( \mathbb{R}^N \) being complete with respect to the conformal metric induced by the tensor \( ds^2 = [B(x)]^2 dx^2 \) (see Hartman [11]).

With \( B(x) \) as above, we prove the following sufficient condition for completeness:

**Theorem 3.1.** Let \( h(s) = \inf_{\|x\| \leq B(x)} \|x\| \). If \( \int_0^\infty h(s)\, ds = \infty \), then \( X \) is complete with respect to arc length with weight \( B \).

**Proof.** Let \( P(t) \in C^1[0, b) \) and \( L_b^0(P) < \infty \). Let \( 0 < \delta < b \). For any partition \( 0 = t_0 < t_1 < \cdots < t_N = \delta \) of \([0, \delta]\), let \( t_i < i < t_{i+1} \) be that number for which \( \sup_{t_i < t < t_{i+1}} \|P'(t)\| = \|P'(\bar{t}_i)\| \). By the mean value theorem, we have
\[ L_0^\delta(P) = \int_0^\delta B(P(t)) \|P'(t)\| \, dt \]
\[ = \lim \sum B(P(\xi_i)) \|P'(\xi_i)\| (t_{i+1} - t_i) \]
\[ \geq \lim \sum B(P(\xi_i)) (\|P(t_{i+1})\| - \|P(t_i)\|) \]
\[ = \int_0^\delta B(P(t)) \, d\|P(t)\|, \]
this last equality following from the fact that \( \int_0^\delta B(P(t)) \, d\|P(t)\| \) is defined since \( g(t) = \|P(t)\| \) is of bounded variation on \([0, \delta]\). So we have that
\[ \infty > \int_0^b B(P(t)) \|P'(t)\| \, dt \geq \int_0^\delta B(P(t)) \, d\|P(t)\| \]
\[ > \inf_{\|x\| \leq \|P(t)\|} B(x) \, d\|P(t)\| \]
\[ = \int_0^\delta h(\|P(t)\|) \, d\|P(t)\| = \int_0^{\|P(0)\|} h(s) \, ds. \]
By hypothesis, this implies that \( \{P(t)\}_{0 \leq t \leq b} \) is bounded. Also \( \int_0^\infty h(s) \, ds = \infty \)
implies that \( \sup \{s | h(s) > 0\} = \infty \), and since \( h(s) \) is nonincreasing, we have that
\( B(x) \) is bounded from below on any bounded set. In particular, \( B(P(t)) \) is
bounded from below by some number \( \lambda > 0 \), for all \( 0 \leq t < b \).

Let \( t_i \rightarrow b \), \( t_i \leq t_{i+1} \). Then
\[ \sum_{i=1}^n \|P(t_{i+1}) - P(t_i)\| \leq \sum_{i=1}^n \sup_{t_i \leq \xi \leq t_{i+1}} \|P'(\xi)\| (t_{i+1} - t_i) \]
\[ \leq \int_{t_i}^{t_{i+1}} \|P'(t)\| \, dt \leq \frac{1}{\lambda} \int_0^b B(P(t)) \|P'(t)\| \, dt < \infty. \]
Hence \( \exists \, \bar{x} \) so that \( P(t_i) \rightarrow \bar{x} \) as \( t_i \rightarrow b \).

Thus \( \lim_{t \rightarrow b} P(t) \) exists for any increasing sequence \( t_i \rightarrow b \), and is in fact
unique for such sequences (since from any two such sequences we can form a
new increasing sequence containing the original ones as subsequences). Hence
\( \lim_{t \rightarrow b} P(t) \) exists as every sequence \( P(t_i) \) has a unique limit point which is independent of the sequence \( t_i \).

An immediate consequence of Theorem 3.1 is the following theorem due to
Hadamard [10]:

**Theorem 3.2.** Let \( X \) and \( Y \) be Banach spaces, \( F: X \rightarrow Y \in C^1(X) \) and
\( F'(x) \) is invertible for all \( x \in X \). If
\[ \int_0^\infty \sup_{\|x\| \leq s} \frac{1}{\|F'(x)\|^{-1}} \, ds = \infty, \]
then \( F \) is a diffeomorphism of \( X \) onto \( Y \).

**Proof.** Since \( F \) is a local diffeomorphism, then in view of Theorem 1.2,
we need only show that $F$ satisfies condition (L). To this end we apply Theorem
3.1 as follows:

Suppose $P(t)$ is defined on $0 < t < b$ and satisfies $F(P(t)) = L(t)$ for
$0 < t < b$. If we look at the proof of Theorem 1.2, we see that it suffices to
show that $F$ satisfies condition (L) only for those paths $P(t)$ that are constructed
by the method used in Theorem 1.2. Also, if $P(t)$ is such a path, we may assume,
by the inverse function theorem, that $P(t)$ is continuously differentiable on $0 <
t < b$. Since $F(P(t)) = L(t)$ on $0 < t < b$, we use the chain rule and get
$F'(P(t))P'(t) = L'(t) (= z)$. Thus $P'(t) = [F'(P(t))]^{-1}z$ for $0 < t < b$. Let
$B(x) = 1/\|[F'(x)]^{-1}\|$. By our hypothesis, combined with Theorem 3.1, we have
that $X$ is complete with respect to arc length with weight $B$. Also,

$$L_0^b(P) = \int_0^b B(P(t))\|P'(t)\| \, dt = \int_0^b \frac{1}{\|[F'(P(t))]^{-1}\|} \|[F'(P(t))]^{-1}z\| \, dt < b \|z\|.$$ 

Thus, by Definition 3.2, $F$ satisfies condition (L).

Let us remark that one can use Theorem 2.1 when the integral condition of
Theorem 3.2 fails.

**Corollary 3.1.** If $F:X \rightarrow Y \in C^1(X)$, $F'(x)$ is invertible for all $x \in X$
and further there exists $M > 0$ so that, for each $x \in X$, $\|F'(x)z\| > M\|z\|$ for
all $z$, then $F$ is a diffeomorphism of $X$ onto $Y$.

**Proof.** $\|F'(x)z\| > M\|z\|$ for all $z$ implies that $\|[F'(x)]^{-1}\| < 1/M$ for
every $x$. Hence

$$\int_0^\infty \inf_{\|x\| < t} \frac{dt}{\|[F'(x)]^{-1}\|} > \int_0^\infty M \, dt = \infty.$$ 

So by Theorem 3.2, $F$ is a diffeomorphism of $X$ onto $Y$.

The next corollary pertains to a class of maps that are related to quasi-con-
formal maps.

**Corollary 3.2.** Suppose $F:X \rightarrow Y \in C^1(X)$ and $F'(x)$ is invertible $\forall x \in X$.
Also suppose that there are continuous, positive nondecreasing real-valued func-
tions $M(t)$, $\tilde{M}(t)$ so that

$$\|F'(x)\| \leq M(\|x\|) \quad \text{and} \quad \|[F'(x)]^{-1}\| \leq \tilde{M}(\|x\|).$$ 

Then if $M(t)\tilde{M}(t) \leq \lambda(t)$ for all real $t$ where $\lambda(t) > 0$ and $\int_0^\infty 1/\lambda(t) \, dt = \infty,$
$F$ is a diffeomorphism of $X$ onto $Y$. 
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Proof.

\[ \|F'(O)\| \|F'(v)\|^{-1} \leq \sup_{\|z\| \leq \|v\|} \|F'(z)\| \cdot \sup_{\|z\| \leq \|y\|} \|F'(z)\|^{-1} \]
\[ \leq M(\|y\|)\bar{M}(\|y\|) \leq \lambda(\|y\|). \]

Thus

\[ 1/\|F'(v)\|^{-1} \geq \|F'(O)\|/\lambda(\|y\|). \]

So by virtue of Theorem 3.2, \( F \) is a diffeomorphism of \( X \) onto \( Y \).

**Corollary 3.3.** Let \( H \) be a Hilbert space and \( F: H \rightarrow H \in C^1(H) \). Furthermore suppose there is a positive real-valued function \( \lambda(x) \) such that \( \langle F'(x)z, z \rangle \geq \lambda(x)\|z\|^2 \). Then if \( \int_0^\infty \inf_{\|x\| = t} \lambda(x) \, dt = \infty \), \( F \) is a diffeomorphism of \( H \) onto itself.

**Proof.** By the Lax-Milgram theorem, \( F'(x) \) is invertible and \( \|F'(x)\|^{-1} \leq 1/\lambda(x) \). Thus \( F \) is a local diffeomorphism. Also

\[ \int_0^\infty \inf_{\|x\| = t} \frac{1}{\|F'(x)\|^{-1}} \, dt \geq \int_0^\infty \inf_{\|x\| = t} \lambda(x) \, dt = \infty. \]

Hence Theorem 3.2 is applicable.

### 4. Global homeomorphisms between finite-dimensional spaces. For \( X = \mathbb{R}^N \), we have the following slightly stronger version of Theorem 3.1.

**Theorem 4.1.** Let \( h(s) = \inf_{\|x\|=s} B(x) \). If \( \int_0^\infty h(s) \, ds = \infty \), then \( \mathbb{R}^N \) is complete with respect to arc length with weight \( B \).

**Proof.** Let \( P(t) \in C^1[0, b) \) and suppose \( L_0^b(P) < \infty \). Let \( 0 < \delta < b \). Following the proof given in Theorem 3.1, we have that \( \infty > \int_{(0)}^{P(0)} h(s) \, ds \). Hence \( \{P(t)\}_{0 \leq t \leq b} \) is bounded. Since \( B(x) \) is a continuous, real-valued function on \( \mathbb{R}^N \), it maps bounded sets into bounded sets. Thus \( B(P(t)) \) is bounded from below by some positive number (since \( B(x) \) is positive). Again, as in Theorem 3.1, we find that if \( t_i \rightarrow b \), then

\[ \sum_{i=1}^n \|P(t_{i+1}) - P(t_i)\| \leq \frac{1}{\lambda} \int_0^b B(P(t)) \|P'(t)\| \, dt < \infty, \]

and thus we conclude that \( \lim_{t \rightarrow b} P(t) \) exists and is finite.

**Theorem 4.2.** Suppose \( F: \mathbb{R}^N \rightarrow \mathbb{R}^N, F \in C^1(\mathbb{R}^N) \) and also \( F'(x) \) is invertible for all \( x \in \mathbb{R}^N \). If

\[ \int_0^\infty \inf_{\|x\|=s} (1/\|F'(x)\|^{-1}) \, dt = \infty, \]

then \( F \) is a diffeomorphism of \( \mathbb{R}^N \) onto itself.
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**Proof.** The proof mimics that of Theorem 3.2, except that we use Theorem 4.1 in place of Theorem 3.1.

**Lemma 4.1.** Let $L: \mathbb{R}^N \to \mathbb{R}^N$ be an invertible linear operator. Then

$$|\det L| ||L^{-1}x, y|| \leq ||x|| ||y|| ||L||^{n-1}(n-1)^{-(n-1)/2}$$

for all $x, y \in \mathbb{R}^N$.

**Proof.** See [7, Part II, p. 1020].

**Corollary 4.1.** Let $F: \mathbb{R}^N \to \mathbb{R}^N \in C^1(\mathbb{R}^N)$. Suppose that (i) $|\det F'(x)| > \alpha > 0$, and (ii) $\|F'(x)\| < M$. Then $F$ is a diffeomorphism of $\mathbb{R}^N$ onto $\mathbb{R}^N$.

**Proof.** From Lemma 4.1, we have that

(1) $|\det F'(x)| |([F'(x)]^{-1}z, w)| \leq c(n) ||z|| ||w|| ||F'(x)||^{n-1}$,

where $c(n) = (n-1)^{-(n-1)/2}$. Choose $z$ so that $||z|| = 1$, and let $w = [F'(x)]^{-1}z$. With these choices, (1) becomes

$$|\det F'(x)| \||[F'(x)]^{-1}z\|^{2} \leq c(n)\|[F'(x)]^{-1}z\|| ||F'(x)||^{n-1}.$$

Using hypotheses (i) and (ii) we have that

$$\|[F'(x)]^{-1}z\| \leq c(n)M^{n-1}/\alpha,$$

for all $x$. Hence

$$\|[F'(x)]^{-1}\| \leq c(n)M^{n-1}/\alpha,$$

for each $x$.

Thus, by Corollary 3.1, $F$ is a diffeomorphism of $\mathbb{R}^N$ onto $\mathbb{R}^N$.

**Corollary 4.2.** Suppose $F: \mathbb{R}^N \to \mathbb{R}^N$ is continuously differentiable. Also, suppose that (i) $|\det F'(x)| > \alpha > 0$, and (ii) is quasi-conformal, i.e., $\exists M \ni \|F'(x)\|\|[F'(x)]^{-1}\| \leq M$, for all $x$. Then $F$ is a diffeomorphism of $\mathbb{R}^N$ onto $\mathbb{R}^N$.

**Proof.** By Lemma 4.1, we have, with $c(n) = (n-1)^{-(n-1)/2}$,

(1) $|\det F'(x)| |([F'(x)]^{-1}z, w)| \leq c(n) ||z|| ||w|| ||F'(x)||^{n-1}$.

Choosing $z = w$ and $||z|| = 1$, (1) becomes

(2) $|\det F'(x)| |([F'(x)]^{-1}z, z)| \leq c(n)\|F'(x)\|^{n-1}, \quad \forall ||z|| = 1$.

Taking $\sup_{||z||=1}$ of the left side of (2), we get

$$|\det F'(x)| \|[F'(x)]^{-1}\| \leq c(n)\|F'(x)\|^{n-1}.$$

Using hypotheses (i) and (ii), we have

$$\|[F'(x)]^{-1}\| \leq \frac{c(n)M^{n-1}/\alpha}{1/n}$$

for all $x$. 
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By Corollary 3.1, $F$ is a diffeomorphism of $\mathbb{R}^N$ onto $\mathbb{R}^N$.

Corollary 4.2 is true under the weaker hypothesis $\det F'(x) \neq 0$, provided $N \geq 3$ [16].

In general, the hypotheses of Theorems 3.2 and 4.2 cannot be entirely omitted as the following examples show:

**Example 4.1.** $F(x) = (\tan^{-1}x_1, x_2(1 + x_1^2)^2, x_3, \ldots, x_n)$ is a $C^1$ map of $\mathbb{R}^n$ into $\mathbb{R}^n$ and

$$F'(x) = \begin{bmatrix}
\frac{1}{1 + x_1^2} & 4x_1x_2(1 + x_1^2) \\
0 & (1 + x_1^2)^2 \\
0 & I_{n-2}
\end{bmatrix}.$$

Since $\det F'(x) = x_1^2 + 1 > 1$, $F$ satisfies the conditions of the inverse function theorem. By looking at the characteristic polynomial of $F'(x)$, we see that $\lambda = 1/(1 + x_1^2)$ is an eigenvalue, and so $1/\lambda = 1 + x_1^2$ is an eigenvalue of $[F'(x)]^{-1}$. Therefore $\|F'(x)^{-1}\| \geq 1 + x_1^2$, and so we have that

$$\inf_{\|x\| < t} \frac{1}{\|F'(x)^{-1}\|} \leq 1/(1 + t^2).$$

Since $\int_0^\infty dt/(1 + t^2) < \infty$, $F$ does not satisfy the hypotheses of Theorems 3.2 and 4.2 and we observe that $F$ is one-one, but not onto.

**Example 4.2.** A second example of a univalent map which is not onto is the famous example of Fatou and Bieberbach [3, p. 45]. This is an example of an analytic map $F$ of $\mathcal{C}^2$ into itself whose Jacobian (of the map considered as mapping $\mathbb{R}^4 \rightarrow \mathbb{R}^4$) is identically equal to 1 and $F$ is univalent; however, the range of $F$ omits a full open neighborhood of a point in $\mathcal{C}^2$.

**Example 4.3.** $F(x_1, x_2) = e^{x_1}(\cos x_2, \sin x_2)$. $F$ is a $C^1$ map of $\mathbb{R}^2 \rightarrow \mathbb{R}^2$ which is neither one-one nor onto (it omits 0). We observe that $\|F'(x_1, x_2)\| = e^{x_1}$, thus $1/\|F'(x_1, x_2)\|^{-1} \ll e^{x_1}$. So

$$\inf_{\|x\| < t} \frac{1}{\|F'(x_1, x_2)\|^{-1}} \ll e^{-t} \text{ and } \int_0^\infty e^{-t} dt < \infty.$$

Examples 4.1 and 4.2 also show that the condition $|\det F'(x)| \geq \alpha > 0$ is not in itself sufficient to insure that $F$ is a global homeomorphism, for if $F(x_1, x_2) = (\tan^{-1}x_1, x_2(1 + x_1^2)^2, x_3, \ldots, x_n)$ then $\det F'(x_1, x_2) > 1$, yet $F$ is not a homeomorphism of $\mathbb{R}^n$ onto $\mathbb{R}^n$. However it is known [8] that if $F$ is a gradient map of $\mathbb{R}^2$ into itself, then $\det F'(x) < \alpha < 0$ insures that $F$ is globally one-one.

**5. Conclusion.** If we inspect the methods that were employed in determining when a mapping between two Banach spaces is a homeomorphism, we see that
the properties of global univalence and surjectivity were related in an intimate way, i.e., once we showed that the map $F: X \to Y$ is a covering space map of the simply connected space $Y$, then $F$ was automatically univalent by Lemma 1.1. In the general case of a mapping $F$ of some domain $D$ into a Banach space we usually have little information about $F(D)$. Thus the assumption that $F(D)$ is simply connected is not viable and so Lemma 1.1 is not applicable. In subsequent papers we shall investigate the questions of global univalence and surjectivity independently and without any assumptions on the range of the mapping at hand.
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