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ABSTRACT. The main result is that if \( \{T(t): t > 0\} \) is a strongly continuous semigroup of scalar type operators on a weakly complete Banach space \( X \) and if the resolutions of the identity for \( T(t) \) are uniformly bounded in norm, then the infinitesimal generator is scalar type. Moreover, there exists a countably additive spectral measure \( K(\cdot) \) such that \( T(t) = \int \exp(\lambda t)dK(\lambda) \), for \( t > 0 \). This is a direct generalization of the well-known theorem of Sz.-Nagy about semigroups of normal operators on a Hilbert space. Similar spectral representations are given for representations of locally compact abelian groups and for semigroups of unbounded operators. Connections with the theory of hermitian and normal operators on Banach spaces are established. It is further shown that \( R \) is the infinitesimal generator of a semigroup of hermitian operators on a Banach space if and only if \( iR \) is the generator of a group of isometries.

1. Introduction. In this paper we study strongly continuous semigroups \( \{T(t): t \geq 0\} \) of scalar type operators on a Banach space and extend some well-known results about semigroups of normal or selfadjoint operators on a Hilbert space. The main result (Theorem 5.3) generalizes Sz.-Nagy’s theorem about semigroups of normal operator [12, Theorem 22.4.2] or [19, §XI 3]. We do not assume that the resolutions of the identity for the operators \( T(t) \) generate a bounded Boolean algebra of projections; this is obtained as a result. If one assumes this, a much simpler proof of the main theorem could be given. However, this would be quite restrictive since in general the resolutions of the identity for two commuting scalar type operators do not always generate a bounded Boolean algebra of projections, even on a reflexive space (see [16]).

In §6 we extend a theorem of Foiaş [11] on semigroups of scalar type operators on a Hilbert space. In §7 we study the continuity of \( f(T(t)) \), as a
function of \( t \), for a wide class of functions \( f \). This gives a result on the continuity of the resolutions of the identity for \( T(t) \) as a function of \( t \). In §8 it is proved that a strongly continuous semigroup of hermitian operators on a Banach space has a self-conjugate infinitesimal generator \( A \) (i.e., \( iA \) generates a group of isometries). This extends the theorem of Hille and Sz.-Nagy on semigroups of self-adjoint operators on a Hilbert space [12, Theorem 22.3.1] or [19, §XI 2]. In §9 we give a spectral representation for semigroups of unbounded scalar type operators with real spectra. In §10 the Godement-Naimark theorem about unitary representations of locally compact abelian groups is extended to the case of representations by circled scalar type operators. It is further shown (§11) that the functional calculus of Hille-Phillips-Balakrishnan and the fractional powers of Yosida, defined for generators of uniformly bounded semigroups, agree with the most natural definitions when the generator is scalar type.

In what follows \( X \) will be a complex Banach space with dual space \( X^* \). An operator in \( X \) will be a linear transformation (not necessarily bounded) with domain and range contained in \( X \). \( B(X) \) is the algebra of all bounded operators on \( X \). We shall denote the domain, spectrum, resolvent set, and resolvent (evaluated at \( \lambda \)) by \( \mathcal{D}(T) \), \( \sigma(T) \), \( \rho(T) \), and \( R(\lambda; T) \) respectively. If \( T \) and \( S \) are operators in \( X \), we say that \( T \) is an extension of \( S \) (written \( T \supseteq S \) or \( S \subseteq T \)) if \( \mathcal{D}(T) \supseteq \mathcal{D}(S) \) and \( T x = S x \) for every \( x \in \mathcal{D}(S) \).

Our terminology concerning semigroups of operators will be that of [8, Chapter VIII]. For definitions and results on spectral operators, we refer to [8, Part III].

(1.1) Definition. If \( T \in B(X) \), the numerical range \( V(T) \) of \( T \) is defined by

\[
V(T) = \{ x^* T x : x \in X, x^* \in X^*, \|x^*\| = \|x\| = x^*(x) = 1 \}.
\]

This is what is called "the spatial numerical range" in [6], and differs from, though is closely related to, the numerical range defined by Lumer [14] via semi-inner-products.

(1.2) Definition. If \( T \in B(X) \), then \( T \) is said to be hermitian if the numerical range of \( T \) is real.

This notion was shown to coincide with the one previously introduced by Vidav in [20], namely, that

\[
\|I + itT\| = 1 + o(t) \quad \text{as} \quad t \to 0, \quad t \text{ real}.
\]

It is obvious that, on a Hilbert space, the hermitian operators are the selfadjoint operators.

A family \( F \) of bounded operators on \( X \) is said to be hermitian-equivalent if there is an equivalent renorming of \( X \) under which all the operators in \( F \) become hermitian.
(1.3) Definition. Let $A$ be a closed subalgebra of $B(X)$ containing the identity $I$. Then $A$ is said to be a $V^*$-algebra if every operator $T \in A$ can be written as $R + iJ$ with $R$ and $J$ hermitian operators in $A$. $A$ will be understood to be equipped with the (Vidav)-involution $*: R + iJ \mapsto R - iJ$.

A theorem of Vidav [20] has been sharpened by Berkson, Glickfeld and Palmer (see [6]) to the following form.

(1.4) Theorem. $A$ is a $V^*$-algebra if and only if $A$ is a $C^*$-algebra under the Vidav-involution.

2. Semigroups with scalar type generator. We prove the equivalence of the condition that the infinitesimal generator be of scalar type with the existence of a certain representation for all the operators in the semigroup as integrals with respect to one spectral measure.

(2.1) Theorem. Let $\{T(t)\}$ be a strongly continuous semigroup of operators on $X$. Then there is a countably additive spectral measure $K(\cdot)$ on the Borel sets of the plane with

$$T(t) = \int e^{\lambda t} dK(\lambda), \quad t \geq 0,$$

if and only if the infinitesimal generator $C$ of $\{T(t)\}$ is a scalar type operator. If this is the case, $K(\cdot)$ is uniquely determined as the resolution of the identity for $C$, and each $T(t)$ is a scalar type operator.

Proof. The "if" part is Theorem 3.1 of [4]. To prove the converse, assume $T(t) = \int e^{\lambda t} dK(\lambda), \quad t \geq 0$. Since $T(1)$ is a bounded operator, the exponential function must be $K(\cdot)$-essentially bounded. Hence there is a real number $\gamma$ such that $K(\{\lambda: \Re \lambda > \gamma\}) = 0$. Let $A$ be defined by

$$\mathcal{D}(A) = \left\{ x: \lim_{n \to \infty} \int_{e_n} \lambda dK(\lambda)x \text{ exists} \right\},$$

$$Ax = \lim_{n \to \infty} \int_{e_n} \lambda dK(\lambda)x, \quad x \in \mathcal{D}(A),$$

where $e_n = \{\lambda: |\lambda| \leq n\}$. Then $A$ is a scalar type operator with resolution of the identity $K(\cdot)$, and $\sigma(A) \subseteq \{\lambda: \Re \lambda \leq \gamma\}$. If $\mu > \gamma$, then $R(\mu; A) = \int (\mu - \lambda)^{-1} dK(\lambda)$ by [8, XVIII, 2.11(h)].

On the other hand, if $\mu$ is sufficiently large, then

$$R(\mu; C)x = \int_0^\infty e^{-\mu t}T(t)x \, dt, \quad x \in X,$$

by [8, VIII 1.11]. Therefore

$$x^*R(\mu; C)x = \int_0^\infty \int_{\Re \lambda < \gamma} e^{(\lambda - \mu)t} d(x^*K(\lambda)x)dt, \quad x \in X, x^* \in X^*.$$
An application of Fubini's theorem gives
\[ x^* R(\mu; C)x = x^* \int \frac{1}{\mu - \lambda} dK(\lambda)x, \]
and hence \( R(\mu; C) = R(\mu; A) \), therefore \( C = A \). This proves the "only if" part as well as the last sentence of the theorem.

\[(2.2) \text{ Corollary.} \text{ Let } \{T(t)\} \text{ be a strongly continuous semigroup of operators on } X \text{ with scalar type infinitesimal generator } C \text{ whose resolution of the identity is } K(\cdot). \text{ Then } S \in \mathcal{B}(X) \text{ commutes with every } T(t), \text{ for } t \geq 0, \text{ if and only if } S \text{ commutes with every projection } K(\delta). \]

**Proof.** The "if" part follows easily from Theorem 2.1. Assume \( S \in \mathcal{B}(X) \) commutes with every \( T(t) \). Let \( \mu \) be sufficiently large so that \( R(\mu; C) = \int_0^\infty e^{-\mu t} T(t) dt \). Therefore \( S \) commutes with \( R(\mu; C) \), and hence with all the projections in the range of its resolution of the identity. But \( R(\mu; C) = \int (\mu - \lambda)^{-1} dK(\lambda) \); hence \( S \) commutes with all projections of the form \( K(\{\xi: 1/(\mu - \lambda) \in \delta\} \), i.e., with every \( K(\sigma) \) with \( \mu \in \sigma \). But \( K(\{\mu\}) = 0 \) since \( \mu \in \rho(C) \); hence \( S \) commutes with every \( K(\sigma) \). This completes the proof.

3. Semigroups of positive scalar type operators. A real (respectively positive) operator is an operator whose spectrum is real (respectively nonnegative). If all the operators in a semigroup are real operators, then they are automatically positive since \( \sigma(T(2t)) = [\sigma(T(t))]^2 \) for every \( t \geq 0 \). We give a generalization of the Hille-Sz.-Nagy theorem. This is proved for all Banach spaces (weakly complete or not), and without any assumptions about the uniform boundedness of the resolutions of the identity for the operators in the semigroup.

\[(3.1) \text{ Theorem.} \text{ Let } \{R(t)\} \text{ be a strongly continuous semigroup of positive scalar type operators on } X. \text{ Then the infinitesimal generator } A \text{ is scalar type with spectrum contained in some interval } (-\infty, \omega_0]. \text{ Moreover there is a countably additive spectral measure } G(\cdot) \text{ defined on the Borel sets of the real line such that}\]
\[ R(t) = \int_{-\infty}^{\omega_0} e^{\lambda t} dG(\lambda), \quad t \geq 0. \]

\( G(\cdot) \) is uniquely determined as the resolution of the identity for \( A \).

**Proof.** Let \( E_\lambda(\cdot) \) be the resolution of the identity for \( R(t) \). Let \( n \) be any positive integer, then
\[ R(1) = R(1/n)^n = \int_0^\infty \lambda^n dE_{1/n}(\lambda). \]
Hence \( E_1(\delta) = E_{1/n}(\{\lambda: \lambda^n \in \delta\}) \) for any Borel set \( \delta \) of the real line, therefore

\[ E_{1/n}(\delta) = E_1(\delta^n), \quad \text{and} \quad R(1/n) = \int \lambda^{1/n} dE_1(\lambda). \]

Let \( m \) be an arbitrary positive integer, then

\[ R(m/n) = R(1/n)^m = \int \lambda^{m/n} dE_1(\lambda). \]

By the strong continuity of \( \{R(t)\} \), we get

\[ R(t) = \int \lambda^t dE_1(\lambda), \quad t > 0. \]

\( E_1(\{0\}) = 0 \), for if \( x \in E_1(\{0\})X \), then \( R(t)x = \int \lambda^t dE_1(\lambda)E_1(\{0\})x = 0 \)
for any \( t > 0 \), and hence by the strong continuity \( x = 0 \).

Define \( G(\delta) = E_1(\exp \delta) \) for any Borel set \( \delta \). Thus \( G(\cdot) \) is a countably additive spectral measure since \( E_1(\{0\}) = 0 \). Moreover

\[ R(t) = \int_{-\infty}^{\omega_0} e^{\lambda t} dG(\lambda), \quad t > 0, \]

where \( \omega_0 = \log \max \sigma(R(1)) \). The same is obviously true for \( t = 0 \). It follows from Theorem 2.1 that \( A \) is a scalar type operator, and that \( G(\cdot) \) is uniquely determined as the resolution of the identity for \( A \).

(3.2) Corollary. With the same notation as in Theorem 3.1, let \( S \in \mathcal{B}(X) \), then the following conditions are equivalent.

1. \( S \) commutes with \( R(t_0) \) for some \( t_0 > 0 \).
2. \( S \) commutes with every \( R(t) \) for \( t \geq 0 \).
3. \( S \) commutes with every projection \( G(\delta) \).

Proof. It follows from the proof of Theorem 3.1 that the range of \( G(\cdot) \) is the same as the range of \( E_{t_0}(\cdot) \), for any \( t_0 > 0 \); hence (1) implies (3). Other implications are obvious.

(3.3) Corollary. Let \( \{R(t)\} \) be a strongly continuous semigroup of positive scalar type operators on \( X \). Then there is an equivalent renorming of \( X \) under which all the operators \( R(t), t \geq 0 \), as well as all the projections in their resolutions of the identity become hermitian. If \( X \) is given as a Hilbert space, the new norm can be chosen to be a Hilbert space norm, and hence the operators \( R(t), t \geq 0 \), become selfadjoint.

Proof. Let \( G(\cdot) \) be as in Theorem 3.1. Then, by a result of Berkson [3, Lemma 2.3], there is an equivalent renorming of \( X \) under which all the projections \( G(\delta) \) become hermitian. Hence all the operators \( R(t), E_t(\delta) \) become hermitian. The last sentence in the corollary follows from [15, Theorem 6].
4. Polar decomposition. In the case of a Hilbert space, a semigroup \( \{N(t)\} \) of normal operators can be written as the product of a semigroup of positive self-adjoint operators and a semigroup of unitary operators. We prove here an analogous result for semigroups of scalar type operators on a weakly complete space \( X \).

First we prove a lemma establishing a "polar decomposition" for a single bounded scalar type operator on a Banach space \( X \). This decomposition was proved by Foias [11] for scalar type operators on a Hilbert space by a proof valid only in a Hilbert space. A bounded operator is said to be circled if its spectrum is included in the unit circle \( \{\lambda : |\lambda| = 1\} \).

(4.1) Lemma. Let \( T \) be a bounded scalar type operator on a Banach space \( X \) with resolution of the identity \( E(\cdot) \). Then there are unique operators \( R, U \) such that

(i) \( T = RU = UR \);

(ii) \( U \) is a circled scalar type operator;

(iii) \( R \) is a positive scalar type operator;

(iv) \( UE(0) = E(0)U = E(0) \).

The decomposition expressed by the double equality (i) is unique under (ii)', (iii), and (iv), where (ii)' is the condition that \( U \) is only circled (not assumed to be scalar type). Moreover \( R \) is uniquely determined by (i), (ii)', and (iii) only.

Proof. Let

\[
R = \int |\lambda| dE(\lambda), \quad U = \int u(\lambda) dE(\lambda),
\]

where \( u(\lambda) = \lambda/|\lambda| \) for \( \lambda \neq 0 \), and \( u(0) = 1 \). Properties (i)—(iv) are then easily verified.

To prove the uniqueness, let \( R_1 \) and \( U_1 \) be a pair of operators satisfying (i), (ii)', and (iii). Since \( R_1 \) and \( U_1 \) commute with \( T \), they commute with \( E(\delta) \) for every Borel set \( \delta \), and hence with \( R \) and \( U \). Let \( A \) be the full commutative algebra generated by \( R, U, R_1 \) and \( U_1 \) and let \( \hat{\cdot} \) be the Gelfand mapping of \( A \). Then \( \hat{T} = \hat{R}\hat{U} = \hat{R}_1\hat{U}_1 \). The spectrum of any operator in \( A \) (viewed as a member of \( A \)) is the same as its spectrum if considered as a member of \( B(\mathcal{X}) \), since \( A \) is a full subalgebra. Thus \( \hat{R} \) and \( \hat{R}_1 \) are positive-valued functions, while \( \hat{U} \) and \( \hat{U}_1 \) take values in the unit circle. Therefore \( \hat{R} = |\hat{T}| = \hat{R}_1 \) and hence \( R - R_1 \) is quasi-nilpotent, but the commuting operators \( R \) and \( R_1 \) are each scalar type. It follows from the uniqueness of the canonical decomposition of spectral operators [8, Theorem XV 4.5] that \( R_1 = R \).

If condition (iv) is also satisfied, then for any \( x \in \mathcal{X} \),

\[
T(U - U_1)x = UR(U - U_1)x = U(T - T)x = 0.
\]
Thus \((U - U_1)x\) belongs to the null space of \(T\), which is the range of \(E(0)\). Thus

\[
(U - U_1)x = E(0)(U - U_1)x = 0,
\]

by condition (iv). Therefore, \(U = U_1\) and the proof of the lemma is complete.

**Remark.** In [10, Theorem 5.2], Foguel obtained the above decomposition, but claimed the uniqueness without condition (iv). The following counterexample shows that this is false even if \(T\) is a normal operator on a Hilbert space, \(R\) positive selfadjoint and \(U\) unitary.

\[(4.2)\] Counterexample. Let \(X\) be \(l^2\) and let

\[T(x_1, x_2, x_3, \cdots) = (0, x_2, x_3, \cdots),\]

\[
R = T, \quad U_1 = I,
\]

\[U_2(x_1, x_2, x_3, \cdots) = (\alpha x_1, x_2, x_3, \cdots),\]

where \(\alpha\) is any complex number with \(|\alpha| = 1\). Then \(T = RU_i = U_iR, \ i = 1, 2; T = R\) is positive; \(U_1\) and \(U_2\) are unitary.

Note that condition (iv) is automatically satisfied when \(T\) is one-to-one, since \(E(\{0\}) = 0\) in this case.

\[(4.3)\] Definition. Let \(T\) be a scalar type operator, \(R\) and \(U\) the unique operators defined in Lemma 4.1. Then \(R\) will be called the positive part of \(T\), \(U\) the circled part of \(T\) and the decomposition \(T = RU\) will be called the polar decomposition of \(T\).

\[(4.4)\] Theorem. Let \(\{T(t)\}\) be a strongly continuous semigroup of scalar type operators on \(X\) having their resolutions of the identity uniformly bounded in norm, and let \(R(t)\) and \(U(t)\) be the positive part and the circled part of \(T(t)\) respectively. Then

1. \(\{T(t)\} \cup \{R(t)\} \cup \{U(t)\}\) is a commutative family;
2. each of \(\{R(t)\}\) and \(\{U(t)\}\) is a strongly continuous semigroup;
3. there exists a countably additive spectral measure \(G(\cdot)\) on the Borel sets of the real line such that \(R(t) = \int e^{i\lambda t} dG(\lambda), \ t > 0\).

Moreover if \(\{T(t)\}\) is of type \(\omega_0\), then \(\{R(t)\}\) is of the same type \(\omega_0\), and \(G((-\infty, \omega_0]) = 1\).

**Proof.** Let \(E_t(\cdot)\) be the resolution of the identity for \(T(t)\) and let \(\|E_t(\delta)\| \leq M\) for all \(t > 0\) and all Borel sets \(\delta\).

First we prove that \(T(t)\) is one-to-one for every \(t > 0\) and hence condition (iv) of Lemma 4.1 is automatically satisfied for the operators \(T(t)\). We will prove this for \(T(1)\), a similar proof holding for any \(t\). If \(n\) is any integer \(> 1\), then
\[
T(1) = T(1/n)^n = \int \lambda^n dE_{1/n}(\lambda),
\]
and hence \( E_1(\delta) = E_{1/n}(\{\lambda: \lambda^n \in \delta\}) \), for every Borel set \( \delta \). In particular \( E_1(0) = E_{1/n}(0) \). If \( x \in E_1(0)X \), then \( T(1/n)x = 0 \) for all \( n > 1 \), and hence by strong continuity \( x = T(0)x = 0 \), i.e., \( E_1(\{0\}) = 0 \).

Let \( F_t(\cdot) \) be the resolution of the identity of \( R(t) \) and let
\[
S(t) = \int_{\{\lambda: \lambda > 0\}} \lambda^t dF_1(\lambda).
\]
We begin by showing that \( S(0) = R(t) \) for \( t \) rational. Note that for any positive integer \( n \), and any \( t \), \( T(nt) = (T(t))^n = (R(t))^n(U(t))^n \) and an application of Lemma 4.1 gives \( R(nt) = (R(t))^n, U(nt) = (U(t))^n \). Therefore
\[
R(1) = R(1/n)^n = \int \lambda^n dF_{1/n}(\lambda),
\]
and hence \( F_1(\delta) = F_{1/n}(\{\lambda: \lambda^n \in \delta\}) \), for every Borel set \( \delta \). Therefore if \( \delta \) is any Borel subset of the set of nonnegative real numbers \( F_{1/n}(\delta) = F_1(\{\lambda: \lambda^{1/n} \in \delta\}) \). But the same is true for the resolution of the identity of \( S(1/n) \) and hence \( S(1/n) = R(1/n) \). It follows that \( S(m/n) = R(m/n) \) for any positive integers \( m \) and \( n \).

Now we prove the existence of circled operators \( V(t) \) such that \( T(t) = S(t)V(t) = V(t)S(t) \), and that \( \{V(t): t \geq 0\} \) is a strongly continuous semigroup. The uniqueness of the polar decomposition would then imply that \( R(t) = S(t), V(t) = U(t) \). Let
\[
e_n = [1/n, \infty), \quad X_n = F_1(e_n)X, \quad X_0 = \bigcup_{n=1}^{\infty} F_1(e_n)X.
\]
Then \( X_0 \) is dense in \( X \) since \( F_1(e_n) \to I \) strongly. Also for any \( t \) and any positive integer \( n \), \( S(t)|X_n \) is invertible, hence the range of \( S(t) \) contains \( X_0 \). Thus \( S(t) \) is one-to-one with dense range, and thus \( V(t) = T(t)S(t)^{-1} \) exists as a linear operator defined on \( S(t)X \), not as yet known to be bounded. We will show that \( V(t) \) extends to a bounded operator (necessarily unique), also denoted by \( V(t) \). This is trivial for \( t \) rational since then
\[
V(t)x = T(t)S(t)^{-1}x = T(t)R(t)^{-1}x = U(t)x, \quad x \in S(t)X.
\]
If \( t \) is irrational, let \( \{t_n\} \) be a sequence of rational numbers with \( t_n \to t \). Then \( (S(t_n))^{-1}x \to (S(t))^{-1}x \) for \( x \in X_0 \) since for \( x \in X_k \),
\[
(S(t_n))^{-1}x = \int_{1/k}^{\infty} \lambda^{-t_n}dF_1(\lambda)x, \quad (S(t))^{-1}x = \int_{1/k}^{\infty} \lambda^{-t}dF_1(\lambda)x.
\]
Therefore \( T(t_n)(S(t_n))^{-1}x \to T(t)(S(t))^{-1}x \) since \( \{\|T(t_n)\|\} \) is bounded by the Banach-Steinhaus theorem, and \( T(t_n) \to T(t) \) strongly. Hence \( U(t_n)x \to V(t)x, \ x \in X_0 \). But, for any \( x \in X \),
Thus, by \([8, II.18]\), \(U(t_n)\) converges strongly to a bounded operator on \(X\), still called \(V(t)\) by abuse of language; moreover \(\|V(t)\| \leq 4M\).

Also \(V(t)\) commutes with \(E_{s}(\delta)\) for any \(s > 0\) and any Borel set \(\delta\), since \(U(t_n)\) does. It follows that \(V(t)\) commutes with \(T(s)\) and \(S(s)\), in particular with \(S(t)\). Hence

\[
T(t) = S(t)V(t) = V(t)S(t).
\]

\(\{V(t)\}\) is a semigroup, for if \(x \in X_0\), \(t, s\) any positive real numbers, then

\[
V(t + s)x = T(t + s)S(t + s)^{-1}x = T(t)T(s)S(t)^{-1}S(s)^{-1}x = T(s)V(t)S(s)^{-1}x = V(t)V(s)x.
\]

Next we prove that the \(V(t)\) are circled. This is obvious for rational \(t\).
If \(t\) is irrational, let \(t_n\) be a sequence of rational numbers with \(t_n \to t\). Since the operators \(U(t_n)\) are circled, and \(U(t_n) \to V(t)\) strongly, it is enough to show that \(\rho(V(t))\) intersects each component of the complement of the unit circle (by the argument in \([4, Theorem 2.2]\)). Therefore it is enough to show that \(0 \in \rho(V(t))\). Let \(s > 0\) be such that \(t + s\) is rational. Then \(V(t)V(s) = V(t + s) = U(t + s)\) is invertible and hence \(V(t)\) is invertible since \(V(t)\) and \(V(s)\) commute.

Since \(T(t) = S(t)V(t)\), \(S(t), V(t)\) commute, the uniqueness of the polar decomposition shows that for all \(t > 0\)

\[
R(t) = S(t) = \int \lambda^dF_{1}(\lambda), \quad U(t) = V(t).
\]

We proved above that \(U(t_n) \to V(t)\) strongly if \(\{t_n\}\) is a sequence of rational numbers, \(t_n \to t\). The same proof now gives \(U(t_n) \to U(t)\) strongly for any sequence \(\{t_n\}\) with \(t_n \to t\), and hence \(\{U(t)\}\) is strongly continuous. The weak (and hence strong) continuity of the semigroup \(\{R(t)\}\) is evident.

Part (3) follows from Theorem 3.1. We have

\[
\|T(t)\| \leq \|R(t)\| \|U(t)\| \leq 4M\|R(t)\|,
\]

and

\[
\|R(t)\| \leq \|U(t)^{-1}\| \|T(t)\| \leq 4M\|T(t)\|.
\]

It follows that \(\{R(t)\}\) and \(\{T(t)\}\) are of the same type \(\omega_0\). This ends the proof of the theorem.

5. The main result. The special case where the operators \(T(t)\) are circled was considered by Berkson \([4]\). His result generalizes the well-known theorem of M. H. Stone on unitary groups of operators on a Hilbert space (see \([12, p.598]\) or \([19]\)). We will use Berkson's result and hence state it here for convenience.
(5.1) **Theorem [4].** If \( \{U(t): -\infty < t < \infty\} \) is a strongly continuous group of circled scalar type operators on a weakly complete Banach space \( X \) such that their resolutions of the identity are uniformly bounded in norm, then the infinitesimal generator \( B \) is a scalar type operator, and \( U(t) = \int_{-\infty}^{\infty} e^{it\lambda} dH(\lambda) \), where \( H(\cdot) \) is the resolution of the identity for \(-iB\).

We note that the corresponding result for semigroups (rather than groups) of circled operators is a direct consequence of the above since every such semigroup \( \{U(t): t \geq 0\} \) can be extended to a strongly continuous group satisfying all the conditions above by defining \( U(t) = U(-t)^{-1} \) for \( t < 0 \).

The following lemma is needed for the next result.

(5.2) **Lemma.** Let \( \{T(t)\} \) be a uniformly continuous semigroup of scalar type operators on \( X \). Then the infinitesimal generator \( C \) is a scalar type operator. Let \( K(\cdot) \) be the resolution of the identity for \( C \) and \( E_t(\cdot) \) the resolution of the identity for \( T(t) \). Then the range of \( K(\cdot) \) is the same as the range of \( E_t(\cdot) \) for \( t > 0 \) small enough, and hence

\[
\sup \{\|K(\delta)\|: \delta \in \Sigma\} = \sup \{\|E_t(\delta)\|: \delta \in \Sigma\},
\]

for such \( t \), where \( \Sigma \) is the class of Borel sets of the complex plane.

**Proof.** We can take \( t > 0 \) small enough so that \( \|T(t) - I\| < 1 \), and hence \( \log T(t) = - \sum_{n=1}^{\infty} (I - T(t))^n / n \) is a (bounded) operator. It is well known (see, e.g., [8, proof of VIII 1.2]) that the infinitesimal generator \( C \) is given by \( C = t^{-1} \log T(t) \), and hence \( C = \int \log \lambda \, dE_t(\lambda) \). Therefore \( C \) is a scalar type operator with resolution of the identity \( K(\cdot) \) given by

\[
K(\delta) = E_t\{\lambda: t^{-1} \log \lambda \in \delta\}, \quad \delta \in \Sigma.
\]

Moreover, \( T(t) = \exp tC \), and hence

\[
E_t(\alpha) = K\{\lambda: e^{i\lambda} \in \alpha\}, \quad \alpha \in \Sigma.
\]

This proves the lemma.

Next we take up the main theorem.

(5.3) **Theorem.** Let \( \{T(t): t \geq 0\} \) be a strongly continuous semigroup of scalar type operators on a weakly complete Banach space \( X \), with the operators \( T(t), t \geq 0 \), having their resolutions of the identity uniformly bounded in norm. Then the infinitesimal generator \( C \) is scalar type. There exists a spectral measure \( K(\cdot) \) on the Borel sets of the plane such that

\[
T(t) = \int e^{itz} dK(z), \quad t \geq 0.
\]

\( K(\cdot) \) is uniquely determined as the resolution of the identity for \( C \).
Proof. Let $R(t)$ and $U(t)$ be the positive and the circled parts of $T(t)$ respectively, and let $M > 0$ be such that $\|E_t(\delta)\| \leq M$ for all $t \geq 0$, and all Borel sets $\delta$, where $E_t(\cdot)$ is the resolution of the identity for $T(t)$. The resolution of the identity for $U(t)$ has its range contained in that of $E_t(\cdot)$ and hence the semigroup $\{U(t)\}$ satisfies all the conditions of Theorem 5.1. Therefore there is a spectral measure $H(\cdot)$ defined on the Borel sets of the real line such that

\[ U(t) = \int_{-\infty}^{\infty} e^{it\lambda} dH(\lambda). \]

Moreover $R(t) = \int_{-\omega_0}^{\infty} e^{it\mu} dG(\lambda)$, where $G(\cdot)$ is a spectral measure defined on the Borel sets on the real line, $G((\omega_0, \infty)) = 0$, where $\omega_0$ is the type of $\{T(t)\}$. Let $A$ and $iB$ be the infinitesimal generators of $\{R(t)\}$ and $\{U(t)\}$ respectively. $A$ and $B$ are scalar type with resolutions of the identity $G(\cdot)$ and $H(\cdot)$ respectively. Since each $U(s)$ commutes with all $R(t)$, $t \geq 0$, Corollary 3.2 implies that $U(s)$ commutes with $G(\alpha)$ for every Borel set $\alpha$. Another application of 3.2 implies that $G(\alpha)$ commutes with $H(\beta)$ for any Borel sets $\alpha$ and $\beta$.

Let $e_n = [-n, n]$ and let $X_n = G(e_n)H(e_n)X$. Then $X_n$ is invariant under $T(t)$, $R(t)$, $U(t)$ and their resolutions of the identity. $\bigcup_{n=1}^{\infty} X_n$ is a dense linear manifold in $X$ since $G(e_n)$ and $H(e_n)$ both converge strongly to $I$, and are uniformly bounded. Let $S_n$ denote the restriction of $S$ to $X_n$ for any operator $S$ in $X$ with $\mathcal{D}(S) \supset X_n$. Therefore $\{R_n(t)\}$, $\{U_n(t)\}$, $\{T_n(t)\}$ are uniformly continuous semigroups of scalar type operators on $X_n$ with infinitesimal generators $A_n$, $iB_n$, $C_n$ respectively. Moreover $T_n(t) = R_n(t)U_n(t)$, so $C_n = A_n + iB_n$ for all positive integers $n$. It follows from Lemma 5.2 that $C_n$ is a scalar type operator. Let $K_n(\cdot)$ be its resolution of the identity. Therefore

\[ C_n = \int \lambda dK_n(\lambda), \quad B_n = \int \lambda dH_n(\lambda), \]

\[ A_n = \int \lambda dG_n(\lambda), \quad T_n(t) = \int e^{\lambda t} dK_n(\lambda). \]

Hence $A_n$ and $B_n$ are scalar type with real spectra. Since $C_n = A_n + iB_n$, we get, from [3], that

\[ A_n = \int \text{Re} \lambda dK_n(\lambda) \quad \text{and} \quad B_n = \int \text{Im} \lambda dK_n(\lambda). \]

It follows that

\[ G_n(\alpha) = K_n(\alpha \times R_0), \quad H_n(\beta) = K_n(R_0 \times \beta), \]
where $\alpha, \beta$ are any Borel sets of the real line $R_0$. Therefore $K_n(\alpha \times \beta) = G_n(\alpha)H_n(\beta)$. By Lemma 5.2, the range of $K_n(\cdot)$ is equal to the range of $E_n(t)$ for $t (>0)$ small enough. Hence

$$\sup \{\|K_n(\pi)\|: n = 1, 2, 3, \cdots, \pi \text{ a Borel set}\} \leq M.$$ 

For each $\pi \in \Sigma$, define $K(\pi)$ on $\bigcup_{n=1}^{\infty} X_n$ by $K(\pi)x = K_n(\pi)x$, $x \in X_n$. First we show that this is well defined. Suppose $x \in X_n \cap X_m$ and $n \leq m$. Then

$$K_m(\alpha \times \beta) = G(\alpha)H(\beta)|X_m, \text{ and } K_n(\alpha \times \beta) = G(\alpha)H(\beta)|X_n.$$ 

By standard measure-theoretic results we can show that $X_n$ is invariant under $K_m$ and $K_m(\delta)|X_n = K_n(\delta)$, for any Borel set $\delta$. We will show that $K(\pi)$ extends to a bounded projection, still called $K(\pi)$, that $K(\cdot)$ is a countably additive spectral measure and that $K(\cdot)$ is the tensor product of $G(\cdot)$ and $H(\cdot)$ in the sense that $K(\alpha \times B) = G(\alpha)H(\beta)$ for any Borel sets $\alpha, \beta$ of the real line.

Let $X_0 = \bigcup_{n=1}^{\infty} X_n$. If $\pi$ is any Borel set and $x \in X_0$, then $x \in X_n$ for some positive integer $n$, and $\|K(\pi)x\| = \|K_n(\pi)x\| \leq M\|x\|$. Therefore $K(\pi)$ has a unique extension to a bounded linear operator, still called $K(\pi)$, with $\|K(\pi)\| \leq M$. It is routine to see that $K(\pi)$ is a projection, that $K(\pi \cap \delta) = K(\pi)K(\delta)$ and $K(\pi \cup \delta) = K(\pi) + K(\delta) - K(\pi)K(\delta)$ for any Borel sets $\delta, \pi$. One can easily show that $K(\alpha \times \beta) = G(\alpha)H(\beta)$ for any Borel sets $\alpha, \beta$ of the real line. To show that $K(\cdot)$ is countably additive, let $\{\pi_n\}$ be a disjoint collection of Borel sets in the plane and let $\pi = \bigcup_{n=1}^{\infty} \pi_n$. If $x \in X_k$, then

$$K(\pi)x = K_k(\pi)x = \sum_{n=1}^{\infty} K_k(\pi_n)x = \sum_{n=1}^{\infty} K(\pi_n)x.$$ 

Therefore

$$K(\pi)x = \sum_{n=1}^{\infty} K(\pi_n)x, \text{ for } x \in X_0.$$ 

An application of [8, Theorem II 1.18] shows that $\sum_{n=1}^{\infty} K(\pi_n)$ converges strongly to a bounded operator which is obviously $K(\pi)$.

Since $G((\omega_0, \infty)) = 0$, then $K((\omega_0, \infty) \times R_0) = 0$, and hence $\int e^{t\lambda} dK(\lambda)$ is defined and bounded on $X$. But

$$T(t)|X_n = \int e^{t\lambda} dK_n(\lambda) = \left[\int e^{t\lambda} dK(\lambda)\right]|X_n.$$ 

Hence $T(t) = \int e^{t\lambda} dK(\lambda)$, $t \geq 0$. It follows, by Theorem 2.1, that the infinitesimal generator $C$ is a scalar type operator with resolution of the identity $K(\cdot)$. 

A. R. SOUOUR
The uniqueness of \( K(\cdot) \) follows also from 2.1. This ends the proof of the theorem.

**Remark.** The problem can be easily reduced to the Hilbert space case if we assume that \( G(\cdot) \) and \( H(\cdot) \) generate a bounded Boolean algebra of projections \( E \). This is the case if in particular we assume that the resolutions of the identity, \( E_{r}(\cdot) \), generate a bounded Boolean algebra of projections, or if \( X \) is one of the spaces \( L_{p} \) (\( 1 < p < \infty \)) since in such space any two commuting bounded Boolean algebras of projections generate a bounded Boolean algebra of projections as shown by McCarthy [17]. Let \( A \) and \( \mathcal{W} \) be the algebras generated by \( E \) in the uniform and weak topologies respectively. \( X \) can be equivalently renormed so as to make all the operators in \( E \) hermitian as shown by Berkson [3]. We suppose such a renorming is carried out. \( A \) becomes a commutative \( V^{*} \)-algebra, and hence \( \mathcal{W} \), the weak closure of \( A \), is a commutative \( V^{*} \)-algebra as shown by Palmer [18, Corollary 2.9]. It follows (see [5, Theorems 3.1, 3.2]) that there is an isometric \(^*\)-representation \( \phi \) of \( \mathcal{W} \) onto a von Neumann algebra of operators on a Hilbert space \( Y \), and the restriction of \( \phi \) to any bounded subset of \( \mathcal{W} \) is bicontinuous in the weak-weak and the strong-strong operator topologies. Now \( \phi(G(\cdot)) \) and \( \phi(H(\cdot)) \) are two commuting spectral measures with values in \( B(Y) \), and hence can be “amalgamated” in the manner of Berberian [1, §11]. If \( F(\cdot) \) is their “amalgam,” then \( \phi^{-1}(F(\cdot)) \) gives the required spectral measure \( K(\cdot) \).

**Corollary.** An operator \( A \) in a weakly complete Banach space \( X \) generates a strongly continuous semigroup of scalar type operators with uniformly bounded resolutions of the identity if and only if \( A \) is scalar type and \( \sigma(A) \) lies in some left half plane \( \{ \lambda: \Re \lambda \leq \omega \} \).

**Remark.** We cannot replace “scalar type” by “spectral” in Theorem 5.3. The following example shows that there are strongly continuous semigroups of spectral operators with resolutions of the identity uniformly bounded (or even generate a bounded Boolean algebra), but the infinitesimal generator is not spectral, even when the underlying space is a Hilbert space.

**Example.** Let \( X = L_{2}[0, 1] \), and for any \( x \in X, t \geq 0 \), let

\[
(T(t)x)(s) = \begin{cases} 
  x(t + s), & t + s \leq 1, \\
  0, & t + s > 1.
\end{cases}
\]

Therefore \( T(t) = 0 \) for \( t \geq 1 \), and \( \{T(t)\} \) is a semigroup of operators, nilpotent for \( t > 0 \), hence spectral for \( t \geq 0 \). The resolutions of the identity for all the operators \( T(t) \) (\( t > 0 \)) are identical and trivial, namely \( E_{t}(\delta) = I \) or 0 according to whether \( 0 \in \delta \) or not. The semigroup is strongly continuous, for if \( x \) is a continuous function on \( [0, 1] \) (and hence uniformly continuous),
and $0 \leq t \leq 1$, then

$$\|T(t)x - x\|^2 = \int_0^1 |x(s + t) - x(s)|^2 ds + \int_{1-t}^1 |x(s)|^2 ds.$$ 

The first integral converges to 0 as $t \to 0$ by the uniform continuity of $x$; the second integral is $\leq t \sup \{|x(s)|: 0 < s < 1\}$, hence converges to 0 as $t \to 0$. Hence $T(t)x \to x$, as $t \to 0$, for $x$ continuous. But the continuous functions are dense in $L^2[0, 1]$, and $\{T(t)\}$ is uniformly bounded. Therefore $T(t)x \to x$, as $t \to 0$, for all $x \in L^2[0, 1]$ by [8, Theorem II 1.18]. Thus the semigroup is strongly continuous at 0, and hence strongly continuous everywhere (see [12, Theorem 10.5.5]).

Since $T(t) = 0$ for $t \geq 1$, we have

$$\lim_{t \to \infty} \frac{\log \|T(t)\|}{t} = -\infty.$$ 

Therefore, the semigroup is of type $-\infty$, and the infinitesimal generator has empty spectrum. The generator cannot be spectral since a spectral operator has nonempty spectrum (see [8, XVIII 2.1 and 2.2]).

6. Normal operators on Banach spaces and a theorem of Foiaş. In [11], Foiaş proved that any strongly continuous semigroup $\{T(t)\}$ of scalar type operators on a Hilbert space, having their resolutions of the identity uniformly bounded, is similar to a semigroup $\{N(t)\}$ of normal operators. We give a similar result for weakly complete Banach spaces and show that it reduces to Foiaş' result in Hilbert spaces. First we define a normal operator on a Banach space.

(6.1) Definition. A bounded operator on a Banach space $X$ is said to be normal if it is a scalar type operator with all the projections in the range of its resolution of the identity hermitian.

This definition differs from Palmer’s [18], but is equivalent to it in weakly complete spaces, and in general any operator normal in the sense of 6.1 is normal in the sense of Palmer (see [18, Theorem 5.1]). According to his definition a bounded operator $T$ is normal if and only if $T = R + iJ$, where $R, J$ are hermitian, and $\{e^{itR} : -\infty < t < \infty\} \cup \{e^{itJ} : -\infty < t < \infty\}$ is contained in a commutative $V^*$-algebra.

(6.2) Theorem. Let $\{T(t)\}$ be a strongly continuous semigroup of scalar type operators on a weakly complete Banach space $X$, with their resolutions of the identity uniformly bounded in norm. Then $X$ can be equivalently renormed so that every $T(t)$ becomes normal. Moreover, if $X$ is given as a Hilbert space, the new norm can be chosen to be a Hilbert space norm.

Proof. From Theorem 5.3, we get $T(t) = \int e^{\lambda t} dK(\lambda)$, where $K(\cdot)$ is a strongly countably additive spectral measure. Therefore $X$ can be renormed so
as to make \( K(\delta) \) hermitian for every Borel set \( \delta \) \([3, \text{Lemma 2.3}]. \) If \( X \) is a Hilbert space, the new norm can be chosen to be a Hilbert space norm \([15, \text{Theorem 6}]. \) Since the range of the resolution of the identity for \( T(t) \), for any \( t \geq 0 \), is contained in the range of \( K(\cdot) \), the result follows.

(6.3) COROLLARY (FOIAS' THEOREM). If \( \{T(t)\} \) is as in Theorem 6.2, and if \( X \) is a Hilbert space, then \( \{T(t)\} \) is similar to a semigroup \( \{N(t)\} \) of normal operators, i.e., there exists a regular positive selfadjoint \( T \in B(X) \) such that \( T(t) = A^{-1}N(t)A \).

**Proof.** Let \( || \cdot || \) be the new Hilbert space norm under which the projections \( K(\delta) \) are hermitian, and let \( \langle \cdot, \cdot \rangle \) be the inner product compatible with this norm. The original norm and inner product are denoted by \( || \cdot || \) and \( \langle \cdot, \cdot \rangle \) respectively. Let \( B \) be the bounded operator defined by \( (Bx, y) = \langle x, y \rangle \). Therefore \( B \) is positive selfadjoint in the original norm, for the numerical range of \( B \) is \( W(B) = \{(Bx, x): ||x|| = 1\} = \{|x|^2: ||x|| = 1\}, \) which is positive. It is also obvious that \( B \) is invertible. Let \( A \) be the positive square root of \( B \), hence \( \langle x, y \rangle = \langle Ax, Ay \rangle \).

If \( \delta \) is any Borel set, then \( AK(\delta)A^{-1} \) is selfadjoint in the original norm since its numerical range is given by

\[
W(AK(\delta)A^{-1}) = \{(AK(\delta)A^{-1}x, x): ||x|| = 1\}
\]

\[
= \{(K(\delta)A^{-1}x, K(\delta)A^{-1}x): ||A^{-1}x|| = 1\},
\]

which is the (necessarily nonnegative) numerical range of \( K(\delta) \) with respect to the new norm. Let \( N(t) = AT(t)A^{-1} \), therefore \( N(t) = \int e^{\lambda t} d(AK(\lambda)A^{-1}) \) which is obviously normal.

7. A perturbation theorem.

(7.1) THEOREM. Let \( \{T(t)\} \) be a strongly continuous semigroup of scalar type operators on a weakly complete Banach space \( X \), with the operators \( T(t) \) having their resolutions of the identity \( E_t(\cdot) \) uniformly bounded in norm by \( M > 0 \). Then \( f(T(t)) \to f(T(t_0)) \) strongly, as \( t \to t_0 \), for every bounded Borel function \( f \) such that the closure of its set of discontinuities is an \( E_{t_0}(\cdot) \)-null set.

**Proof.** Let \( x \in X \), and let \( f \) be a function satisfying the condition above. The result to be proven amounts to showing that the function \( t \mapsto f(T(t))x \) is continuous at \( t_0 \). Since this is a function between metric spaces, it suffices to prove that \( f(T(t_n))x \to f(T(t_0))x \) whenever the sequence \( \{t_n\} \) converges to \( t_0 \).

First we prove the result for continuous functions \( f \). By the principle of uniform boundedness, there is a \( K > 0 \) such that \( ||T(t_0)|| \leq K \), and \( ||T(t_n)|| \leq K \),
for all \( n \), and hence all the spectra \( \sigma(T(t_n)) \) and \( \sigma(T(t_0)) \) are contained in the disk \( D = \{ \lambda: |\lambda| \leq K \} \). Let \( K(\cdot) \) be the resolution of the identity for the generator \( C \) of \( \{ T(t) \} \). Then there is a half plane \( \pi = \{ \lambda: \Re \lambda \leq \omega_0 \} \) containing \( D \), such that \( K(\pi) = I \). Let \( g \) be a bounded continuous extension of \( f|D \) to all of the complex plane. \( g(\exp t_n \lambda) \rightarrow g(\exp t_0 \lambda) \) pointwise for \( \lambda \in \pi \). Since \( g \) is bounded, the bounded convergence theorem for vector measures gives

\[
\int g(\exp t_n \lambda) dK(\lambda) x \rightarrow \int g(\exp t_0 \lambda) dK(\lambda) x, \quad x \in X.
\]

Comparison of the resolutions of the identity now shows that

\[
\int g(\exp t_n \lambda) dK(\lambda) = g(T(t_n)) = f(T(t_n)),
\]

for \( n = 0, 1, 2, \ldots \). This proves the theorem for continuous \( f \).

The proof of the theorem in the general case can now be based on the argument of [8, Theorem XVII 4.3].

(7.2) **Corollary.** With the same notation as above, if \( E_{t_0}(\partial x) = 0 \), then \( E_{t_0}(\alpha)x = \lim_{t \rightarrow t_0} E_t(\alpha)x \) for every \( x \in X \).

(7.3) **Corollary.** With the same notation as above, the functions \( t \rightarrow \Re T(t) \), and \( t \rightarrow \Im T(t) \) are strongly continuous.

8. **Semigroups of hermitian operators.** We show that a strongly continuous semigroup of hermitian operators on a Banach space \( X \) has a self-conjugate generator \( A \) (see definitions below). This generalizes the Hille-Sz.-Nagy theorem. We follow Palmer [18] in making the following definitions.

(8.1) **Definition.** An operator \( R \) is said to be self-conjugate if \( iR \) generates a strongly continuous group of isometries.

This definition agrees with the usual definition of selfadjoint operators on a Hilbert space via the well-known theorem of M. H. Stone on unitary groups (see [12, p. 598] or [19]). Also in the case \( R \) is bounded, \( R \) is self-conjugate in the above sense if and only if \( R \) is hermitian (see [6]).

(8.2) **Definition.** An operator \( R \) is said to be symmetric if the set

\[
\{ x^*Rx: x \in D(R), x^* \in X^*, \| x^* \| = \| x \| = x^*(x) = 1 \}
\]

is a subset of the real line.

This definition agrees with the usual one on a Hilbert space.

(8.3) **Theorem.** If \( \{ T(t) \} \) is a strongly continuous semigroup of hermitian operators on \( X \), then the infinitesimal generator \( A \) is self-conjugate. In particular \( A \) is maximal symmetric.
Proof. We start by showing that $A$ is symmetric. Let $x \in D(A)$, $x^* \in X^*$ with $\|x^*\| = \|x\| = x^*(x) = 1$. Then $x^*T(t)x$ is real for every $t \geq 0$, and hence $x^*Ax = \lim_{t \to 0}(x^*T(t)x - 1)/t$ is real, i.e., $A$ is symmetric. Since $A$ is also closed and densely defined, it follows from [18, Lemmas 3.1, 3.2] that $A$ is either self-conjugate or else its residual spectrum contains at least one of the non-real half planes. But $\sigma(A)$ is contained in some left half plane $\{\lambda: \text{Re } \lambda < \omega_0\}$, thus $A$ is self-conjugate. It follows again from [18, Lemma 3.2] that $A$ is maximal symmetric. This ends the proof of the theorem.

If $X$ is weakly complete, then a strongly continuous semigroup of hermitian operators consists of scalar type operators.

(8.4) Theorem. Let \{$T(t)$\} be a strongly continuous semigroup of operators on a weakly complete Banach space $X$. Then \{$T(t)$\} is a hermitian-equivalent family if and only if every $T(t)$ is scalar type with real spectrum.

Proof. The "if" part is established in Corollary 3.3 and is valid in arbitrary Banach spaces. To prove the "only if" part we notice that for any $t > 0$, the operators $T^n(t)$, $n = 0, 1, 2, \cdots$, can be made simultaneously hermitian since $(T(t))^n = T(nt)$. Hence $T(t)$ is scalar type by [3].

Remark. The "only if" is not valid in all Banach spaces as shown by the following example.

(8.5) Example. Let $X = l_\infty$, and for each $t > 0$, let $T(t)$ be the operator represented by the diagonal matrix $\text{diag}(e^t, e^{t/2}, e^{t/3}, \cdots)$. Thus \{$T(t)$\} is a uniformly continuous semigroup with generator $A = \text{diag}(1, 1/2, 1/3, \cdots)$. Each $T(t)$ is hermitian since if $r$ is a real number, then

$$\|I + irT(t)\| = |1 + ire^t| = 1 + o(r) \quad \text{as } r \to 0.$$  

However, no $T(t)$, except $T(0) = I$, is spectral (see [9]).

Remark. Unlike the Hilbert space case, there is a self-conjugate operator $A$ on a reflexive Banach space $X$ that generates a semigroup which does not consist entirely of hermitian operators. Indeed, if $A$ is any bounded hermitian operator which is not scalar type on a reflexive space $X$ (see [14]), then $A$ generates the semigroup \{$e^{tA}: t \geq 0$\}. If $e^{tA}$ is hermitian for every $t \geq 0$, then $e^{tA}$ is scalar type for every $t \geq 0$ by Theorem 8.4, and $A$ is scalar type, a contradiction.

9. Semigroups of unbounded operators. In [7] Devinatz extended the Hille-Sz.-Nagy theorem to semigroups of unbounded selfadjoint operators on a Hilbert space. Here we extend this result to semigroups of unbounded scalar type operators with real spectra on a Banach space. This gives an unbounded version of Theorem 3.1.
(9.1) Theorem. Let \{T(t): t > 0\} be a family of scalar type operators (possibly unbounded) with spectra on the real line. Suppose \{T(t)\} satisfies the following conditions.

(i) \(T(t + s) \subseteq T(t)T(s)\), \(t, s > 0\);

(ii) For every \(x \in \bigcap_{t > 0} \mathcal{D}(T(t))\) and every \(x^* \in X^*\), the function \(t \rightarrow x^*T(t)x\) is continuous.

Then there exists a unique spectral measure \(E(\cdot)\) on the Borel sets of \([0, \infty)\) such that \(T(t) = \int \lambda^t dE(\lambda)\). Moreover, \(\bigcap_{t > 0} \mathcal{D}(T(t))\) is dense in \(X\). There is a projection \(P \in \mathcal{B}(X)\) such that \(T(t)x \rightarrow Px\) (as \(t \rightarrow 0\)), for every \(x \in \bigcap_{t > 0} \mathcal{D}(T(t))\).

Proof. Let \(E(\cdot)\) be the resolution of the identity for \(T(1)\) and \(F(\cdot)\) be that for \(T(1/2)\). It follows that
\[
T(1) \subseteq (T(1/2))^2 = \int_{-\infty}^{\infty} \lambda^2 dF(\lambda).
\]
But \(T(1)\) is scalar type; so we must have equality. This implies that \(\sigma(T(1))\) is nonnegative, and a similar argument shows that \(\sigma(T(t))\) is nonnegative, for every \(t > 0\). Also \(E(\delta) = F(\sqrt{\delta})\), or equivalently \(F(\alpha) = E(\alpha^2)\), where \(\delta\) and \(\alpha\) are any Borel sets included in \([0, \infty)\). Therefore
\[
T(1/2) = \int_0^{\infty} \lambda^{1/2} dE(\lambda),
\]
since the operator defined by the integral is scalar type whose resolution of the identity agrees with that of \(T(1/2)\). Similarly
\[
T(1/n) = \int_0^{\infty} \lambda^{1/n} dE(\lambda).
\]
It follows from property (i) that
\[
T(m/n) \subseteq (T(1/n))^m = \int_0^{\infty} \lambda^{m/n} dE(\lambda).
\]
Again we must have equality.

Let \(S(t) = \int_{-\infty}^t \lambda dE(\lambda)\); then we have proved that \(T(t) = S(t)\) for all rational \(t > 0\).

Let \(e_n = [0, n], X_n = E(e_n)X, X_\infty = \bigcup_{n=1}^{\infty} X_n\). Hence \(X_\infty\) is dense in \(X\), every \(X_n\) is invariant under \(S(t)\), for \(t > 0\), and \(S(t)X_n\) is bounded, for \(t > 0\). To prove the same for \(T(t)\), let \(t > 0\) and choose a rational number \(s > t\), and \(x \in X_n\). Hence
\[
x \in \mathcal{D}(S(s)) = \mathcal{D}(T(s)) \subseteq \mathcal{D}(T(s - t)T(t)) \subseteq \mathcal{D}(T(t)).
\]
Moreover if \(x^* \in X^*\) belongs to the annihilator of \(X_n\), i.e., \(x^*(X_n) = 0\), then
\[ x^*T(t)x = \lim_{s_n \to t} x^*T(s_n)x: s_n \text{ rational}, \quad s_n \to t \]
\[ = \lim_{s_n \to t} x^*S(s_n)x: s_n \text{ rational}, \quad s_n \to t = 0. \]

By the Hahn-Banach theorem, \( T(t)x \in X_n \), i.e., \( X_n \) is invariant under \( T(t) \). Moreover \( T(t)|X_n \) is closed, everywhere defined, and hence is bounded by the closed graph theorem. To show that \( T(t)|X_n = S(t)|X_n \), let \( x \in X_n \), hence \( x \in X_n \) for some positive integer \( n \), and let \( \{t_k\} \) be a sequence of rational numbers with \( t_k \to t \). Therefore
\[ x^*T(t)x = \lim_{k \to \infty} x^*T(t_k)x \]
\[ = \lim_{k \to \infty} x^*S(t_k)x = x^*S(t)x, \quad x^* \in X^*. \]

Therefore \( T(t)x = S(t)x \). To prove that \( T(t) = S(t) \), first suppose that \( x \in \mathcal{D}(S(t)) \), then \( E(e_n)x \to x \), and
\[ T(t)E(e_n)x = S(t)E(e_n)x = \int_0^n \lambda^t dE(\lambda)x \]
\[ \to \int_0^\infty \lambda^t dE(\lambda)x = S(t)x. \]

Since \( T(t) \) is closed, it follows that \( x \in \mathcal{D}(T(t)) \), and \( T(t)x = S(t)x \); thus \( T(t) \supseteq S(t) \). But since both \( T(t) \) and \( S(t) \) are scalar type operators, we must have \( T(t) = S(t) \).

The uniqueness of \( E(\cdot) \) follows from the fact that if \( T(t) = \int_0^\infty \lambda^t dG(\lambda) \), then \( G(\cdot) \) is necessarily the resolution of the identity for \( T(1) \).

\( \bigcap_{t>0} \mathcal{D}(T(t)) \) is dense in \( X \) since it obviously contains \( X_\infty \).

Let \( P = E((0,\infty)) = I - E(0) \). If \( x \in \bigcap \mathcal{D}(T(t)) \), \( \{t_n\} \) is a sequence of positive numbers converging to \( 0 \), and \( k \) denotes the characteristic function of \( (0,\infty) \), then
\[ T(t_n)x = \int \lambda^t dE(\lambda)x \to \int k(\lambda)dE(\lambda)x = Px. \]

Therefore \( \lim_{t \to 0} T(t)x = Px \).

10. Circled representations of locally compact abelian groups. In what follows we extend the Godement-Naimark theorem about unitary representations of LCA (i.e., locally compact abelian) groups (see [13]). Here we assume that the resolutions of the identity of all the operators generate a bounded Boolean algebra of projections. It is conceivable that the theorem is true under weaker assumptions, e.g., that the resolutions of the identity are only uniformly bounded.

(10.1) THEOREM. Let \( G \) be an LCA group and \( s \mapsto U(s) \) be a representation of \( G \) in \( \mathcal{B}(X) \), where \( X \) is weakly complete, and each \( U(s) \) is a
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circled scalar type operator with resolution of the identity $E_s(\cdot)$. Assume that
the projections $E_s(\delta)$, for $s \in G$, $\delta$ Borel set, generate a bounded Boolean algebra
of projections $E$. Then there exists a unique countably additive spectral measure $F(\cdot)$ defined on the Borel sets of $\hat{G}$, the dual group of $G$, such that

$$U(s) = \int_{\hat{G}} (s, \gamma) dF(\gamma), \quad s \in G.$$  

Proof. A proof could be given by modifying the proof of the Godement-Naimark theorem (see [13]), i.e., by basing the demonstration on an induced representation of the Banach algebra $L^1(G)$. Instead we shall show how the problem can be reduced to the Hilbert space case.

Let $A$ and $W$ be the uniformly closed and weakly closed algebras of operators generated by $E$ respectively. Assume $X$ is renormed (by an equivalent norm) so that all the operators in $E$ are hermitian. Then $A$ becomes a commutative $V^*$-algebra, and hence, by [18, Corollary 2.9], $W$ is a $V^*$-algebra. It follows (see [5]) that there is a $*$-isomorphism $\phi$ of $W$ onto a von Neumann algebra of operators on a Hilbert space $H$, with $\phi$ bicontinuous on bounded sets if both $B(X)$ and $B(H)$ are given the strong operator topology or the weak operator topology. Therefore $s \mapsto \phi(U(s))$ is a unitary representation of $G$, and by the Godement-Naimark theorem there is a countably additive spectral measure $K(\cdot)$ defined on the Borel sets of $\hat{G}$ and taking values in the hermitian projections of $\phi(W)$ such that

$$\phi(U(s)) = \int_{\hat{G}} (s, \gamma) dK(\gamma), \quad s \in G.$$  

Let $F(\cdot) = \phi^{-1}(K(\cdot))$, then $F(\cdot)$ is a countably additive spectral measure defined on the Borel sets of $G$ since $\phi^{-1}$ is strongly continuous on bounded sets. Therefore

$$U(s) = \int_{\hat{G}} (s, \gamma) dF(\gamma), \quad s \in G.$$  

The uniqueness of $F(\cdot)$ follows from the fact that the Fourier-Stieltjes transform of a (scalar-valued) measure determines the measure uniquely. Precisely if $x \in X$, $x^* \in X^*$, and $F_1(\cdot)$ is any spectral measure satisfying the desired conditions, then

$$\int (s, \gamma) d(x^*F_1(\gamma)x) = x^*U(s)x = \int (s, \gamma) d(x^*F(\gamma)x),$$  

for all $s \in G$. Hence $x^*F_1(\delta)x = x^*F(\delta)x$, for every Borel set $\delta \subseteq \hat{G}$ and every $x \in X$, $x^* \in X^*$. Therefore $F_1(\cdot) = F(\cdot)$.

For the next result we need the following lemma which is probably well known but no proof of which seems to exist in the literature. It is the converse of a standard result.
(10.2) Lemma. Let $K$ be a subset of an LCA group $G$, and let $(x, \gamma \alpha) \rightarrow 1$ uniformly on $K$ for every net $(\gamma \alpha)$ which converges to 0 in $\hat{G}$. Then $\overline{K}$ is compact.

Proof. Given $\epsilon > 0$, there exists a neighborhood $V$ of 0 in $\hat{G}$ such that $|(x, \gamma) - 1| < \epsilon$, for all $x \in K$, $\gamma \in V$. We can assume that $V$ has a finite Haar measure, for otherwise we can replace $V$ by its intersection with a neighborhood of 0 of finite measure. Let $f = k_V$, the characteristic function of $V$. Then $f \in L^1(\hat{G})$, and

$$|f(x) - \mu(V)| = \left| \int_{\hat{G}} (\overline{x}, \gamma) f(\gamma) d\gamma - \int_{\hat{G}} f(\gamma) d\gamma \right|$$

$$\leq \int_V |(\overline{x}, \gamma) - 1| d\gamma \leq \epsilon \mu(V), \quad x \in K,$$

where $\mu$ is the Haar measure on $\hat{G}$. Hence $|f(x)| \geq (1 - \epsilon)\mu(V)$, for all $x \in K$. But $\mu(V) > 0$ and $f$ vanishes at infinity; therefore $\overline{K}$ is compact.

(10.3) Corollary. With the same notation as in (10.1), the representation $s \rightarrow U(s)$ is uniformly continuous if and only if $F(\cdot)$ is supported by a compact subset of $\hat{G}$.

Proof. Let $K = \text{supp} F(\cdot)$. If $K$ is compact, then $(s, \gamma) \rightarrow (s_0, \gamma)$ uniformly on $K$ as $s \rightarrow s_0$. It follows that

$$\int (\overline{s}, \gamma) dF(\gamma) \rightarrow \int (\overline{s_0}, \gamma) dF(\gamma)$$

uniformly as $s \rightarrow s_0$. Conversely if the representation is uniformly continuous, then for every $\epsilon > 0$, there exists a neighborhood $V$ of 0 in $G$ such that $\|U(s) - I\| < \epsilon$, for all $s \in V$. But

$$U(s) - I = \int [(\overline{s}, \gamma) - 1] dF(\gamma),$$

hence

$$\sup_{\gamma \in K} |(s, \gamma) - 1| = \|U(s) - I\|_{sp} \leq \|U(s) - I\| < \epsilon, \quad s \in V,$$

where $\| \cdot \|_{sp}$ denotes the spectral radius. Therefore $(s, \gamma)$ is continuous in $s$, uniformly for $\gamma \in K$, and so $K = \overline{K}$ is compact.

11. Operational calculus. An operational calculus for infinitesimal generators $A$ of strongly continuous semigroups was developed by Hille and Phillips (see [12, Chapter XV]). This was defined for a certain class of functions $f$ such that $f(A)$ is always bounded. Balakrishnan [2] extends the calculus to a bigger class of functions and allows $f(A)$ to be unbounded. This calculus also gives a
definition for certain fractional powers of $A$ which were developed independently by Yosida and others (see [21]). These two definitions of fractional powers are equivalent.

On the other hand, there is a natural operational calculus for (not necessarily bounded) scalar type operators developed by Bade (see [8, Chapter XVIII]). If $A = \int \lambda dE(\lambda)$, then $f(A)$ is defined by $f(A) = \int f(\lambda) dE(\lambda)$, for any Borel measurable function $f$.

It is the purpose of this section to show that the two calculi coincide for scalar type operators $A$ whose spectrum is included in a left half plane or, equivalently, generate a strongly continuous semigroup.

First we give a very brief description of the Hille-Phillips-Balakrishnan calculus. Let $\{T(t)\}$ be a strongly continuous semigroup of type $\omega_0$ with infinitesimal generator $A$. It is desired that $f_t(A)$ should be $T(t)$, for $f_t(\lambda) = e^{t\lambda}$. Accordingly, if $\phi$ is the Laplace-Stieltjes transform $\hat{\mu}$ of a measure $\mu$, i.e., if $\phi(\lambda) = \hat{\mu}(\lambda) = \int e^{\lambda t} d\mu(t)$, then $\phi(A)$ is defined by

$$\phi(A) = \int_0^\infty T(t) d\mu(t).$$

This definition makes sense for the class $S$ of countably additive measures on the Borel sets of $[0, \infty)$ for which

$$\|\mu\| = \int_0^\infty \|T(t)\| d|\mu|(t) < \infty.$$  

With $\|\cdot\|$ as a norm, and convolution as multiplication, $S$ becomes a Banach algebra. Hille and Phillips extended this calculus to a class of functions, larger than $\{\hat{\mu}: \mu \in S\}$, but we will not discuss this extension here.

To explain Balakrishnan's calculus, let $L$ be the closed ideal of $S$ consisting of measures which are absolutely continuous with respect to Lebesgue measure. We shall not distinguish between measures in $L$ and their Radon-Nikodym derivatives (with respect to Lebesgue measure), as this does not lead to confusion. If $\phi$ is a Borel function, let $C_\phi$ be the operator defined by

$$C_\phi f = g, \text{ where } \phi f = \hat{g}.$$  

Let $M$ be the set of all Borel functions $\phi$ for which $\mathcal{D}(C_\phi)$ is dense in $L$.

For every $\phi \in M$, the operator $\phi(A)$ is defined as follows. First define $T(\phi; A)$ by the equations

$$\mathcal{D}(T(\phi; A)) = \{ \hat{f}(A)x: f \in \mathcal{D}(C_\phi), x \in X \},$$

$$T(\phi; A)\hat{f}(A)x = \hat{g}(A)x \text{ if } \phi f = \hat{g}, x \in X.$$
$T(\phi; A)$ can be shown to be well defined. $\phi(A)$ is, then, defined to be the smallest closed extension of $T(\phi; A)$. It follows that $\phi(A)$ is a closed operator, and is bounded if and only if $\phi = \hat{\mu}$ for some $\mu \in S$, and if this is the case, the definition of $\phi(A)$ agrees with the Hille-Phillips definition. So the Balakrishnan calculus extends that of Hille-Phillips. The algebra $M$ contains all polynomials and certain fractional powers.

If $A$ is a scalar type operator with $\sigma(A)$ contained in a left half plane, and resolution of the identity $E(\cdot)$, then $A$ generates a strongly continuous semigroup $\{T(t)\}$, and the Balakrishnan calculus gives a definition for $\phi(A)$, for $\phi \in M$. Moreover, the Bade calculus defines $\phi(A)$ to be $\int \phi(\lambda) \ dE(\lambda)$.

**Theorem.** Let $A$ be a scalar type operator with $\sigma(A)$ contained in a left half plane $\{X: \text{Re } X < \omega_0\}$, and resolution of the identity $E(\cdot)$. Then the Balakrishnan and the Bade operational calculi agree on $M$.

**Proof.** $\phi(A)$ will always denote the operator given by the Balakrishnan calculus. First we consider the case $\phi = \hat{\mu}$, with $\mu \in S$. Then

$$x^* \phi(A)x = \int_0^\infty x^* T(t)x \ d\mu(t)$$

$$= \int_0^\infty \int_{\sigma(A)} e^{t \lambda} d(x^* E(\lambda)x) \ d\mu(t), \quad x \in X, \ x^* \in X^*.$$}

Fubini's theorem can be applied to interchange the order of integration since $e^{t \lambda}$ is integrable with respect to the measure $|x^* E(\cdot)x| \times |\mu|$. We have then

$$x^* \phi(A)x = \int_{\sigma(A)} \phi(\lambda) d(x^* E(\lambda)x),$$

and

$$\phi(A) = \int_{\sigma(A)} \phi(\lambda) dE(\lambda).$$

Now let $\phi \in M$, and set $B = \int \phi(\lambda) \ dE(\lambda)$. Let $z \in \mathcal{D}(T(\phi; A))$. There exist $x \in X$, and $f$ and $g \in L$ such that $z = f(\lambda)x$, and $\phi f = \hat{g}$.

$$T(\phi; A)z = \hat{g}(A)x = \int \hat{g}(\lambda) dE(\lambda)x$$

$$= \int \phi(\lambda) \hat{f}(\lambda) dE(\lambda)x.$$}

Therefore $Bz$ exists and $Bz = T(\phi; A)y$ (see [8, XVIII 2.11]), i.e., $T(\phi; A) \subseteq B$, and hence $\phi(A) \subseteq B$.

We will show that $\mathcal{D}(T(\phi; A))$ contains $E(\delta)X$, for every compact set $\delta$. For every point $\lambda_0$ with $\text{Re } \lambda_0 < \omega_0$ we can find $f_0 \in \mathcal{D}(C_{\phi_0})$ with $\hat{f}_0(\lambda_0) \neq 0$, for otherwise $\hat{f}(\lambda_0) = 0$ for all $f \in \mathcal{D}(C_{\phi_0})$ which is dense in $L$, and hence
\( \hat{f}(\lambda_0) = 0 \) for all \( f \in L \). Let \( g \in L_1[0, \infty) \), and set \( f(t) = e^{-t\omega_0}g(t) \), then \( f \in L \), due to the fact that \( e^{-t\omega_0}\|T(t)\| \) is a bounded function of \( t \). Therefore \( \hat{g}(\lambda - \omega_0) = \hat{f}(\lambda_0) = 0 \), for all \( g \in L_1[0, \infty) \), which is impossible. Thus, for every \( \lambda_0 \) with \( \text{Re} \lambda_0 \leq \omega_0 \), there is an \( f_0 \in L \) with \( \hat{f}_0(\lambda_0) \neq 0 \), and hence \( \hat{f}_0 \) never vanishes on a suitable disk \( \delta_0 = \{ \lambda : |\lambda - \lambda_0| \leq \epsilon_0 \} \). Choose \( h_0 \in L \) such that \( \|h_0 - f_0\| \) is small enough so that \( \hat{h}_0 \) never vanishes on \( \delta_0 \) and \( h_0 \in \mathcal{D}(C_\phi) \); this is possible since \( \mathcal{D}(C_\phi) \) is dense in \( L \). If \( x \in E(\delta_0)X \), then \( x = \hat{h}_0(\lambda)\gamma \), where \( \gamma = \int_{\delta_0} (\hat{h}_0(\lambda))^{-1} dE(\lambda)x \), i.e., \( E(\delta_0)X \subseteq \mathcal{D}(T(\phi; A)) \). If \( \delta \) is any compact set, it can be covered by a finite number of disks with the property above; hence

\[ E(\delta)X \subseteq \mathcal{D}(T(\phi; A)) \subseteq \mathcal{D}(\phi(A)). \]

To prove that \( B = \phi(A) \), let \( x \in \mathcal{D}(B) \), and put \( x_n = E(e_n)x \), where \( e_n = \{ \lambda : |\lambda| \leq n \} \). Then \( x_n \in \mathcal{D}(T(\phi; A)) \), \( x_n \rightarrow x \), and \( \phi(A)x_n = Bx_n \rightarrow Bx \). Therefore \( x \in \mathcal{D}(\phi(A)) \) and \( \phi(A)x = Bx \), i.e., \( B \subseteq \phi(A) \). Hence \( B = \phi(A) \).

This ends the proof of the theorem.

Fractional powers of an operator \((-A^\alpha)\) such that \( A \) generates a strongly continuous uniformly bounded semigroup were defined and developed by Phillips, Balakrishnan, and Yosida (see [21, IX 11]). If \( 0 < \alpha < 1 \), then \((-A^\alpha)\) is defined to be the negative of the generator of the semigroup \( \{ T(t, \alpha) : t \geq 0 \} \) given by

\[ \hat{T}(t, \alpha)x = \int_0^\infty f_{t, \alpha}(s)T(s)x \, ds, \quad \text{for } t > 0, \]

\[ \hat{T}(0, \alpha) = I, \]

where

\[ f_{t, \alpha}(\lambda) = \begin{cases} \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \exp(z\lambda - tz^\alpha)dz & \text{for } \lambda \geq 0, \\ 0 & \text{for } \lambda < 0, \end{cases} \]

\( \sigma \) being any positive number, and the branch of \( z^\alpha \) being the principal branch, i.e., \( \text{Re}(z^\alpha) > 0 \) for \( \text{Re}(z) > 0 \).

Let \( A \) be a scalar type operator with resolution of the identity \( E(\cdot) \), and spectrum contained in the half plane \( \{ \lambda : \text{Re} \lambda \leq 0 \} \). Then \( A \) generates a strongly continuous uniformly bounded semigroup \( \{ T(t) \} \), and the calculus described above gives a definition for \((-A^\alpha)\).

(11.2) Theorem. With the same notation as above,

\[ (-A)^\alpha = \int_{\sigma(A)} (-\lambda)^\alpha dE(\lambda). \]
Proof. $T(t) = \int_{\sigma(A)} e^{t\lambda} dE(\lambda)$, and hence

$$x^*T(t, \alpha)x = \int_0^\infty \int_{\sigma(A)} f_{t,\alpha}(s)e^{s\lambda}d(x^*E(\lambda)x) \, ds, \quad x \in X, \ x^* \in X^*.$$ 

But $|f_{t,\alpha}(s)e^{s\lambda}| \leq f_{t,\alpha}(s)$ for all $s \in [0, \infty)$ and $\lambda \in \sigma(A)$, since $f_{t,\alpha}$ is non-negative. Moreover $\int_0^\infty f_{t,\alpha}(s)ds = 1$ (see [21, p. 262]), hence $f_{t,\alpha}(s)e^{s\lambda}$ is integrable with respect to $d|x^*E(\lambda)x|ds$. So, Fubini's theorem can be used to get

$$x^*\hat{T}(t, \alpha)x = \int_{\sigma(A)} \int_0^\infty e^{s\lambda}f_{t,\alpha}(s)dsd(x^*E(\lambda)x).$$

Direct computation yields $\int_0^\infty e^{s\lambda}f_{t,\alpha}(s)ds = \exp\{-t(-\lambda)^\alpha\}$. Therefore

$$\hat{T}(t, \alpha) = \int_{\sigma(A)} \exp\{-t(-\lambda)^\alpha\} \, dE(\lambda).$$

The generator $\hat{A}_\alpha$ of the semigroup $\{\hat{T}(t, \alpha): t \geq 0\}$ is consequently given by $\hat{A}_\alpha = f_{\sigma(A)} - (-\lambda)^\alpha dE(\lambda)$, and hence $(-A)^\alpha = -\hat{A}_\alpha = f_{\sigma(A)}(-\lambda)^\alpha dE(\lambda)$.
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