ABSTRACT. The object of this paper is to give asymptotic estimates for some number theoretic sums over Gaussian integers. As a consequence of general estimates, asymptotic estimates with explicit error terms for the number of Gaussian integers with only "large" prime factors and for the number of Gaussian integers with only "small" prime factors are given.

1. Introduction. Let \( G \) represent the set of Gaussian integers and let \( P \) represent the set of Gaussian primes. Let \( P_1 \) denote the primes of \( P \) that are in the interior of the first quadrant of the complex plane and let \( P_2 \) denote those primes of \( P \) on the positive real axis. If \( x > 1 \) is a real number, let \( C(x) \) denote the disc of radius \( x \) (including the boundary) with center at the origin. Let \( D(x) = G \cap C(x) \), \( D_1(x) = P_1 \cap C(x) \), and \( D_2(x) = P_2 \cap C(x) \). Let \( k \) be a fixed natural number and fix \( B_0 < B_1 < \cdots < B_{k-1} < B_k = +\infty \). A Gaussian integer \( \alpha \in M_n \), \( n = 1, \ldots, k \), if either \( \alpha = 1 \) or if all the Gaussian prime factors of \( \alpha \) belong to

\[
(D_1(x_{B_1}) \cup D_2(x_{B_1})) \cap (D_1(x_{B_1-1}) \cup D_2(x_{B_1-1}))^\sim
\]

where \( \sim \) is the complement operation with respect to the complex plane. Thus every \( \alpha \in G \) can be uniquely expressed in the form

\[
\alpha = \mu \cdot \alpha_1 \cdots \alpha_k
\]

where \( \alpha_n \in M_n \), \( n = 1, \ldots, k \) and \( \mu \) is a unit in \( G \).

Let \( f_n, n = 1, \ldots, k \), denote completely multiplicative number theoretic functions. Then we define for a real number \( t > 0 \)

\[
m_f(x^t) = \sum_{\alpha \in D(x^t)} f(N\alpha) = \sum_{\alpha \in D(x^t) : \alpha = \mu \cdot \alpha_1 \cdots \alpha_k} f_1(N\alpha_1) \cdots f_k(N\alpha_k)
\]

where \( \mu \) is a unit, \( \alpha_n \in M_n \), and \( N\alpha = \alpha \cdot \overline{\alpha} = a^2 + b^2 \) if \( \alpha = a + bi \) (the norm of \( \alpha \)).

For example, if we define the function \( e \) on the natural numbers by \( e(n) = \)
1 if \( n = 1 \) and \( e(n) = 0 \) for \( n > 1 \), then with \( k = 2, B_1 = 1, f_1(N\alpha) = e(N\alpha), \) and \( f_2(N\alpha) = 1 \), we have
\[
(1.3) \quad m_f(x^t) = \Phi_G(x^t, x)
\]
where \( \Phi_G(x^t, x) \) denotes the number of Gaussian integers in \( C(x^t) \) with no Gaussian prime divisors in \( C(x) \).

Similarly, if \( k = 2, B_1 = 1, f_1(N\alpha) = 1, \) and \( f_2(N\alpha) = e(N\alpha) \), then
\[
(1.4) \quad m_f(x^t) = \Psi_G(x^t, x)
\]
where \( \Psi_G(x^t, x) \) denotes the number of Gaussian integers in \( C(x^t) \) with no Gaussian prime divisors outside \( C(x) \).

As a consequence of some very general asymptotic estimates for (1.2), we prove asymptotic estimates for (1.3) and (1.4) that are uniform in \( x \) and \( t \) and exhibit an explicit error term. In particular, if \( Z(t) \) is a function satisfying the differential-difference equation
\[
(1.5) \quad tZ'(t) = aZ(t - 1)
\]
with \( a \) a real number and initial condition \( Z(t) = 1 \) for \( 0 \leq t \leq 1 \) (\( Z(t) = 0 \) for \( t < 0 \) and \( Z(t) \) is continuous at \( t = 1 \)), then, as a special case of Theorem 2,
\[
(1.6) \quad \Phi_G(x^t, x) = 2\int_2^{2x^t} uZ(u/2) \, du + O\left(x^{2t} t C_1 \frac{H(x^2)}{\log x}\right)
\]
uniformly in \( x \) and \( t \), where \( Z(t) \) satisfies (1.5) with \( a = 1, C_1 \) is an absolute constant, and \( H(x) \) is defined by (3.8). We should note that the constants implied by the use of the \( O \)-notation are absolute unless otherwise indicated.

As a special case of Theorem 5, if \( 1 \leq t \leq (\log x)^{3/5 - \delta} \) where \( \delta \) is a positive real number, then
\[
(1.7) \quad \Psi_G(x^t, x) = \pi x^{2t}\left\{Z(t) + O\left(t^{C_4} x^{2t} (\log x) C_3 + \frac{Z'(t - \epsilon)}{\log x}\right)\right\}
\]
uniformly in \( x \) and \( t \) for \( t \) outside the interval \((1, 1 + \epsilon)\), where \( \epsilon \) is an arbitrary positive real number, \( Z(t) \) satisfies (1.5) with \( a = -1, C_3 \) and \( C_4 \) are absolute constants, and \( H(x) \) is defined by (3.8). We note that \( Z(t) \) in (1.7) is the well-known Dickman function.

Using (1.7) and the estimate by van der Corput in Landau [2] for the number of Gaussian integers in \( C(x^t) \),
\[
(1.8) \quad \sum_{\alpha \in D(x^t)} 1 = \pi x^{2t} + o(x^{bt})
\]
for \( b < 2/3 \), we can give an estimate for the number of Gaussian integers in \( C(x^t) \).
with a prime divisor outside \( C(x) \) as

\[
\pi x^2 \left\{ 1 - Z(t) + O \left( t^{-C + 2} \log x \right) \right\}
\]

for \( 1 \leq t \leq (\log x)^{3\delta - 5} \), \( \delta > 0 \), which is proved by J. H. Jordan [1], but without the explicit error term.

2. Preliminary results. To estimate sums of the form (1.2), we follow the manner of B. V. Levin and A. S. Fainleib [3] and define for each function \( f_n \), the function \( \lambda_{f_n} \), by the following relation

\[
f_n(N) \log N = \sum_{\beta | \alpha} f_n(N\beta) \lambda_{f_n} \left( \frac{N\alpha}{\beta} \right)
\]

where the ' indicates that the sum is over only those Gaussian divisors of \( \alpha \) that lie either in the interior of the first quadrant or on the positive real axis of the complex plane.

If \( f \) is a convolution of functions \( f_1 \) and \( f_2 \), then \( \lambda_f \) can be very simply expressed in terms of \( \lambda_{f_1} \) and \( \lambda_{f_2} \).

**Lemma 1.** Let

\[
f(N) = \sum_{\beta | \alpha} f_1(N\beta)f_2 \left( \frac{N\alpha}{\beta} \right).
\]

Then

\[
\lambda_f(N) = \lambda_{f_1}(N\alpha) + \lambda_{f_2}(N\alpha).
\]

**Proof.** Given \( f \), \( \lambda_f \) is uniquely determined by (2.1). In particular,

\[
4\lambda_f(N) = \sum_{\beta | \alpha} f(N\beta) \tilde{f} \left( \frac{N\alpha}{\beta} \right) \log N\beta
\]

where \( \tilde{f} \) is defined by the relation

\[
\sum_{\beta | \alpha} f(N\beta) \tilde{f} \left( \frac{N\alpha}{\beta} \right) = e(N\alpha).
\]

Now

\[
\sum_{\beta | \alpha} f(N\beta) \left( \lambda_{f_1} \left( \frac{N\alpha}{\beta} \right) + \lambda_{f_2} \left( \frac{N\alpha}{\beta} \right) \right)
\]

\[
= \sum_{\beta | \alpha} \lambda_{f_1} \left( \frac{N\alpha}{\beta} \right) \sum_{\gamma | \beta} f_1(N\gamma)f_2(\gamma) + \sum_{\beta | \alpha} \lambda_{f_2} \left( \frac{N\alpha}{\beta} \right) \sum_{\gamma | \beta} f_1(\gamma)f_2(N\gamma)
\]

\[
= \sum_{\gamma | \alpha} f_2(\gamma) \sum_{\beta | \gamma} f_1(N\beta)\lambda_{f_1} \left( \frac{N\alpha}{\beta\gamma} \right) + \sum_{\gamma | \alpha} f_1(\gamma) \sum_{\beta | \gamma} f_2(N\beta)\lambda_{f_2} \left( \frac{N\alpha}{\beta\gamma} \right)
\]

\[
= \log N\alpha \sum_{\gamma | \alpha} f_1(\gamma)f_2 \left( \frac{N\alpha}{\gamma} \right) = \log N\alpha f(N\alpha).
\]
Since $\lambda_f$ is uniquely determined, $\lambda_f(N\alpha) = \lambda_{f_1}(N\alpha) + \lambda_{f_2}(N\alpha)$ to prove Lemma 1.

Next we give a characterization of $\lambda_f$.

**Lemma 2.** If $f$ is a completely multiplicative function, then

$$
\lambda_f(N\alpha) = \begin{cases} 
\log N\alpha f(N\alpha) & \text{if } \alpha = \rho^r, \rho \in P, \\
0 & \text{if } \alpha \neq \rho^r.
\end{cases}
$$

**Proof.** It is sufficient to show that $\lambda_f$ defined by (2.4) satisfies (2.1). Now

$$
\sum_{\beta|\alpha}^\prime f\left(\frac{\alpha}{\beta}\right) \lambda_f(N\beta) = \sum_{\rho^m|\alpha}^\prime \sum_{i=1}^m f\left(\frac{\alpha}{\rho^i}\right) \lambda_f(N\rho^i)
$$

$$
= \sum_{\rho^m|\alpha}^\prime \sum_{i=1}^m f\left(\frac{\alpha}{\rho^i}\right) \log N\rho f(N\rho^i)
$$

$$
= f(N\alpha) \sum_{\rho^m|\alpha}^\prime m \log N\rho = f(N\alpha) \log N\alpha.
$$

Again, since $\lambda_f$ is uniquely determined, we have proved the lemma.

We shall study the behavior of $m_f(x)$ for a class of functions $f$ determined by the conditional existence of the following two functions

$$
L_f(x, y) = 4 \sum_{\rho^r \in D(x); \rho \in D(y)} \lambda_f(N\rho^r) = 4 \sum_{\rho^r \in D(x); \rho \in D(y)} \log N\rho f(N\rho^r)
$$

(we note that $\rho^r \in D(x)$ implies $\rho \in D(x)$ and write $L_f(x, x) = L_f(x)$) and

$$
\prod_f(x) = \prod_{\rho \in D(x)} \left( 1 + \sum_{r=1}^\infty |f(N\rho^r)| \right).
$$

Another class of functions $f$ will be determined by conditions on

$$
L'_f(x, y) = 4 \sum_{\rho^r \in D(x); \rho \in D(y)} \lambda_f(N\rho^r) N\rho^{-r}
$$

(2.7)

$$
= 4 \sum_{\rho^r \in D(x); \rho \in D(y)} \log N\rho f(N\rho^r) N\rho^{-r}
$$

and

$$
\prod'_f(x) = \prod_{\rho \in D(x)} \left( 1 + \sum_{r=1}^\infty |f(N\rho^r)| N\rho^{-r} \right).
$$

We now give the following fundamental requirements imposed on the functions $f_n, n = 1, \ldots, k$:

$$
L_{n, 1}(x, y) = \tau_n \log \min(x, y) + D_n + h_n(x^2, y^2)
$$

(2.9)
where \( \tau_n \) is a complex number, \( D_n \) is an absolute constant, and \( h_n(x, y) = O(H(x) + H(y)) \), \( H(x) \) is a nonincreasing, nonnegative function; and

\[
(2.10) \quad \prod f_n(x) = O(\log^A n x)
\]

where \( A_n \) is an absolute constant.

We shall now prove the following lemma concerning (2.10) that will be needed later.

**Lemma 3.** Let \( f(N\alpha) = \sum_{\beta | \alpha} f_1(N\beta) f_2(N\alpha/\beta) \) where

\[
\prod f_1(x) = O(\log^{A_1} x) \quad \text{and} \quad \prod f_2(x) = O(\log^{A_2} x),
\]

then

\[
(2.11) \quad \prod f(x) = O(\log^{A_1 + A_2} x).
\]

**Proof.** Let \( \rho \in P_1 \cup P_2 \), then

\[
1 + \sum_{r=1}^{\infty} |f(N\rho^r)| \leq \sum_{r=0}^{\infty} \sum_{l=1}^{r} |f_1(N\rho^r)| \cdot |f_2(N\rho^{r-1})|
\]

\[
\leq \left( 1 + \sum_{r=1}^{\infty} |f_1(N\rho^r)| \right) \left( 1 + \sum_{r=1}^{\infty} |f_2(N\rho^r)| \right),
\]

so we conclude (2.11).

We are now ready to state and prove the basic result necessary to estimate \( m_f(x^t) \).

**Fundamental Lemma—Lemma 4.** Suppose the completely multiplicative functions \( f_n, n = 1, \ldots, k \), satisfy (2.9). Then \( m_f(x^t) \) as defined by (1.2) satisfies the equation

\[
2tm_f(x^t) - 2\int_0^t m_f(x^u) \, du
\]

\[
= \frac{1}{4} \sum_{n=1}^{k} \tau_n \int_{t-Bn}^{t-Bn-1} m_f(x^u) \, du
\]

\[
+ \frac{D_1}{4 \log x} m_f(x^t) + \frac{1}{4 \log x} \sum_{\alpha \in D(x^t)} f(N\alpha) h_1 \left( \frac{x^2 t}{N\alpha}, x^{2B_1} \right)
\]

\[
+ \frac{1}{4 \log x} \sum_{n=2}^{k} \sum_{\alpha \in D(x^t-Bn-1)} f(N\alpha) \left\{ h_n \left( \frac{x^2 t}{N\alpha}, x^{2B_n} \right) - h_n \left( \frac{x^2 t}{N\alpha}, x^{2B_{n-1}} \right) \right\}.
\]
Proof. Let

\[ \tilde{f}_n(\alpha) = \begin{cases} f_n(N\alpha) & \text{if } \alpha \in M_n, \\ 0 & \text{if } \alpha \notin M_n, \end{cases} \]

then

\[ f(\alpha) = \sum_{\alpha_1, \ldots, \alpha_k} \tilde{f}_1(\alpha_1) \cdots \tilde{f}_k(\alpha_k). \]

Therefore, using Lemma 1 and (2.9), we see that

\[ L_f(x^t) = 4 \sum_{\rho' \in D(x^t)} \lambda_f(N\rho') \]

\[ = 4 \sum_{n=1}^{k} \sum_{\rho' \in D(x^t)} \lambda_f(N\rho') = 4 \sum_{n=1}^{k} \sum_{\rho' \in D(x^t) ; \rho \in M_n} \lambda_f(N\rho') \]

\[ = \sum_{n=1}^{k} \tau_n \log \left( \frac{\min(x^t, x^{B_n})}{\min(x^t, x^{B_{n-1}})} \right) + D_1 + h_1(x^{2t}, x^{2B_1}) \]

\[ + \sum_{n=2}^{k} \{ h_n(x^{2t}, x^{2B_n}) - h_n(x^{2t}, x^{2B_{n-1}}) \}. \]

Now using Theorem 1.4 of Prachar [4, p. 371], we have

\[ \sum_{\alpha \in D(x^t)} f(\alpha) \log N\alpha = \sum_{N\alpha \leq x^{2t}} f(\alpha) \log N\alpha \]

\[ = m_f(x^t) \log x^{2t} - \int_1^{x^{2t}} m_f(\sqrt{v}) \frac{dv}{v} \]

\[ = m_f(x^t) \log x^{2t} - 2 \log x \int_0^{x^t} m_f(x^u) \, du. \]

Thus, using the definition of \( \lambda_f \),

\[ m_f(x^t) \log x^{2t} - 2 \log x \int_0^{x^t} m_f(x^u) \, du \]

\[ = \sum_{\alpha \in D(x^t)} \sum_{\beta \mid \alpha} f(N\beta) \lambda_f(N\alpha/\beta) \]

\[ = \frac{1}{4} \sum_{\alpha \in D(x^t)} \sum_{\beta \mid \alpha} f(N\beta) \frac{h_{N\alpha/\beta}}{\sqrt{\beta}} = \frac{1}{4} \sum_{\beta \in D(x^t)} f(N\beta) L_f \left( \frac{x^t}{\sqrt{\beta}} \right) \]
Thus changing the first sum on the right-hand side to an integral and changing the variable, we derive (2.12).

We shall need two other lemmas in §3 that are proved in Levin and Fainleib [3].

**Lemma 5** [3, Lemma 1.2.1]. Let \( R(t, x) \) be a complex-valued function of real variables \( t \) and \( x \) integrable with respect to \( t \); let \( a \) and \( b, \ldots, b_m \) be complex numbers, \( C_1 > 0 \), and \( 0 \leq B_0 < B_1 < \cdots < B_m < +\infty \). Suppose further that \( R(t, x) = 0 \) for \( t < 0 \) and that

\[
rt \log C_1 \sum_{n=1}^{k} \tau_n \log \left( \frac{\min(x^t, \sqrt{N\alpha}, x^B_n)}{\min(x^t, \sqrt{N\alpha}, x^{B_n-1})} \right)
\]

\[
+ D_1 \sum_{n=2}^{k} \left( h_n \left( \frac{x^{2t}}{N\alpha}, x^{2B_n} \right) - h_n \left( \frac{x^{2t}}{N\alpha}, x^{2B_n-1} \right) \right)
\]

uniformly in \( x \). If \( \int_0^t |R(u, x)| \, du = O(1) \) uniformly in \( x \), where \( \lambda \) is a positive constant, then there exists a constant \( C_2 > 0 \) such that for all \( t \geq \lambda \)

\[ R(t, x) = O(t^{C_2}) \]

uniformly in \( x \).

**Lemma 6** (Argument on pp. 174–175 of [3]). Let \( 0 < B_1 < \cdots < B_m < +\infty \) and \( \tau_1, \ldots, \tau_m \) denote complex numbers. If \( Z(t) \) satisfies the equation

\[ tZ'(t) = \sum_{n=1}^{m-1} (\tau_{n+1} - \tau_n)Z(t - B_n) \]

with initial condition \( Z(t) = 1 \) for \( 0 \leq t \leq B_1 \) and \( \hat{Z}(t) \) satisfies the equation

\[ t\hat{Z}'(t) = \sum_{n=1}^{m-1} (\tau_n - \tau_{n+1})\hat{Z}(t - B_n) \]
with initial condition $\hat{Z}(t) = 1$ for $0 \leq t \leq B_1$, then

$$\int_0^t Z'(t-u)Z'(u)\,du + Z'(t) + \hat{Z}'(t) = 0.$$  

Using the fundamental lemma, Lemma 4, we are now ready to derive asymptotic estimates for $m_f(x^t)$.

3. Estimates for $m_f(x^t)$. The first estimate for $m_f(x^t)$ is the special case where the sum is taken over those Gaussian integers with only "large" prime factors.

**Theorem 1.** Let $f_n, n = 1, \ldots, k,$ be completely multiplicative functions satisfying (2.9) and (2.10) where $f_1(\alpha) = e(\alpha)$ and $A = \sum_{n=1}^k A_n$. Then

$$m_f(x^t) = 4Z(t) + O(t^{A_k-\Delta}H(x^{2B_1})(\log x)^{A-1})$$

uniformly in $x$ and $t$, where $Z(t)$ satisfies the equation

$$tZ(t) - \int_0^t Z(u)\,du - \sum_{n=2}^k \frac{\tau_n}{8} \int_{t-B_n}^{t-B_{n-1}} Z(u)\,du = 0$$

with initial condition $Z(t) = 1$ for $0 \leq t \leq B_1$, and

$$\Delta = \begin{cases} 1 & \text{if } f_k(\alpha) \neq e(\alpha), \\ 0 & \text{if } f_k(\alpha) = e(\alpha). \end{cases}$$

**Proof.** Let $\tau_1 = D_1 = 0, h_1(x^2, y^2) = 0$. Therefore (2.12) can be written as

$$2tm_f(x^t) - 2\int_0^t m_f(x^u)\,du - \sum_{n=2}^k \frac{\tau_n}{4} \int_{t-B_n}^{t-B_{n-1}} m_f(x^u)\,du = 0$$

Now $\Pi_{f_n}(x) = O(\log^A n x)$ for $n = 2, \ldots, k$ so that

$$m_f(x^t) \leq \sum_{\alpha \in D(x^t)} |f(\alpha)| = O(t^{A_k-\Delta} \log A x).$$

Hence

$$2tm_f(x^t) - 2\int_0^t m_f(x^u)\,du - \sum_{n=2}^k \frac{\tau_n}{4} \int_{t-B_n}^{t-B_{n-1}} m_f(x^u)\,du = O(t^{A_k-\Delta}H(x^{2B_1})).$$
We let
\[ m_f(x^t) = 4Z(i) + R(t, x)H(x^{2B_1})(\log x)^{A-1} \]
so that
\[ 2tm_f(x^t) - 2\int_0^t m_f(x^u) \, du - \sum_{n=2}^k \frac{\tau_n}{4} \int_{t-B_n}^{t-B_{n-1}} m_f(x^u) \, du \]
\[ = 8tZ(i) - 8\int_0^t Z(u) \, du - \sum_{n=2}^k \tau_n \int_{t-B_n}^{t-B_{n-1}} Z(u) \, du \]
\[ + H(x^{2B_1})(\log x)^{A-1} \left\{ 2tR(t, x) - 2\int_0^t R(u, x) \, du \right\} \]
\[ - \sum_{n=2}^k \frac{\tau_n}{4} \int_{t-B_n}^{t-B_{n-1}} R(u, x) \, du \].

Using Lemma 5 with
\[ tR(t, x) - \int_0^t R(u, x) \, du - \sum_{n=2}^k \frac{\tau_n}{8} \int_{t-B_n}^{t-B_{n-1}} R(u, x) \, du = O(t^{A-k\cdot\Delta}) \]
uniformly in \( x \) and with \( \lambda = B_1, \int_0^{B_1} R(u, x) \, du = O(1) \) uniformly in \( x \), then there exists an absolute constant \( C_2 \) such that \( R(t, x) = O(t^{C_2}) \) uniformly in \( x \).

Hence we prove Theorem 1.

We note that condition (2.10) is needed only if the \( f_n \) can be negative; hence for nonnegative \( f_n \) we have the following

**Corollary.** If the \( f_n \) are nonnegative, satisfying (2.9) and \( f_1(N\alpha) = e(N\alpha) \), then

\[ m_f(x^t) = 4Z(i) + O(t^{\Re \kappa \cdot \Delta} \frac{H(x^{2B_1})}{\log x}) \]
uniformly in \( x \) and \( t \).

Using Abel’s summation on (3.1), we obtain the following theorem which gives the asymptotic estimate for \( \Phi_G(x^t, x) \).

**Theorem 2.** Let \( f_1(N\alpha) = e(N\alpha) \) and \( f_n, n = 2, \ldots, k \), be completely multiplicative functions satisfying

\[ L_{f_n}^*(x, y) = \tau_n \log \min(x, y) + D_n + h_n(x^2, y^2) \]
and

\[ \prod_{f_n}^* (x) = O(\log x). \]
Then

\[ m_f(x^t) = 2 \int_{2B_1}^{2t} x^u Z\left(\frac{u}{2}\right) du + O(x^{2t}A_k \Delta H(x^{2B_1}) (\log x)^{A-1}) \]

uniformly in \(x\) and \(t\), where \(A, A_k, Z(t),\) and \(\Delta\) are defined in Theorem 1.

For the estimate for \(\Phi_G(x^t, x)\) given in (1.6), we make the following considerations in Theorem 2:

Let \(k = 2, B_1 = 1, f_1(N\alpha) = e(N\alpha), f_2(N\alpha) = 1\), then

\[ L_{J_2}^*(x, y) = 8 \log \min(x, y) + D + O(H(x^2) + H(y^2)) \]

where

\[ H(x) = O(\exp(-C(\log x)^{3/5-\delta})) \]

with \(C > 0, \delta > 0\) fixed, by the following argument. Now

\[ \frac{1}{4} L_{J_2}^*(x, y) = \sum_{\rho \in D(x); \rho \in D(y)} \frac{\log N\rho}{N\rho^x} \]

\[ \sum_{N\rho < x^2; N\rho < y^2; \rho \in P_1} \frac{\log N\rho}{N\rho^x} + \sum_{N\rho < x^2; N\rho < y^2; \rho \in P_2} \frac{\log N\rho}{N\rho^x} \]

\[ = \sum_1 + \sum_2. \]

If \(\rho \in P_2\), then \(\rho = p\) is a rational prime with \(p \equiv 3 \pmod{4}\) and \(N\rho = p^2\). If \(\rho \in P_1, \rho \neq 1 + i\), then there exists a rational prime \(p, p \equiv 1 \pmod{4}\), and \(N\rho = p\); and conversely, for each rational prime \(p, p \equiv 1 \pmod{4}\), there exist exactly two primes \(\rho_1\) and \(\rho_2\) in \(P_1\) such that \(p = N\rho_1 = N\rho_2\). Using this information, we see that

\[ \sum_2 = 2 \sum_{p \leq x, \rho \leq y; p = 3 \pmod{4}} \frac{\log p}{p^2} \leq C \]

where \(C\) is an absolute constant, and

\[ \sum_1 = D' + \sum_{p \leq x^2, \rho \leq y^2; p = 1 \pmod{4}} \frac{\log p}{p^x} \]

\[ = 2 \log \min(x, y) + D'' + O(H(x^2) + H(y^2)) \]

where \(D''\) is an absolute constant and \(H(x)\) is defined by (3.8). Hence \(\tau_2 = 8, 8\), and using this in (3.6), we get (1.6).

Now we shall give a formula for the general case of \(m_f(x^t)\).
Theorem 3. Let \( f_n, n = 1, \ldots, k, \) be completely multiplicative functions satisfying (2.9) and (2.10). Then

\[
(3.10) \quad m_f(x^f) = m_{f_1}(x^f) + \int_0^t Z'(t-u)m_{f_1}(x^u) \, du + O(t^{C_4}H(x^{2B_1})(\log x)^{C_3})
\]

uniformly in \( x \) and \( t \), where

\[
(3.11) \quad m_{f_1}(x^f) = \sum_{\alpha \in \mathcal{D}(x^f)} f_1(N\alpha),
\]

\( Z(t) \) satisfies the differential-difference equation

\[
(3.12) \quad tZ'(t) = \frac{1}{8} \sum_{n=1}^{k-1} (\tau_{n+1} - \tau_n)Z(t-B_n)
\]

with initial condition \( Z(t) = 1 \) for \( 0 \leq t \leq B_1 \), and \( C_3 \) and \( C_4 \) are absolute constants.

Proof. We define functions \( f_n, n = 1, \ldots, k, \) by the relations

\[
(3.13) \quad \sum_{\beta \mid \alpha} f_n(N\beta)f_n \left( \frac{N\alpha}{\beta} \right) = f_1(N\alpha).
\]

Hence for \( n = 1, (3.13) \) implies that

\[
(3.14) \quad f_1(N\alpha) = \epsilon(N\alpha).
\]

Further, using Lemma 1 and (2.9),

\[
L_{f_n/4}(x, y) = L_{f_1}(x, y) - L_{f_n}(x, y)
\]

\[
= (\tau_1 - \tau_n)\log \min(x, y) + D_1 - D_n + O(H(x^2) + H(y^2)).
\]

By Lemma 3,

\[
(3.16) \quad \prod f_{n/4}(x) = O(\log^4 n x).
\]

Thus, the conditions of Theorem 1 are satisfied using the functions \( f_1, \frac{1}{4}f_2, \ldots, \frac{1}{4}f_k \). Therefore

\[
4^{-k} \cdot m_f(x^f) = \frac{1}{4} \sum_{\alpha \in \mathcal{D}(x^f):\alpha = \mu \alpha_1 \cdots \alpha_k} f_1(N\alpha_1) \cdot \frac{1}{4} f_2(N\alpha_2) \cdots \frac{1}{4} f_k(N\alpha_k)
\]

\[
= \hat{Z}(t) + O(t^{A_1+\Delta}H(x^{2B_1})(\log x)^{A-1})
\]

where \( \hat{z}(t) \) satisfies the equation

\[
(3.18) \quad t\hat{Z}'(t) = \frac{1}{8} \sum_{n=1}^{k-1} (\tau_n - \tau_{n+1})\hat{z}(t-B_n)
\]

with initial condition \( \hat{z}(t) = 1 \) for \( 0 \leq t \leq B_1 \).

Now we consider the following sum
\[ m_{f_1}(x^t) = \sum_{\alpha \in D(x^t)} f_1(N\alpha) = \sum_{\alpha \in D(x^t) : \alpha = \mu \cdot \alpha_1 \cdots \alpha_k} f_1(N\alpha_1) \cdots f_1(N\alpha_k) \]

\[ = \sum_{\alpha \in D(x^t)} \sum_{\beta_1 \cdots \beta_k} f_1(N\beta_1) f_1^\prime \left( \frac{N_{\beta_1}}{\beta_1} \right) \cdots \sum_{\beta_1 \cdots \beta_k} f_k(N\beta_k) f_k^\prime \left( \frac{N_{\beta_k}}{\beta_k} \right) \]

\[ = 4^{-k} \sum_{\beta \in D(x^t)} f_1(N\beta_1) \cdots f_k(N\beta_k) \sum_{\alpha \in D(x^t)} f_1^\prime \left( \frac{N_{\alpha_1}}{\beta_1} \right) \cdots f_k^\prime \left( \frac{N_{\alpha_k}}{\beta_k} \right) \]

\[ = 4^{-k} \sum_{\beta \in D(x^t)} f_1(N\beta_1) \cdots f_k(N\beta_k) m_f \left( \frac{x^t}{\sqrt{N\beta}} \right) \]

Hence, using (3.17),

\[ m_{f_1}(x^t) = \sum_{\alpha \in D(x^t)} f_1(N\alpha_1) \cdots f_k(N\alpha_k) 2 \left( t - \frac{\log N\alpha}{2 \log x} \right) \]

\[ + O \left( t^A t^\Delta H(x^{2B1}) (\log x)^{A-1} \sum_{\alpha \in D(x^t)} |f_1(N\alpha_1) \cdots f_k(N\alpha_k)| \right) \]

\[ = m_f(x^t) + \sum_{\alpha \in D(x^t)} f_1(N\alpha_1) \cdots f_k(N\alpha_k) \int_0^t \frac{(\log N\alpha)^{2 \log x}}{t} \hat{T}(u) \, du \]

\[ + O(t^{C_2} H(x^{2B1}) (\log x)^{C_3}), \]

which is equivalent to

\[ m_{f_1}(x^t) = m_f(x^t) + \int_0^t \hat{T}'(t-u) m_f(x^u) \, du \]

(3.19)

\[ + O(t^{C_2} H(x^{2B1}) (\log x)^{C_3}). \]

From Lemma 6 we see that

\[ \int_0^t \hat{T}'(t-u) \hat{T}'(u) \, du + \hat{T}'(t) + \hat{T}'(t) = 0. \]

(3.20)
\[
\int_0^t Z'(t-u)m_{f_1}(x^u) \, du \\
= \int_0^t Z'(t-u)m_f(x^u) + \int_0^t m_f(x^u) \int_0^{t-u} Z'(t-u-v)Z'(v) \, dv \, du \\
+ O(t^{C_4}H(x^{2B_1})(\log x)^{C_3})
\]
or
\[
\int_0^t Z'(t-u)m_{f_1}(x^u) \, du = -\int_0^t Z'(t-u)m_f(x^u) \, du + O(t^{C_4}H(x^{2B_1})(\log x)^{C_3})
\]
\[
= m_f(x^t) - m_{f_1}(x^t) + O(t^{C_4}H(x^{2B_1})(\log x)^{C_3})
\]
which is (3.10) of Theorem 3.

Using Abel's summation on (3.10), we also derive the following estimate for functions satisfying (3.4) and (3.5) which we shall use in the next section to estimate \( \Psi_G(x^t, x) \).

**Theorem 4.** Let \( f_n, n = 1, \ldots, k \), be completely multiplicative functions satisfying (3.4) and (3.5). Then

\[
m_f(x^t) = m_{f_1}(x^t) + \int_0^{x^t} x^{2(t-u)}Z'(t-u)m_{f_1}(x^u) \, du \\
+ O(x^{2t}t^{C_4}H(x^{2B_1})(\log x)^{C_3})
\]
uniformly in \( x \) and \( t \) where \( Z(t) \) satisfies (3.12), \( m_{f_1}(x^t) \) is defined by (3.11), and \( C_3 \) and \( C_4 \) are absolute constants.

**4. The estimate for \( \Psi_G(x^t, x) \).** We recall that we let \( k = 2, B_1 = 1, f_1(N\alpha) = 1, f_2(N\alpha) = e(N\alpha) \), then

\[
m_f(x^t) = \Psi_G(x^t, x),
\]
and also that

\[
m_{f_1}(x^t) = \sum_{\alpha \in D(x^t)} 1,
\]
and finally that

\[
L_{f_1}^*(x, y) = 8 \log \min(x, y) + D + O(H(x^2) + H(y^2))
\]
where \( D \) is an absolute constant and \( H(x) = O(\exp(-C(\log x)^{3/5-\delta})) \) for \( C > 0, \delta > 0 \) from §3.

As a consequence of Theorem 4, we see that
\[ \Psi_G(x^t, x) = m_{f_1}(x^t) + \int_0^t x^2(t-u)Z'(t-u)m_{f_1}(x^u) \, du \]
(4.4)

\[ + O(x^{2t}t^{C_4}H(x^2)(\log x)^{C_3}) \]

where \( Z(t) \) satisfies (1.5) with \( a = -1 \).

Now we let
(4.5)

\[ m_{f_1}(x^t) = x^{2t}\{\pi + R(x^t)\} \]

From (1.8), we see that
(4.6)

\[ R(x^t) = o(x^{(b-2)t}) \]

with \( b < 2/3 \), an absolute constant.

Using (4.5) in (4.4), we prove the following estimate for \( \Psi_G(x^t, x) \) which has (1.7) as a special case when \( N = 0 \).

**Theorem 5.** If \( 1 \leq t \leq (\log x)^{3/5-\delta} \), \( \delta > 0 \) an arbitrary real number, \( R(x) \) and \( H(x) \) are defined by (4.5) and (3.8), respectively, then

\[ \Psi_G(x^t, x) = \pi x^{2t}\left\{ Z(t) + \sum_{m=0}^{N-1} \frac{(-1)^m}{m!} \frac{Z^{(m+1)}(t)}{\pi(\log x)^{m+1}} \int_0^\infty \frac{R(u)(\log u)^m}{u} \, du \right\} \]

\[ + O_N\left(x^{2t}\left\{ t^{C_4}H(x^2)(\log x)^{C_3} + \frac{t|Z^{(N)}(t)|}{(\log x)^{N+1}} \right\} \right) \]

for every natural number \( N \). The estimate is uniform in \( x \) and \( t \) for \( t \) outside the intervals \( (n, n+\epsilon) \), where \( n = 1, 2, \ldots, N+1 \) are the discontinuities of \( Z^{(N+1)}(t) \) and \( \epsilon \) is an arbitrary positive real number.

**Proof.** After substituting (4.5) in (4.4), we have

\[ \Psi_G(x^t, x) = \pi x^{2t}\left\{ 1 + \int_0^t Z'(t-u) \, du + \pi^{-1}R(x^t) \right\} \]

\[ + \pi^{-1}\int_0^t Z'(t-u)R(x^u) \, du + O(t^{C_4}H(x^2)(\log x)^{C_3}) \}

(4.8)

We note that \( Z(t) = 1 + \int_0^t Z'(t-u) \, du \) and after the manner of Levin and Fainleib [3, Theorem 3.2.3], we let \( \epsilon > 0 \) be so small that the interval \( (t-\epsilon, t) \) does not contain any discontinuities of \( Z^{(N+1)}(u) \), \( N \) is a natural number. Hence for \( 0 < \epsilon < \epsilon_1 \), we can apply Taylor's theorem to get

\[ Z'(t-\epsilon) = \sum_{m=0}^{N-1} \frac{(-1)^m}{m!} Z^{(m+1)}(t-\epsilon)v^m + O(v^N|Z^{(N+1)}(t-\epsilon_1)|) \]

for some \( \epsilon_1 \) such that \( 0 < \epsilon_1 < \epsilon \) (we note that the sum in (4.9) is empty if \( N = 0 \)).
Thus
\[\int_0^\varepsilon Z'(t-u)R(x^u) \, du = \sum_{m=0}^{N-1} \left(-\frac{1}{m!}\right)^m \frac{Z^{(m+1)}(t)}{(\log x)^{m+1}} \int_0^\varepsilon u^m R(x^u) \, du\]
(4.10)
\[+ O\left(\left|Z^{(N+1)}(t-\epsilon_1)\right|\int_0^\varepsilon u^N |R(x^u)| \, du\right).\]

The sum on the right-hand side of (4.10) is equal to
\[\sum_{m=0}^{N-1} \left(-\frac{1}{m!}\right)^m \frac{Z^{(m+1)}(t)}{(\log x)^{m+1}} \int_0^\varepsilon \frac{R(u)(\log u)^m}{u} \, du\]
(4.11)
\[+ \sum_{m=0}^{N-1} \left(-\frac{1}{m!}\right)^m \frac{Z^{(m+1)}(t)}{(\log x)^{m+1}} \int_{\varepsilon}^\infty \frac{R(u)(\log u)^m}{u} \, du,\]
and the second sum of (4.11) is
\[O\left(\frac{|Z'(t)|}{\log x} \int_{\varepsilon}^\infty \frac{|R(u)|}{u} \, du\right) \leq O_N\left(\frac{x^{(b-2)} \epsilon |Z'(t)|}{\log x}\right).\]
(4.12)

For the \(O\)-term of (4.10), we see that
\[O\left(|Z^{(N+1)}(t-\epsilon_1)|\int_0^\varepsilon u^N |R(x^u)| \, du\right) = O_N\left(\frac{|Z^{(N+1)}(t-\epsilon_1)|}{(\log x)^{N+1}}\right).\]
(4.13)

Now \(Z^{(N+1)}(t-\epsilon_1) = O(t|Z^{(N)}(t)|)\) and
\[\int_\varepsilon^t Z'(t-u)R(x^u) \, du = O\left(x^{(b-2)} \epsilon \int_\varepsilon^t |Z'(t-u)| \, du\right)\]
\[= O(x^{(b-2)} \epsilon (1 + Z(t))).\]

Hence collecting these results in (4.8), we get (4.7) to complete the proof of Theorem 5.
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