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ABSTRACT. The concept of a sheaf of $H$-spaces is introduced and, using the Čech technique, a cohomology theory is defined in which the cohomology "groups" are $H$-spaces. The corresponding axioms of Cartan [3] for this theory are verified and other properties of the theory are investigated.

0. Introduction. In defining sheaves of algebraic structures the local homeomorphism condition is central in order to topologize the sheaf space in such a way as to preserve the (discrete) stalkwise structures. If the stalks are allowed to support a nondiscrete structure (such as an $H$-structure) then the local homeomorphism condition will no longer suffice. However by weakening this local condition (such that the local path-connectedness is preserved under the projection (open) map) a topology may be introduced in the sheaf space in such a way as to preserve the stalk structures and include the discrete situation as a special case. This is the basic aim of this paper.

In §1 the definition of a sheaf of $H$-spaces is introduced and examples and terminology are covered. Particular attention should be paid to the main example below as a motivation for such sheaves vs. sheaves of algebraic structures. The cohomology theory is defined in §2 using the Čech construction [2, pp. 470–471], and the axioms for this theory (cf. [3]) are demonstrated in §3. In §4 the excision property is covered, and in §5 the homotopy property for this cohomology is proved.

All base and stalk spaces are assumed to be Hausdorff and the term mapping always means continuous mapping. Finite indexes are denoted by $n$. The term $H$-space means a space with a continuous multiplication (an $H$-structure) which admits a two-sided identity (up-to-homotopy). (It is not assumed the stalk spaces satisfy the homotopy extension property.) Terminology will follow [10] with particular attention to Definition 1.3 whenever maps of sheaves of $H$-spaces are involved.
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**Definition 1.1.** If $\{H_x, \mu_x\}_x$ is a collection of $H$-spaces (and corresponding multiplications) indexed by a given space $X$, let $H = \bigcup_x H_x$ and let the function $p: H \to X$ be defined by $p(H_x) = x$. A basis for a topology on $H$ is determined as follows. Given a point $a$ in $H$, a set $N$ in $H$ which contains $a$ is called open if $p(N)$ is open in $X$ and $N \cap H_x$ is open and path connected in $H_x$ for all $x$ in $X$. If for each point in $H$ a path-connected neighborhood in the basis determined above exists and the operations $\mu_x$ are continuous in this topology on $H$, then the structure $(H, p, X)$ (or $H$ when $X$ is understood) is called a sheaf of $H$-spaces. Clearly a sheaf of algebraic structures is a sheaf of $H$-spaces.

**Examples.** Let $p: E \to B$ be a map such that $p^{-1}(x) \simeq F$, $F$ a given space (a quasi-fibration [8], [10] for instance), and let $E' = \{\varphi \in EF : \varphi: F \to p^{-1}(x) \text{ for some } x \in B\}$. Then if $p': E' \to B$ is defined by $p'(\varphi) = p(\varphi(F))$, one has $p'^{-1}(x) = F' = \{\varphi : F \to F \mid \varphi \text{ is a homotopy-equivalence}\}$, i.e. $p'$ is the associated (principal) map to $p$ [9]. If $E$ reflects the local path-connectedness of $B$ via $p$ as in 1.1 above then the space $E'$ is a sheaf of $H$-spaces (of type $F'$) over $B$.

An example of a sheaf of $H$-spaces which is not itself an $H$-space is the sheaf $(S^2, p, D)$, $D$ the unit disc in the plane, with $p$ the projection of $S^2$ onto $D$. (The only spheres which support $H$-structures are $S^0$, $S^1$, $S^3$, and $S^7$ [1].)

**Definition 1.2.** Let $0: X \to H$ denote a (not necessarily unique) section which satisfies: $0(x) \in C(e_x) \subset H_x$ for all $x$ in $X$, where $C(e_x)$ is the component of the identity in $H_x$.

Let $S(X, H)$ denote the collection of global sections of $H$ with the compact-open topology. Define a multiplication $\mu$ on $S(X, H)$ as follows: if $s, t \in S(X, H)$, then for each $x \in X$

\[(1.2a) \quad \mu(s, t)(x) = \mu_x(s(x), t(x)).\]

Continuity is immediate. Note $\mu$ is continuous if $X$ is locally compact, however the following argument demonstrates this condition is not necessary. Let $U$ be an open set about $\mu(s, t)$ in $S(X, H)$. Then there exists a finite collection of open sets in the subbasis, $\{M(C_i, O_i)\}_{i \in \pi}$, such that $\mu(s, t) \in \bigcap_{i \in \pi} M(C_i, O_i) \subset U$. Let $U_i$ be a neighborhood of $s(x)$ in $H$, and $V_i$ a neighborhood of $t(x)$ in $H$, $x \in C_i$, such that if $s_i$ and $t_i \in S(X, H)$ such that $s_i(x') \in U_i$ and $t_i(x') \in V_i$, where $x' \in C_i$, then $\mu(s_i, t_i)(x') = \mu_x(s_i(x'), t_i(x')) \in O_i$. Thus $s \in \bigcap M(C_i, U_i)$ and $t \in \bigcap M(C_i, V_i)$. Let $s' \in \bigcap M(C_i, U_i)$ and $t' \in \bigcap M(C_i, V_i)$, then $\mu(s', t') \in \bigcap M(C_i, O_i)$ since $\mu(s', t')(x) = \mu_x(s'(x), t'(x)) \in O_i$ whenever $x \in C_i$ by definition.
of $U_i$ and $V_i$. An identity (up-to-homotopy) for $S(X, H)$ is the section $\theta$. The notation $s \circ t$ will be used for $\mu(s, t)$ below.

If $U \subset X$, then $S(U, H|U)$, where $H|U = p^{-1}(U)$, is an $H$-space under the induced multiplication from $S(X, H)$. Denote $S(U, H|U)$ by $S(U, H)$ below.

Let $F$ be a family of supports on $X$ and $U \subset X$. Then $S_{F|U}(U, H)$ is the collection of sections $s \in S(U, H)$ which satisfy $|s| \in F|U$, where $F|U = \{A \subset U \mid A \in F\}$ and $|s| = \{x \in X|s(x) \notin C(e_x)\}$. The collection $S_{F|U}(U, H)$ is closed under the multiplication of $S(X, H)$ restricted to $S_{F|U}(U, H)$, for if $s, t \in S_{F|U}(U, H)$, then $|s|, |t| \in F|U$ and, since $|\mu_{F|U}(s, t)| = |s| \cup |t|$, it follows that $|\mu_{F|U}(s, t)| \subset |s| \cap |t|$ and thus $|\mu_{F|U}(s, t)| \in F|U$, or $S_{F|U}(U, H)$ is an $H$-space.

**Definition 1.3.** Let $H$ and $K$ be sheaves of $H$-spaces on $X$. A map of sheaves of $H$-spaces $\alpha: H \to K$ is a map such that

\[(1.3a) \quad p_2 \alpha = p_1,\]

\[(1.3b) \quad \alpha_x: H_x \to K_x \text{ is an } H\text{-map } [10].\]

Note, if $\alpha$ is a map of sheaves of $H$-spaces $H \to K$, then $H \cong K$ iff $\alpha_x: H_x \to K_x$ is a homotopy equivalence for all $x \in X$.

The map $\alpha$ induces a map $\alpha': S(X, H) \to S(X, K)$ by the rule $\alpha'(s) = \alpha_s$, $s \in S(X, H)$. The section functor $S$ is thus a functor on the category of sheaves of $H$-spaces on some fixed base space to the category of $H$-spaces and $H$-maps.

**Definition 1.4.** Let $V \subset U \subset X$ be open sets and define as usual the map

\[(1.4a) \quad r^U_V: S(U, H) \to S(V, H)\]

by restriction. This map is clearly an $H$-map, and the collection

\[(1.4b) \quad \Sigma = \{S(U, H), r^U_V\}\]

forms a direct system.

**Definition 1.5.** A presheaf $P$ of $H$-spaces on $X$ is a contravariant functor on $\mathcal{T}_X$ and inclusions to the category of $H$-spaces and restrictions ($H$-word-maps).

Let $M = \bigcup_{U \in \mathcal{T}_X} (U \times P(U))$ and define $(x, a) \sim (y, b)$ iff $x = y$ and there exists a neighborhood of $x$, say $W \subset U \cap V$, such that $P(i_w^U)(a) = P(i_w^V)(b)$, where $(x, a) \in U \times P(U)$ and $(y, b) \in V \times P(V)$ and $i_w^U$ is inclusion.
Form the quotient space \( \overline{H} = M/\sim \) (the quotient topology is assumed). Let \( \pi: \overline{H} \to X \) be the projection map induced by \( p: M \to X \), where \( p(x, a) = x \) (note \( \pi \) is open since \( p \) is open and \( \pi' \) is continuous, where \( \pi': M \to \overline{H} \) is the natural map).

Consider \( \pi^{-1}(x) = \overline{H}_x = \{(x, a)\} \). This is clearly the limit:

\[
\bigcap_{x \in U} \{p(U), r_U \} = \{(a)\} \quad \text{iff} \quad r_U(a) = r_V(b), \quad x \in W \subset U \cap V,
\]

and has a natural \( H \)-structure. Thus \( \overline{H} \) is essentially \( \bigcup_{x \in X} \overline{H}_x \).

Since the stalkwise multiplications in \( M \) are continuous, they are so in \( \overline{H} \), and \( \overline{H} \) is called the sheaf of \( H \)-spaces generated by \( P \) on \( X \).

Note if \( H \) is a sheaf of \( H \)-spaces and \( P \) is the presheaf of sections of \( H \), there is a map \( \psi: H \to \overline{H} \) defined by \( \psi(a_x) = \langle a \rangle_x = \{s|s(x) \sim a \} \) which preserves the \( H \)-structure and is a homotopy equivalence stalkwise, with inverse \( \langle a \rangle_x = a_x \), where \( s'(x) \sim a \) for all \( s' \in \langle a \rangle_x \). Thus \( H \approx \overline{H} \) as sheaves of \( H \)-spaces by 1.3.

2. Sheaf cohomology. It is assumed below that the stalk \( H \)-structures are homotopy-associative, homotopy-commutative and admit homotopy inverses [10] which are continuous in the topology of the sheaf space. These restrictions are sufficient for this construction. The \( H \)-space \( S(U, H) \) inherits these additional properties through the induced \( H \)-structure. A sheaf cohomology with coefficients in a sheaf of \( H \)-spaces will be defined using the Čech technique (cf. [2], [4]).

**Definition 2.1.** Let \( \omega = \{w_i\} \) and \( \nu = \{v_j\} \) be open covers of \( X \) with corresponding nerves \( w \) and \( v \). If the nucleus \( N = \bigcap_{m=0}^{q} w_{i_m} \neq \emptyset \) then \( w_{i_0} \ldots w_{i_q} \) is a \( q \)-simplex (which is denoted by \( i_0 \ldots i_q \) for convenience). Let \( w(q) \) denote the collection of \( q \)-simplexes in \( w \).

Define the \( q \)-cochains of \( w \) with coefficients in \( \Sigma \) (see (1.4b)) by

\[
C^q(w, \Sigma) = \{f^q: w(q) \to \Sigma | f^q(i_0 \ldots i_q) \in S(N, H)\},
\]

\( N \) the nucleus of \( i_0 \ldots i_q \). Topologize \( C^q(w, \Sigma) \) with the compact-open topology.

Define a multiplication on \( C^q(w, \Sigma) \) by the rule:

\[
(f^q \circ g^q)(i_0 \ldots i_q) = \mu_N(f^q(i_0 \ldots i_q), g^q(i_0 \ldots i_q)),
\]

where \( f^q, g^q \in C^q(w, \Sigma) \).

If \( \theta^q \) denotes a map \( i_0 \ldots i_q \to \theta_N \in S(N, H) \), then by an argument similar to that of 1.2 \( C^q(w, \Sigma) \) is an \( H \)-space with a homotopy-associative and homotopy-commutative \( H \)-structure which admits homotopy-inverses.

Let

\[
C^q_f(w, \Sigma) = \{f^q \in C^q(w, \Sigma) | |f^q| \in F\},
\]
where \(|f^q|\) is the closure of the union \(\bigcup |f^q(i_0 \ldots i_q)|\) taken over \(w(q)\). By 1.2 and the above definition of multiplication on \(C^q(w, \Sigma)\) the space \(C^q_w(w, \Sigma)\) is an \(H\)-space under the induced multiplication of \(C^q(w, \Sigma)\).

**Definition 2.2.** Define a map \(d: C^q_w(w, \Sigma) \rightarrow C^{q+1}_w(w, \Sigma)\) by

\[
(d^q)(i_0 \ldots i_{q+1}) = \bigcirc_{k=0}^{q+1} (i)^r N_k f^q(i_0 \ldots \hat{k} \ldots i_{q+1}),
\]

where \(N = \bigcap_{m=0}^{q+1} w_{i_m} \neq \emptyset\); \(N_k = \bigcap_{m \neq k} w_{i_m} \neq \emptyset\), for \(k = 0, \ldots, q + 1\); \(\iota\) is the homotopy-inverse on \(S(N, H)\) and \((\iota)\) denotes \(\iota\) on the odd terms and the identity (up-to-homotopy) on the even terms. The right-hand side of equation (2.2a) is a shorthand notation for the product:

\[
\prod_{\nu} (i)^r N_k f^q(i_0 \ldots \hat{k} \ldots i_{q+1}) \circ \ldots
\]

**Lemma 2.3.** The map \(d\) is an \(H\)-map and \(d^2\) is trivial (i.e. \(d^2 \simeq \emptyset\)).

**Proof.** Let \(f^q, g^q \in C^q_w(w, \Sigma)\) and \((i_0 \ldots i_{q+1}) \in w(q + 1)\). Then

\[
(d^q \circ g^q)(i_0 \ldots i_{q+1}) = \bigcirc_{k=0}^{q+1} (i)^r N_k f^q(i_0 \ldots \hat{k} \ldots i_{q+1}),
\]

and

\[
(d^q \circ g^q)(i_0 \ldots i_{q+1}) = \prod_{\nu} (i)^r N_k f^q(i_0 \ldots \hat{k} \ldots i_{q+1})
\]

Since the \(H\)-structures are homotopy-commutative, (2.3a) and (2.3b) are homotopic and \(d\) is an \(H\)-map.

Let \((i_0 \ldots i_{q+2}) \in w(q + 2)\), then

\[
(d^q \circ d^q)(i_0 \ldots i_{q+2}) = \bigcirc_{k=0}^{q+1} (i)^r N_k f^q(i_0 \ldots \hat{k} \ldots i_{q+1})
\]

where \(N_{kj} = \bigcap_{m \neq j, m \neq k} w_{i_m}\).
By definition of the restriction maps (1.4a) \( r^N_{N_k} r^N_{N_k N_j} \approx r^N_{N_k j} \). (Note also \( N_{kj} = N_{jk} \) and \( \psi \circ \iota \approx 1 \).) By expanding (2.3c) and applying this information one has
\[
(2.3d) \quad (d^2 f^q)(i_0 \ldots i_{q+2}) \equiv \theta^{q+2}(i_0 \ldots i_{q+2}) = \theta_N \in S(N, H).
\]

**Definition 2.4.** Let \( \text{Ker} \, d^q = \{ f^q \mid df^q \equiv \theta^{q+1} \} \) and \( \text{Im} \, d^q = \{ f^{q+1}, df^{q+1} \equiv d^q f^q \text{ for some } f^q \} \).

**Lemma 2.5.** \( \text{Im} \, d^q \) and \( \text{Ker} \, d^q \) are \( H \)-spaces for \( q \geq 0 \).

**Proof.** If \( f^q, g^q \in \text{Ker} \, d^q \), then clearly \( f^q \circ g^q \in \text{Ker} \, d^q \), and \( \text{Ker} \, d^q \) is an \( H \)-space under the multiplication of \( \mathcal{C}_p^q(w, \Sigma) \).

Let \( f^{q+1}, g^{q+1} \in \text{Im} \, d^q \). Then there exist elements \( f^q, g^q \in \mathcal{C}_p^q(w, \Sigma) \) such that \( f^{q+1} \equiv d^q f^q \) and \( g^{q+1} \equiv d^q g^q \). Thus \( f^{q+1} \circ g^{q+1} \in \text{Im} \, d^q \) (also \( \theta^{q+1} \in \text{Im} \, d^q \), since \( d^q \theta^q \equiv \theta^{q+1} \)), and \( \text{Im} \, d^q \) is an \( H \)-space.

**Definition 2.6.** By 2.3 \( \text{Im} \, d_1 = \text{Ker} \, d^q \) for \( q \geq 1 \). Define
\[
(2.6a) \quad H^q_p(w, \Sigma) = \{ f^q \circ \text{Im} \, d^{q-1} \mid f^q \in \text{Ker} \, d^q \},
\]
where \( f^q \circ \text{Im} \, d^{q-1} = \{ f^q \circ g^q \mid g^q \in \text{Im} \, d^{q-1} \} \) (recall the definition of \( \text{Im} \, d^{q-1} \) above (2.4)). Recall also (2.1) the \( H \)-structures involved are homotopy-commutative, thus \( H^q_p(w, \Sigma) \) is well defined (as \( \text{Im} \, d^{q-1} \) behaves as a normal subgroup in view of 2.4, i.e. \( \text{Im} \, d^{q-1} \) determines an equivalence relation on \( \text{Ker} \, d^q \) which is natural with respect to the \( H \)-structure on \( \text{Ker} \, d^q \) 2.5). Under the quotient topology an \( H \)-structure is induced on \( H^q_p(w, \Sigma) \) by the rule
\[
(2.6b) \quad \mu'(f^q \circ \text{Im} \, d^{q-1}, g^q \circ \text{Im} \, d^{q-1}) = (f^q \circ g^q) \circ \text{Im} \, d^{q-1}.
\]

Let \( \langle f^q \rangle \) denote the coset \( f^q \circ \text{Im} \, d^{q-1} \) and \( \theta \) denote \( \theta^q \circ \text{Im} \, d^{q-1} \) below.

The induced map \( \mu' \) is continuous by the following argument. Let \( \langle f^q \rangle, \langle g^q \rangle \in H^q_p(w, \Sigma) \) and let \( h^q = \mu'(\langle f^q \rangle, \langle g^q \rangle) \). Let \( U \) be a neighborhood of \( h^q \), then by the quotient topology \( U = \{ j^q \} \), where \( j^q \in V \subset \text{Ker} \, d^q, \, \, V \) open. Now \( h^q \in U \) so \( h^q \circ \text{Im} \, d^{q-1} \) for some \( h^q \in V \). By the continuity of \( \mu \) there exist neighborhoods \( W_1 \) and \( W_2 \) of \( f^q \) and \( g^q \), respectively, such that \( \mu(m^q, n^q) \in V \) whenever \( m^q \in W_1 \) and \( n^q \in W_2 \). Thus if \( W_1' \) is the open set determined by \( W_1 \) and \( W_2' \) is the open set determined by \( W_2 \) (in \( H^q_p(w, \Sigma) \)), then \( \mu'(\langle m^q \rangle, \langle n^q \rangle) \in U \) whenever \( \langle m^q \rangle \in W_1' \) and \( \langle n^q \rangle \in W_2' \).

**Definition 2.7.** If \( \nu \) and \( \omega \) are open covers of \( X \) and \( \omega \) refines \( \nu, \, \nu < \omega \), let \( p^w_{\nu} \) denote a (nonunique) projection map of simplexes \( (i_0 \ldots i_q) \in \nu \) into simplexes \( (i_0 \ldots i_p) \in \nu, \, p \leq q \).

This map induces a map \( p^w_{\nu} : C^q_p(\nu, \Sigma) \to C^q_p(\omega, \Sigma) \) by the rule:
where \( N = \bigcap_{w_{im}} M = \bigcap_{v_{jk}=pm} \) and \( f^q \in C^q_F(v, \Sigma) \).

Note \( p^w#v^q \subset f^q \), and \( p^w#v \) is an \( H \)-map since \( r^M_N \) is an \( H \)-map (1.4).

**Lemma 2.8.** If \( v \prec w \) then for \( q \geq 1 \)

\[
(2.8a) \quad d^q w p^w#v \cong p^w#v d^q v,
\]

\[
(2.8b) \quad p^w#v(\ker d^q v) \subset \ker d^q w,
\]

\[
(2.8c) \quad p^w#v(\im d^q w - 1) \subset \im d^q w.
\]

**Proof.** (2.8a) is immediate, (2.8b) follows from (2.8a), and (2.8c) follows by a standard diagram chasing argument (see diagram above).

**Definition 2.9.** By (2.8) \( p^w#v \) induces an \( H \)-map \( p^w#v : H^q_F(v, \Sigma) \rightarrow H^q_F(w, \Sigma) \) by the rule:

\[
(2.9a) \quad p^w#v(f^q) = (p^w#v f^q),
\]

where \( (f^q) \in H^q_F(v, \Sigma) \).

The uniqueness of the induced map \( p^w#v \) is demonstrated by the following lemma.

**Lemma 2.10.** If \( p^w v \) and \( p^w v' \) are projection maps of \( w \) to \( v \), then \( p^w#v = p^w#v' \).

**Proof.** Define as usual a map \( D : C^q_F(w, \Sigma) \rightarrow C^{q-1}_F(w, \Sigma) \) by
where $M_k = (\bigcap_{m=0}^{k} \omega_{p_{i_m}}) \cap (\bigcap_{m=k+1}^{q-1} \omega_{p'_{i_{m}}})$, and $N = \bigcap \nu_i$. Then

\[(2.10b) \quad (Dd f^q \circ dD f^q)(i_0 \ldots i_q) \approx (p^w *_v \circ p^w *_v)(i_0 \ldots i_q).\]

If $\mathbf{f}^q \in H_x^q(v, \Sigma)$, then $f^q \in \text{Ker} \, d^q$ and $Dd f^q = \theta^q$, while $dD f^q \in \text{Im} \, d^q-1$. Thus $((Dd \circ dD) f^q) = \theta$ and $p^w *_v = p^w *_v$.

**Definition 2.11.** By 1.4 and 2.7 the collection $\{H^p_x(w, \Sigma), p^w *_v\}$ forms a homotopy-direct system.\(^{(2)}\) Define the cohomology of $X$ with values in $H$ and supports in $F$ as the homotopy-direct-limit\(^{(3)}\) of this system

\[(2.11a) \quad H^p_X(X, H) = \varinjlim \{H^p_x(w, \Sigma), p^w *_v\}.\]

**Theorem 2.12.** $H^*_p(X, H)$ is an $H$-space.

**Proof.** If $\alpha < \beta < \nu < \omega$, then

\[(2.12a) \quad p^w *_v(\mu_u(p^v * a(\langle x \rangle_a), p^v * b(\langle x \rangle_b))) \approx \mu_w(p^w * a(\langle x \rangle_a), p^w * b(\langle x \rangle_b)),\]

and

\[(2.12b) \quad \mu_u(p^b * a(\langle x \rangle_a), p^b * a(\langle x' \rangle_a)) \approx p^b * \mu_a(\langle x \rangle_a, \langle x' \rangle_a),\]

since the connecting maps are $H$-maps.

The limit space $H^p_X(X, H)$ has a continuous multiplication $\mu$ defined as follows:

\[(2.12c) \quad \mu(\langle x \rangle_a, \langle x \rangle_b) = \langle \mu_u(p^v * a(\langle x \rangle_a), p^v * b(\langle x \rangle_b)),\]

where $\langle x \rangle_a, \langle x \rangle_b \in H^p_X(X, H)$ and $\alpha, \beta < \nu$.

The definition is independent of the choice of $\nu$ and of the choice of representative of the elements of $H^p_X(X, H)$ by a standard argument. Denote $\mu(\langle x \rangle_a, \langle x \rangle_b)$ by $\langle x \rangle_a \circ \langle x \rangle_b$ and $\langle \theta \rangle_a$ by $\theta$ below.

A homotopy-inverse for $H^p_X(w, \Sigma)$ is $\iota_w$, and a homotopy-inverse $\iota$ for $H^p_X(X, H)$ is defined by $\langle \iota(\langle x \rangle_a) = \langle \iota_a(\langle x \rangle_a)\rangle$. The associative and commutative properties of the $H$-structures on the spaces $H^p_X(w, \Sigma)$ carry over to $H^p_X(X, H)$ in view of the definition of the $H$-structure on $H^p_X(X, H)$ above.

If $H$ is a sheaf of $H$-spaces such that $\hat{H}$, the sheaf generated by the presheaf of sections of $H$ (see 1.5), is a sheaf of algebraic structures, then the cochain spaces are isomorphic as $H$-spaces. Thus the (Čech) cohomology group with coefficients

\(^{(2)}\) Connecting maps satisfy the condition: $p^u *_v p^w *_v \approx p^w * _u$ (as $H$-maps in this case) whenever $\mu < \nu < \omega$ \([6]\).

\(^{(3)}\) Homotopy replaces equality in the usual equivalence relation \([5], [6]\); this is not the homotopy-limit of Milnor: *Morse theory*, Princeton Univ. Press, 1963.
in \( \mathfrak{H} \) is isomorphic with the cohomology "group" with coefficients in \( \mathfrak{H} \) (considered as \( H \)-spaces). It is clear that the above constructions include the ordinary Čech theory.

The following definition will be needed below.

**Definition 2.13.** Let \( A \subset X \), and \( i: A \to X \) an inclusion map. It is assumed that \( A \) is locally closed in \( X \) if \( F \) is a paracompactifying family of supports \([2, p. 139]\). The inclusion map induces an onto map \( i_v^\#: C^p_F(v, \Sigma) \to C^p_{F|A}(v|A, \Sigma) \), where \( v|A = \{v_i|v_i \cap A \neq \emptyset \} \), by the scheme

\[
(2.13a) \quad i_v^\#(f^P)(i_0 \ldots i_p) = f^P(i_0 \ldots i_p),
\]

where \( (i_0 \ldots i_p) \in v|A, f^P \in C^p_F(v, \Sigma) \), and \( F|A = \{B \in F|B \subset A\} \).

Define the relative cochain space by \( C^p_F(v, v|A, \Sigma) = \text{Ker } i_v^\# \). Then, since \( d^p(\text{Ker } i_v^\#) \subset \text{Ker } i_v^\# \), the relative cohomology space \( H^p_F(v, v|A, \Sigma) \) is well defined and inherits a multiplication from \( C^p_F(v, \Sigma) \). Also \( i_v^\# \) induces a map \( i_v^*: H^p_F(v, \Sigma) \to H^p_{F|A}(v|A, \Sigma) \), defined by \( i_v^*(f^p) = \langle f^p, i_v^\# \rangle \), since \( i_v^#d^p = d^p i_v^\# \).

If \( p^{w*}_v = p^{w*}_v | \text{Ker } i_v^* \), then \( \{H^p_F(v, v|A, \Sigma), p^{w*}_v \} \) forms a homotopy-direct system \([5], [6]\) and the relative cohomology space is defined as the limit of this system:

\[
(2.13b) \quad H^p_F(X, A, \mathcal{H}) = \varprojlim \{H^p_F(v, v|A, \Sigma), p^{w*}_v \}.
\]

### 3. Axioms for sheaf cohomology theory.

The above cohomology theory satisfies Cartan's axioms \([3]\) for a sheaf cohomology theory in the setting for sheaves of \( H \)-spaces. Such a theory is made clear by the following definition.

**Definition 3.1.** A cohomology theory with coefficients in a sheaf of \( H \)-spaces is a covariant \( \delta \)-functor \([7, p. 40]\) from the category of sheaves of \( H \)-spaces on a given space to the category of \( H \)-spaces and \( H \)-maps which satisfies the following axioms:

I. \( H^0_F(X, \mathcal{H}) \) contains a copy of \( S_F(X, \mathcal{H}) \) as a sub-\( H \)-space.

II. If \( 0 \to \mathcal{H}' \xrightarrow{\alpha} \mathcal{H} \xrightarrow{\beta} \mathcal{H}'' \to 0 \) is an exact sequence of sheaves of \( H \)-spaces on \( X \) (see 3.2 below), then the sequence

\[
\cdots \to H^p_F(X, \mathcal{H}'') \xrightarrow{\delta^*} H^{p+1}_F(X, \mathcal{H}') \xrightarrow{\alpha^*} H^{p+1}_F(X, \mathcal{H}) \xrightarrow{\beta^*} \cdots
\]

is exact (i.e. \( \text{Im } \delta^* \cong \text{Ker } \alpha^* \)).

III. \( H^p_F(X, \mathcal{H}) = 0 \) if \( \mathcal{H} \) is a fine sheaf (see Definition 3.2 below) and \( p > 0 \).

**Definition 3.2.** A sequence of sheaves of \( H \)-spaces is exact iff the image of one map is isomorphic with the kernel of the map which follows in the sequence (recall 1.3), that is, the sequence

\[
\cdots \to H_{i-1} \xrightarrow{\alpha_{i-1}} H_i \xrightarrow{\alpha_i} H_{i+1} \to \cdots
\]

is exact iff \( \text{Im } \alpha_{i-1} \cong \text{Ker } \alpha_i \), where \( \text{Ker } \alpha_i = \{a \in H_i | \alpha_i(a) \cong 0 \} \), and
Im $\alpha_{i-1} = \{a \in H_i | a \cong \alpha_{i-1}(b)\}$ ($\alpha_i$ as defined in 1.3). An exact sequence of $H$-spaces is defined similarly.

A sheaf of $H$-spaces $H$ is fine iff for each fine covering of $X$ ($X$ locally compact [2, p. 141]) or locally finite cover of $X$, $\{v_i\}$, [7, p. 74], there exist sheaf maps $\alpha_i: H \rightarrow H$ (1.3) such that

(3.2a) $|\alpha_i| \subset v_i,$

(3.2b) $\circ \alpha_i \cong 1_H.$

It is clear if $1: H \rightarrow H$ is the identity map, then $1^*: H^p_F(X, H) \rightarrow H^p_F(X, H)$ is an $H$-isomorphism. Also, if $H' \xrightarrow{\alpha} H \xrightarrow{\beta} H''$ then $\beta^* \alpha^* = (\beta \alpha)^*: H^p_F(X, H') \rightarrow H^p_F(X, H'').$

In contrast to the usual situation the following relation holds.

**Theorem 3.3.** $H^0_F(X, H) \supset S_F(X, H)$ as a sub-$H$-space.

**Proof.** It is assumed $H^0_F(X, H)$ is trivial for $p < 0$, therefore $H^0_F(v, \Sigma) = \text{Ker } d^0$. Clearly every section $s \in S_F(X, H)$ determines a cocycle in $H^0_F(v, \Sigma).$ Thus $S_F(X, H) \subset H^0_F(X, \Sigma)$ (2.1).

In order to obtain a stronger relation, additional assumptions must be made on the sheaf space, i.e. the way the stalk structures connect to each other topologically. Thus in the case of sheaves (of algebraic structures) the local maps may be pieced together to obtain a global map or section of $X$ using the discreteness of the stalks.

**Theorem 3.4.** Let $0 \rightarrow H' \xrightarrow{\alpha} H \xrightarrow{\beta} H'' \rightarrow 0$ be an exact sequence of sheaves of $H$-spaces on $X$, then there exists a map $\delta^p: H^p_F(X, H'') \rightarrow H^{p+1}_F(X, H')$ such that the sequence

$$\cdots \rightarrow H^p_F(X, H'') \xrightarrow{\delta^p} H^{p+1}_F(X, H') \xrightarrow{\alpha^*} H^{p+1}_F(X, H) \xrightarrow{\beta^*} \cdots$$

is exact.

**Proof.** Let $\nu = \{v_i\}$ be an open cover of $X$ and $N = \bigcap_{m=0}^q v_{i_m} \neq \emptyset$. Clearly $\alpha^#$ and $\beta^#$ commute with the differentials (2.2).

$$0 \rightarrow C^p_F(v, \Sigma') \xrightarrow{\alpha^#} C^p_F(v, \Sigma) \xrightarrow{\beta^#} C^p_F(v, \Sigma'') \rightarrow 0$$

$$\begin{array}{c}
0 \rightarrow C^{p+1}_F(v, \Sigma') \xrightarrow{\alpha^#} C^{p+1}_F(v, \Sigma) \xrightarrow{\beta^#} C^{p+1}_F(v, \Sigma'') \rightarrow 0
\end{array}$$

If $(f^p) \in H^p_F(v, \Sigma''),$ define the connecting map $\delta^p$ by
\( \delta^P\langle f^P \rangle = \langle \delta^P f^P \rangle = \langle \alpha^{#-1} d^P \beta^{#-1} f^P \rangle. \)

That the map \( \delta^P \) is well defined follows below and \( \delta^P \) commutes with the connecting maps of the homotopy-direct system.

Let \( g_1^P, g_2^P \in \beta^{#-1}(f^P) \), then

\[
d^P(g_1^P \circ g_2^P) = d^P g_1^P \circ d^P g_2^P \simeq d^P \alpha^{#} h^P \simeq \alpha^{#} d^P h^P
\]

for some \( h^P \in C_u^P(v, \Sigma) \), since \( g_1^P \circ g_2^P \in \text{Ker } \beta^{#} \). Thus

\[
(d^P g_1^P \circ d^P g_2^P) \circ (\alpha^{#} d^P h^P) \simeq d^P g_1^P \circ u(d^P g_2^P \circ \alpha^{#} d^P h^P) \simeq \theta^P + 1,
\]

or \( \langle \alpha^{#-1} d^P g_1^P \rangle = \langle \alpha^{#-1} d^P g_2^P \rangle \in H_{\alpha}^{P+1}(v, \Sigma) \).

The map \( \delta^P \) is natural by a straightforward argument which is omitted here (see [5]).

A long exact sequence results:

\[
\cdots \rightarrow H_{\alpha}^P(v, \Sigma) \xrightarrow{\delta^*} H_{\alpha}^{P+1}(v, \Sigma') \xrightarrow{\alpha^*} H_{\alpha}^{P+1}(v, \Sigma) \xrightarrow{\beta^*} \cdots.
\]

Exactness at \( H_{\alpha}^P(v, \Sigma) \) is demonstrated here with the other two cases following by similar arguments [5].

Let \( \langle f^P \rangle \in \text{Im } \beta^* \), then \( \langle f^P \rangle = \beta^* (\langle g^P \rangle) = \langle \beta^* g^P \rangle \), and

\[
\delta^* (\langle f^P \rangle) = \langle \delta^P f^P \rangle = \langle \alpha^{#-1} d^P \beta^{#-1} f^P \rangle = \langle \alpha^{#-1} d^P g^P \rangle = \langle \theta^P + 1 \rangle,
\]

or \( \text{Im } \beta^* \subset \text{Ker } \delta^* \).

Let \( \langle f^P \rangle \in \text{Ker } \delta^* \), then \( \delta^* (\langle f^P \rangle) = \langle \delta^P f^P \rangle = \langle \theta^P + 1 \rangle \). But \( \delta^P f^P = \alpha^{#-1} d^P \beta^{#-1} f^P \), so \( g^P \in \beta^{#-1} f^P \) has the property that \( \beta^* (\langle g^P \rangle) = \langle f^P \rangle \).

By passing to the limit of the exact sequences (3.4b) one obtains the desired exact sequence.

**Theorem 3.5.** \( H_{\alpha}^P(X, H) \) is trivial for \( p > 0 \) if \( H \) is fine.

**Proof.** Let \( \nu = \{v_i\} \) be a fine cover (or locally finite cover) (3.2), \( \{\alpha_i\} \) a set of sheaf maps with supports in \( \{\overline{v}_i\} \) (3.2a), and \( \{\alpha'_i\} \) the induced maps on the space of sections (1.3).

Define a map \( D: C_F^P(v, \Sigma) \rightarrow C_{F}^{P-1}(v, \Sigma) \), by

\[
(Df^P)(i_0 \ldots i_{p-1}) = \bigcirc_{j \in \pi} \alpha'_j(f^P(ji_0 \ldots ji_{p-1})),
\]

where \( \pi \) is a finite set. Then if \( x \in \bigcap_{m=0}^{p-1} v_{i_m} \backslash w_i \), \( (Df^P)(i_0 \ldots i_{p-1})(x) \simeq \theta x \).

Note that \( |\alpha'_j| \subseteq |s| \) for all \( s \in S(X, H) \), thus \( |Df^P| \subseteq |f^P| \). Combining the maps \( D \) and \( d \) one obtains

\[
d^{P-1}Df^P(i_0 \ldots i_p) = \bigcirc_{k=0}^{P} (i)^N_N k \bigg( \bigcirc_{j \in \pi} \alpha'_j f^P(ji_0 \ldots k \ldots ji_p) \bigg),
\]
In order to obtain nontrivial results \( f \) must take on the values \( i_0 \ldots i_p \). Combining (3.5b) and (3.5c) one obtains

\[
(3.5d) \quad (d^{p-1} D \circ Dd^p)f^p(i_0 \ldots i_p) \simeq \bigoplus_{n=0}^p \alpha_n^i f^p(i_0 \ldots i_p) \simeq f^p(i_0 \ldots i_p).
\]

Thus \( \text{Ker } d^p \simeq \text{Im } d^{p-1} \) and \( H^p_F(v, \Sigma) \) is trivial as an \( H \)-space.

4. Excision. As an application of the above theory an excision theorem is proved (recall 2.13).

**Theorem 4.1.** If \( U \subset X \) is open, \( \overline{U} \) is contained in the interior of \( A \subset X \), and \( j' : (X \setminus U, A \setminus U) \to (X, A) \) is the inclusion map, then for any family of supports \( F \)

\[
(4.1a) \quad j'^* : H^p_F(X, A, H) \xrightarrow{\sim} H^p_F(X \setminus U, A \setminus U, H).
\]

**Proof.** Let \( \nu \) be an open cover of \( X \) and \( \omega = j^{-1}(\nu) \) an open cover of \( X \setminus U \). Let \( v \) and \( w \) be the corresponding nerves of the covers \( \nu \) and \( \omega \). The covers of \( X \) are assumed to satisfy: \( v_k \cap U \neq \emptyset \) implies \( v_k \subset A \). Such a collection of covers is cofinal in the collection of all open covers of \( (X, A) \) [11, p. 243].

The following diagram is determined:

\[
\begin{array}{ccc}
0 & \to & C_p^F(v, v|A, \Sigma) \xrightarrow{\eta^\#_v} C_p^F(v, \Sigma) \xrightarrow{i^\#_v} C_p^F|A(v|A, \Sigma) \to 0 \\
& & \downarrow{j'_v} \\
0 & \to & C_p^F(w, w|A, \Sigma) \xrightarrow{\eta^\#_w} C_p^F(w, \Sigma) \xrightarrow{i^\#_w} C_p^F|A(w|A, \Sigma) \to 0
\end{array}
\]

The rows are exact by 2.13, square I commutes and square II commutes up-to-homotopy. The maps \( i^\#_v \) and \( j^\#_v|A \) are isomorphisms since \( j(i_0 \ldots i_p) = (i_0 \ldots i_p) \) for all \( (i_0 \ldots i_p) \in w(p) \).

The map \( j'^\#_v \) is onto, since \( \eta^\#_w j'^\#_v = j^\#_v \eta^\#_v \), and satisfies

\[
C_p^F(v, v|A, \Sigma) \simeq j^\#_v \eta^\#_v C_p^F(v, v|A, \Sigma) = \eta^\#_w j'^\#_v C_p^F(v, v|A, \Sigma) \simeq j'^\#_v C_p^F(v, v|A, \Sigma).
\]

Thus \( j'^* \) is an isomorphism and \( j'^* \) is an \( H \)-isomorphism.
5. Homotopy.

**Definition 5.1.** If \( f: X \to Y \) and \( H \) is a sheaf of \( H \)-spaces on \( Y \), then the **inverse image sheaf** on \( X \), \( f^*H \), is defined as the subset of \( X \times H \) which satisfies the matching condition \( f(x) = p(a) \), where \( p: H \to Y \) is the projection map. Note that \( (f^*H)_x \approx H_{f(x)} \) as \( H \)-spaces. An \( f \)-cohomorphism \( f^*: H \to f^*H \) is determined by this stalk isomorphism.

**Definition 5.2.** If \( f: X \to Y \) and \( H \) is a sheaf of \( H \)-spaces on \( Y \), then \( f \) induces a map

\[
(f^*)^q: C^q(w, \Sigma) \to C^q(f^{-1}(w), \Sigma')
\]

by the rule \( f^*g^q(i_0 \ldots i_q) = g^q(i_0 \ldots i_q) \), where \( g^q \in C^q(w, \Sigma), (i_0 \ldots i_q) \in f^{-1}(w) \) (and thus \( (i_0 \ldots i_q) \in w \)), and \( \Sigma' = \{S(U, f^*H), r_{U^f} \} \). It is clear that \( f^* \) is an \( H \)-homomorphism, \( |f^*g^q| = |g^q| \) (see 2.1), and it may be easily shown that \( df^* \approx f^*d \).

Define an \( H \)-homomorphism

\[
f^*: H^q(w, H) \to H^q(f^{-1}(w), H')
\]

(5.2c) defined as the homotopy-direct limit of the system of maps \( \{f^*_w\} \). Clearly if \( f = 1: X \to X \) then \( f^* \) is the identity homomorphism, and if \( X \to Y \to Z \), then \( (gf)^* = f^*g^* \) (cf. 3.2).

Let \( q: X \times I \to X \) be the projection on the first element, and if \( t \in I \) let \( i_t: X \to X \times I \) be the inclusion defined by \( i_t(x) = (x, t) \).

**Theorem 5.3.** If \( H \) is a sheaf of \( H \)-spaces on the space \( X \) and \( q \) and \( i_t \) are the maps defined above, then \( i_t^*: H^*_F \times_I(X \times I, H \times I) \to H^*_F(X, H) \) is an \( H \)-isomorphism and is independent of \( t \in I \).

**Proof.** Note that \( q^*H = H \times I \) in view of 5.1. If \( \omega \) is an open cover of \( X \), then \( \omega \times I = q^{-1}(\omega) \) is a cover of \( X \times I \) and \( q \) induces the map \( q^*: C^q_F(w, \Sigma) \to C^q_F(w \times I, \Sigma') \), where \( \Sigma' = \{S(U, q^*H), r_{U^f} \} \). This induced map is an \( H \)-isomorphism in view of 5.2. Thus \( q^* \) is an \( H \)-isomorphism, and since \( qi_t = 1 \), \( i_t^*q^* = (q i_t)^* = 1^* \), and the map \( i_t^* \) is an \( H \)-isomorphism independent of \( t \in I \).
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