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ABSTRACT. Consider an entire function \( f \) which is a solution of the differential equation

\[ [c_0(z) + c_1(z)D + \ldots + c_m(z)D^m](f^n) = P(f, f', \ldots, f^{(k)}) \]

where \( c_i(z) \) are entire functions in a differential ring \( R \) and \( P \) is a polynomial in a differential field related to \( R \). We prove the following

THEOREM. If \( f \) satisfies the equation above then \( f \) is of finite type in case \( R = \mathbb{C} \) and of finite exponential order in case \( R = \mathbb{C}[z] \).

We use this result to prove a conjecture made in [2] that entire functions of order \( \rho < s \), all of whose derivatives at \( s \) points are integers in an imaginary quadratic number field, must be solutions of linear differential equations with constant coefficients and therefore of order \( \leq 1 \).

1. Introduction. In this paper we consider entire functions \( f(z) \) which satisfy differential equations of the form

\[ L(f^n) = P(f, f', \ldots, f^{(k)}) \]

where \( L \) is a linear differential operator

\[ L = c_0(z) + c_1(z)D + \ldots + c_m(z)D^m \]

with \( c_i(z) \) entire functions in a differential ring \( R \) and \( P(x_0, x_1, \ldots, x_k) \) a polynomial in \( F[x_1, \ldots, x_k] \) where \( F \) is a differential field of meromorphic functions related to \( R \) in the manner described below, and \( \text{deg} P < n \).

1.2. DEFINITION. A growth ring \( \mathcal{M}_R \) of a ring of entire functions \( R \) is a semiring (closed under addition and multiplication) of functions \( M(r) \) so that for each \( g \in R \) there exists an \( M(r) \in \mathcal{M}_R \) such that
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\[ M(r, g) = \max_{|z| = r} |g(z)| \leq M(r); \quad 0 \leq r < \infty. \]

A growth ring \( M_F \) for a field of meromorphic functions \( F \) is a semiring of functions \( M(r) \) so that for every \( h \in F \) there exist entire functions \( h_1, h_2 \) and a function \( M(r) \in M_F \) so that \( h = h_1/h_2 \) and \( \max\{M(r, h_1), M(r, h_2)\} \leq M(r) \), \( 0 \leq r < \infty \).

We now assume that the field \( F \) above is related to \( R \) by having a growth ring

\[ (1.3) \quad M_F = \left\{ \sum_{i=1}^{N} C_{i1} \exp(C_{i2} r M_i(r)) \mid M_i(r) \in M_R, \ C_{i1}, C_{i2} > 0 \right\}. \]

In §3 we shall see that all entire functions \( h \) which satisfy a homogeneous linear differential equation with coefficients in \( R \) do have an upper bound in \( M_F \) defined by (1.3).

Our main result is the following.

1.4. Theorem. If \( f \) satisfies (1.1) and \( R \) is either \( \mathbb{C} \), the ring of complex constants, or \( \mathbb{C}[z] \), the ring of polynomials, then \( M(r, f) \) has an upper bound in \( M_F \). That is, \( f \) is of finite exponential type in case \( R = \mathbb{C} \) and of finite exponential order in case \( R = \mathbb{C}[z] \).

In §2 we prove Theorem 1.4 in the case \( R = \mathbb{C} \), and apply the result to prove a conjecture stated by one of us [2] concerning integer valued entire functions. In particular we prove that entire functions of order \( \rho < s \), all of whose derivatives at \( s \) points are integers in an imaginary quadratic number field, must be solutions of linear differential equations with constant coefficients and therefore satisfy \( \rho \leq 1 \). The result in §2 has also been used by one of us [4] to characterize completely those differential rings, \( R \), of meromorphic functions which are finite dimensional modules over the ring of linear differential operators with constant coefficients. That is, there exists an \( n \) so that for any \( n + 1 \) functions \( f_0, f_1, \ldots, f_n \) in \( R \) there exist linear differential operators with constant coefficients \( L_0, L_1, \ldots, L_n \) not all 0 so that \( L_0 f_0 + L_1 f_1 + \ldots + L_n f_n = 0 \).

In §3 we prove the case of Theorem 1.4 in which \( R = \mathbb{C}[z] \), the ring of polynomials, to indicate the general method. In §4 we state some proved and conjectured additional results.

2. The case \( R = \mathbb{C} \) and applications to the arithmetic of entire functions. Since the operator \( L \) in (1.1) is in \( \mathbb{C}[D] \) we may assume without loss of generality that \( c_m = 1 \) and hence
If we set \( g = P(f, f', \ldots, f^{(k)}) \) we get

\[
\begin{align*}
L^{-1}g &= h + \exp(\alpha_1 z) \int_0^z \exp((\alpha_2 - \alpha_1)z_1) \, dz_1 \int_0^{z_1} \exp((\alpha_3 - \alpha_2)z_2) \, dz_2 \\
&\quad \cdots \int_0^{z_{m-1}} \exp(-\alpha_m z_m) g(z_m) \, dz_m
\end{align*}
\]

(2.1)

where \( Lh = 0 \).

Now we can choose \( M_R = M_C = R_+ \), the semiring of positive real numbers. The corresponding \( M_F \) is \( \{ \Sigma_{i=1}^n C_{ij} \exp(C_i z) | C_{ij} > 0 \} \). It is clear that \( M(r, h) \) has an upper bound in \( M_F \) and since the coefficients of \( P \) are, by hypothesis, meromorphic functions of bounded exponential type, we get \( g \) an entire function which can be written in the form \( P^*(f, f', \ldots, f^{(k)})g_1 = g^*g_1 \) where \( g_1 \) is a common denominator for the coefficients of \( P \) so that \( P^* \) has entire coefficients with upper bounds in \( M_F \), and \( M(r, g_1) \) has an upper bound in \( M_F \).

In order to obtain an estimate for the maximum of \( 1/g_1 \) on a circle of radius \( r \) we will use the following minimum modulus theorem due to Levin [3, p. 21].

**2.2. Theorem.** Let \( f(z) \) be holomorphic in the disk \( |z| < 2eR \) \((R > 0)\) with \( f(0) = 1 \) and let \( \eta \) be an arbitrary positive number not exceeding \( 3e/2 \). Then inside the disk \( |z| < R \), but outside of a family of excluded open disks the sum of whose radii is not greater than \( 4\eta R \), we have

\[
\ln|f(z)| \geq -H(\eta) \ln M(2eR, f)
\]

for

\[
H(\eta) = 2 + \ln(3e/2\eta).
\]

Let \( \eta < 1/8 \) and choose \( R \) sufficiently large so that \( 2 + 8\eta R < R \). Using Theorem 2.2 there must exist a circle of radius \( R_1 \) with \( R_0 = (1 - 8\eta)R - 2 \leq R_1 < R \) so that the circle \( |z| = R_1 \) does not intersect any of the excluded disks and hence

\[
|g_1(z)| \geq M(2eR, g_1)^{-H(\eta)}
\]

(2.3)

for \( |z| = R_1 \). Choose \( R_1 \) as small as possible. This implies that \( R_1 \leq R_0 + 8\eta R \leq R - 2 \). Now
\[ M(r, g^*) = \max_{|z|=r} \left| \sum_{i_0 + \ldots + i_k < n} a^*_{i_0 \ldots i_k} (z)(f)^{i_0}(f')^{i_1} \ldots (f^{(k)})^{i_k} \right| \]

\[ \leq n^{k+1} \max_{i_0 + i_1 + \ldots + i_k < n} \max_{|z|=r} |a^*_{i_0 \ldots i_k}| (z)(f)^{i_0}(f')^{i_1} \ldots (f^{(k)})^{i_k}| \]

\[ \leq c_1 \exp(c_2 r) \max_{i_0 + \ldots + i_k < n} (M(r, f)^{i_0}M(r, f')^{i_1} \ldots M(r, f^{(k)})^{i_k}). \]

2.5. Lemma. For any nonzero entire function \( f(z) \) and any \( \delta > 0 \) we have

\[ M(r, f^{(k)}) \leq K! M(r, f^{K\delta}) M(r + M(r, f)^{-\delta}, f). \]

Proof. We have

\[ f^{(K)}(z) = \frac{K!}{2\pi i} \oint_{|\xi-z|=M(r,f)^{-\delta}} \frac{f(\xi)}{(\xi-z)^{K+1}} d\xi. \]

Thus, if we choose \( z \) so that \( |z| = r \) and \( |f^{(K)}(z)| = M(r, f^{(K)}) \) we have

\[ M(r, f^{(K)}) = |f^{(K)}(z)| = \left| \frac{K!}{2\pi i} \oint_{|\xi-z|=M(r,f)^{-\delta}} \frac{f(\xi)}{(\xi-z)^{K+1}} d\xi \right| \]

\[ \leq \frac{K!}{2\pi} \cdot 2\pi M(r, f)^{-\delta} \frac{M(r + M(r, f)^{-\delta}, f)}{M(r, f)^{-(K+1)\delta}} \]

\[ = K!M(r + M(r, f)^{-\delta}, f)M(r, f)^{K\delta}. \]

Using the fact that in (2.4) we have \( K \leq k \) and \( i_0 + \ldots + i_k \leq n - 1 \) we get from (2.6) that

\[ M(r, g^*) < c_1 \exp(c_2 r)M(r + M(r, f)^{-\delta}, f)^{n-1}M(r, f)^{k(n-1)\delta}. \]

Since \( g = g^*/g_1 \) and \( M(r, g_1) < c_3 \exp(c_4 r) \) we have

\[ |g_1(z)|^{-1} \leq M(2eR, g_1)^{H(n)} < c_5 \exp(c_6 R) \]

on \( |z| = R_1 \). Combining with (2.7) we get

\[ M(R_1, g) < c_7 \exp(c_8 R)M(R_1 + M(R_1, f)^{-\delta}, f)M(R_1, f)^{k(n-1)\delta}. \]

If we use this estimate of \( g \) in (2.1) we get

\[ M(R_1, f)^n = M(R_1, f^n) \leq M(R_1, h) + c_9 R_1^m \exp(c_{10} R_1)M(R_1, g) \]

\[ \leq c_{11} \exp(c_{12} R)M(R_1 + M(R_1, f)^{-\delta}, f)^{n-1}M(R_1, f)^{k(n-1)\delta}. \]
Here we used the obvious fact that $r^m \leq 2^{m'}$ and the innocuous assumption that $f$ is not identically 0.

We now are in a position to prove Theorem 1.4 for the case $R = \mathbb{C}$. Assume to the contrary that $f$ is not of exponential type and pick $\delta = 1/(2k(n - 1))$. Then (2.9) becomes

$$(2.10) \quad M(R_1, f)^{n-1/2} \leq c_{11} \exp(c_{12} R) M(R_1 + M(R_1, f)^{-\delta}, f)^{n-1}.$$  

Now choose $R$ to be large and so that $M(R_0, f) > c_{11}^4 \exp(4c_{12}(R_0 + 1)/(1 - 8\eta))$ and hence

$$M(R_1, f) > M(R_0, f) > c_{11}^4 \exp(4c_{12}(R_0 + 1)/(1 - 8\eta)) = c_{11}^4 \exp(4c_{12} R)$$

and in addition $M(R_1, f) > 2^{4(n-1)/5} > 2^{1/\delta}$. Then (2.10) yields

$$M(R_1, f)^{n-3/4} \leq M(R_1 + M(R_1, f)^{-\delta}, f)$$

or

$$M(R_1, f)^{1 + 1/4(n-1)} \leq M(R_1 + M(R_1, f)^{-\delta}, f)$$

$$(2.11) \quad \leq M(R_1 + \frac{1}{2}, f) \leq M(R_2, f)$$

where $R_2 \geq R_1 + \frac{1}{2}$ is the least radius so that the circle $|z| = R_2$ does not intersect any of the excluded open disks in the inequality (2.3) for $g_1$. Such a radius, $R_2 < R - 1$, must exist since the sum of the diameters of the excluded disks is $\leq 8\eta R$.

Now using (2.7) and (2.3) for $|z| = R_2$ we have (2.8) with $R_1$ replaced by $R_2$ and (2.11) becomes

$$(2.12) \quad M(R_2, f)^{1 + 1/4(n-1)} \leq M(R_2 + M(R_2, f)^{-\delta}, f),$$

and therefore

$$M(R_1, f)^{1 + 1/4(n-1)} \leq M(R_2, f)^{1 + 1/4(n-1)}$$

$$(2.13) \quad \leq M(R_2 + M(R_2, f)^{-\delta}, f).$$

Thus

$$M(R_2, f)^{\delta} \geq M(R_1, f)^{\delta(1 + 1/4(n-1))}$$

$$(2.14) \quad \geq 2^{4(n-1)/5 \delta (1 + 1/4(n-1))} \geq 2^2.$$

Thus
\[ M(R_1, f)^{(1+1/4(n-1))^2} \leq M(R_2 + 1/2^2) \leq M(R_3, f) \]

where \( R_3 \geq R_2 + 1/4 \) is selected in a way analogous to the method of selection for \( R_2 \). Repeating this process gives us

\[ (2.15) \quad M(R_1, f)^{(1+1/4(n-1))^N} \leq M(R_N, f) \leq M(R, f) \]

for all \( N = 1, 2, \ldots \) which is impossible since the left-hand side tends to infinity while the right-hand side remains bounded by \( M(R, f) \).

In [2, Theorem 2.1] it was shown that, if \( R_\rho \) is the ring of entire functions of order \( \leq \rho \) which at the \( s \) points \( z_\sigma; \sigma = 1, 2, \ldots, s \), have Gaussian integral derivatives of all orders and if \( \rho < s \), then for every \( t \) functions \( f_\tau; \tau = 1, \ldots, t \), in \( R_\rho \) with

\[ t > s \left( \left( \frac{s-1}{s-\rho} \right)^2 - 1 \right) \]

there exist linear differential operators \( L_\tau \in \mathbb{Z}[i, D] \) with Gaussian integral coefficients not all 0 such that

\[ (2.16) \quad \sum_{\tau=1}^{t} L_\tau f_\tau = 0. \]

Thus, if \( f \in R_\rho \) we can apply (2.16) to the functions \( f^\tau; \tau = 1, \ldots, t \), and obtain a differential equation

\[ (2.17) \quad \sum_{\tau=1}^{t} L_\tau f^\tau = 0. \]

If \( n \) is the maximal index in (2.17) for which \( L_n \neq 0 \) we get

\[ (2.18) \quad L_n f^n = -\sum_{v=1}^{n-1} L_v f^v, \]

which is an equation of type (1.1) with \( R = \mathbb{C} \).

Hence, by what we have just proved, the function \( f \) must be of bounded exponential type.

2.19. Theorem. An entire function which together with all its derivatives has Gaussian integral values at \( s \) points is either of bounded exponential type or of order \( \rho > s \).

As was shown in [2] this gap in the order of such integral valued functions is the correct gap in the sense that for each \( \rho > s \) the set of functions in \( R_\rho \) of order \( \rho \) is of the power \( 2^{\mathbb{N}_0} \) while, for certain choices of \( z_1, \ldots, z_s \),
there do exist functions of bounded exponential type which are infinitely
Gaussian integral valued at these points. Combining Theorem 2.19 with The-
orem 2.1 of [2] we get

2.20. Theorem. If \( \rho < s \) then every function of order \( \rho \) which has Gaussian integral derivatives of all orders at \( s \) points is the solution of a linear differential equation with Gaussian integral coefficients, and hence is either an exponential polynomial or a polynomial.

If we restrict attention to rationally integral valued functions, we get, from [2, §4],

2.21. Theorem. If \( s > 1 \) and there exists a nonconstant entire function \( f(z) \) of order \( \rho < s \) which has rationally integral derivatives of all orders at the points \( z_1 = 0, z_2, \ldots, z_s \) then there are only the following possibilities:

1. \( z_2, \ldots, z_s \) are rational and \( f(z) \) is a polynomial with rational coefficients.

2. \( z_2, \ldots, z_s \) are logarithms of rational numbers and \( f(z) \) is a polynomial with rational coefficients in \( e^z \) and \( e^{-z} \).

3. \( z_2, \ldots, z_s \) are of the form \( (\cosh^{-1}\sqrt{1 + dr^2})/\sqrt{d} \) where \( r \) is rational and \( \sqrt{1 + dr^2} \) is rational. Here \( d \) is a (square free) integer and \( f(z) \) is a polynomial with rational coefficients in \( \cosh\sqrt{dz} \) and \( (\sinh\sqrt{dz})/\sqrt{d} \).

It is easy to see that there are functions of the form \( Az, Ae^z \) and \( A \cosh\sqrt{dz} \) which are infinitely integral valued at \( z_1, \ldots, z_s \) in cases 1, 2 and 3 respectively.

Theorem 2.21 is interesting in showing a type of analytic dependence of the points \( z_1, \ldots, z_s \) which in a natural way generalizes the property of belonging to a fixed algebraic number field. We could have obtained very similar results with restrictions of values to elements of a general algebraic number field \( K \). For general \( K \) we will need as many analytic functions as we have Archimedean valuations on \( K \) and we defer the details for a later paper. The case in which \( K \) has only one Archimedean valuation, that is an imaginary quadratic number field, can be settled by the methods used in [2] for \( Q(i) \).

In the case \( K = Q(i) \) Theorem 2.21 becomes

2.22. Theorem. If \( s > 1 \) and there exists a nonconstant entire function \( f(z) \) of order \( \rho < s \) which has Gaussian integral derivatives of all orders at the points \( z_1 = 0, z_2, \ldots, z_s \) then there are only the following possibilities:

1. \( z_2, \ldots, z_s \in Q(i) \) and \( f(z) \in Q(i)[z] \).

2. \( z_2, \ldots, z_s \) are logarithms of Gaussian rationals and \( f(z) \in Q(i)[e^z, e^{-z}] \).
3. $iz_2, \ldots, iz_s$ are logarithms of Gaussian rationals and $f(z) \in \mathbb{Q}(i)[e^{iz}, e^{-iz}]$.

4. $z_2, \ldots, z_s$ are of the form $(\cosh^{-1} \sqrt{1 + dr^2})/\sqrt{d}$ where $r \in \mathbb{Q}(i)$, $\sqrt{1 + dr^2} \in \mathbb{Q}(i)$, $d \in \mathbb{Z}(i)$, $d$ square free in $\mathbb{Z}(i)$, and $f(z) \in \mathbb{Q}(i)[\cosh \sqrt{dz}, \sqrt{d} \sinh \sqrt{dz}]$.

It may be worthwhile to contrast these results with those of E. Bombieri [1], where the differential ring of meromorphic functions of several variables is postulated to be finitely generated over an algebraic number field $K$ and to contain transcendental functions. Then, under suitable growth conditions of the functions, it is possible to deduce conditions on the points at which the functions assume values in $K$.

In our investigation we start from functions satisfying growth conditions and arithmetic conditions at certain points and derive the property that their ring is differential and finitely generated from those conditions.

3. The case $R = \mathbb{C}[z]$. We shall once again set $g = P(f, f', \ldots, f^{(k)})$ in (1.1) and if we consider (1.1) to be a nonhomogeneous differential equation with polynomial coefficients we can replace it by the system of equations $w_1 = f^n, w_2' = w_2, w_2' = w_3, \ldots, w_{m-1}' = w_m, C_m w_m' = g - C_0 w_1 - \ldots - C_{m-1} w_m$, which gives us the matrix equation

$$w' = A(z)w + B(z)$$

where

$$A(z) = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{C_0}{C_m} & \frac{C_1}{C_m} & \frac{C_2}{C_m} & \ldots & -\frac{C_{m-1}}{C_m}
\end{pmatrix},$$

$$B(z) = \begin{pmatrix}
0 & 0 & \ldots & 0 & g/C_m
\end{pmatrix}^T,$$

where $^T$ denotes transpose. If $C_m$ is a constant we may choose $C_m = 1$, if not then $|C_m(z)| \geq 1$, $z$ sufficiently large. In either case there exists an $a$ so that $|C_m(z)| \geq 1$ for $|z| > a$. Now for each $|z| > a$ we pick a path $P(z)$ consisting of the arc $ae^{i\theta}$, $0 \leq \theta \leq \arg z$, followed by the segment $tz$, $a/|z| \leq t \leq 1$. In order to estimate the magnitude of the solutions of (4.1) we apply the succes-
sive approximations procedure

\[ \phi_{k+1}(z) = \psi + \int_a^z A(t) \phi_k(t) \, dt + \int_a^z B(t) \, dt \]

where \( \psi \) is a constant vector and integration is along \( P(z) \).

If we let \( \phi_0 = 0 \) then

\[ \phi_1(z) = \phi_0(z) = \psi + \int_a^z B(t) \, dt \]

and if, for any matrix function \( E(t) \), we let the maximum value of the norm, \( |E(t)| \), of \( E(t) \) as \( t \) varies over \( P(t) \) be \( M(t, E) \) we have

\[ |\phi_2 - \phi_1| = \left| \int_a^z A(t) (\phi_1(t) - \phi_0(t)) \, dt \right| \leq \int_a^z M(t, A) M(t, \phi_1) \, dt \]

\[ \leq M(z, A) M(z, \phi_1) \int_a^z |dt| \leq M(z, A) M(z, \phi_1) l(z) \]

where \( l(z) \) is the length of the path \( P(z) \) and the norm used on vectors and matrices is the \( L_1 \)-norm.

Now

\[ |\phi_3 - \phi_2| = \left| \int_a^z A(t) (\phi_2(t) - \phi_1(t)) \, dt \right| \]

\[ \leq \int_a^z |A(t)| |\phi_2(t) - \phi_1(t)| \, dt \leq \int_a^z M(t, A)^2 M(t, \phi_1) l(t) \, dt \]

\[ \leq M(z, A)^2 M(z, \phi_1) \int_a^z l(t) \, dt = M(z, A)^2 M(z, \phi_1) l^2(z) / 2l. \]

Iterating this method we get

\[ |\phi_{k+1} - \phi_k| \leq M(z, \phi_1) (l(z) M(z, A))^k / k!. \]

We write

\[ |\phi_j(z)| = \left| \sum_{k=0}^{j-1} (\phi_{k+1}(z) - \phi_k(z)) \right| \]

\[ \leq M(z, \phi_1) \sum_{k=0}^{j-1} \frac{(l(z) M(z, A))^k}{k!} < M(z, \phi_1) \exp(l(z) M(z, A)). \]

We let \( N(r, E) = \max_{|z|=r} M(z, E) \) and we have

\[ |\phi_j(z)| \leq N(r, \phi_1) \exp(2rN(r, A)). \]
where \( r = |z| \). Assume \( r > 6a \) so that \( l(z) \leq 2\pi a + r - a < 2r \). It follows then that

\[
|\vec{w}(z)| \leq N(r, \varphi_1) \exp(2rN(r, A))
\]

where \( \vec{w} \) is a solution vector for (4.1) and therefore

\[
(3.2) \quad M(r, f)^n = M(r, f^n) \leq N(r, \varphi_1) \exp(2rN(r, A)).
\]

Now we can choose \( M_R = M_{C[z]} \) to be the semiring of functions \( M(r) \) of the form \( M(r) = cr^p; c, p \geq 0, p \) an integer. The corresponding \( M_F \) is

\[
M_F = \left\{ \sum_{i=1}^{N} c_{ij} \exp(c_{ij}r^p) \mid c_{ij} > 0, p \geq 1, p \text{ an integer} \right\}.
\]

If we repeat the argument and the values \( R_0, R_1 \) and \( R \) used in §2 to obtain (2.8) with the upper bounds chosen from \( M_F \) above we get the inequality

\[
(3.3) \quad M(R_1, g) < c_1 \exp(c_2 R^p)M(R_1 + M(R_1, f)^{-5}, f)^{n-1}M(R_1, f)^{k(n-1)\delta}.
\]

Since \( |L(z)| = |g(z)/C_m(z)| \) and \( |C_m(z)| \geq 1 \) if \( |z| = r \geq a \) we have \( M(z, \varphi_1) < c_3rM(r, g); |z| = r. \) This gives us \( N(r, \varphi_1) < c_3rM(r, g) \). We also have

\[
|4(z)| < c_4r^q \text{ if } r \geq a \text{ and therefore } N(r, A) < c_4r^q \text{ so that (4.2) becomes}
\]

\[
(3.4) \quad M(R_1, f)^n \leq c_5 \exp(c_6 R^j)M(R_1 + M(R_1, f)^{-5}, f)^{n-1}M(R_1, f)^{k(n-1)\delta}
\]

where \( j \) is an integer \( \geq 1 \), and we have again used the fact that \( r < 2r \) and the assumption that \( f \) is not identically zero.

We can now prove Theorem 1.4 for the case \( R = C[z] \). Assume that \( f(z) \) is not of finite order. Choose \( \delta = 1/(2k(n - 1)) \) so that (3.4) becomes

\[
(3.5) \quad M(R_1, f)^{n-1/2} \leq c_7 \exp(c_8 R^j)M(R_1 + M(R_1, f)^{-5}, f)^{n-1}.
\]

Now if \( f \) is not of finite order we choose a large \( R \) so that the corresponding \( R_0 = (1 - 8\eta)R - 2 \) satisfies

\[
M(R_1, f) > M(R_0, f) \geq c_7^4 \exp(4c_8(R_0 + 2)/(1 - 8\eta))^j = c_7^4 \exp(4c_8 R^j)
\]

and at the same time

\[
M(R_1, f) > 2^4(n-1)\delta > 2^{1/5}.
\]

As in §2 we now get a sequence of radii \( R_1 < R_2 < \ldots < R \) so that \( R_{i+1}/2^l \leq R_i + 1/2^l \leq R_{i+1} \) and

\[
M(R_1, f)^{(1+1/4(n-1))N} \leq M(R_N, f) < M(R, f)
\]

for all \( N = 1, 2, \ldots, \), a contradiction.
Note that our method has in fact proved that the order of $f$ is no more than the greater of the maximum of the orders of the coefficients of $g = P(f, f', \ldots, f^{(k)})$ and $1 +$ the maximum of the degrees of $C_0, \ldots, C_{m-1}$.

4. Concluding remarks. The results in Theorem 1.4 can be extended to general entire coefficients $C_i(z)$ and polynomials $P(f, f', \ldots, f^{(k)})$ with entire coefficients as long as $C_m$ has only a finite number of zeros in order to yield upper bounds of the form $M_F$.

For general entire $C_m(z)$ and general meromorphic coefficients of the polynomial $P$ the lower bound estimates needed on $C_m^{-1}$ and of the denominator of the coefficients of $P$ lead to new complications and the necessity for delicate estimates which we hope to give in a subsequent paper.

The results in [4] have been extended to rings of meromorphic functions of a non-Archimedean variable [5]. The more general theory developed here should have analogous generalization most likely with analogously sharper results.
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