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ABSTRACT. It is shown that for differential equations of the form $y^{(n)} + p y = 0$ there exist associated sets of systems of nonlinear equations which play a role similar to that of the ordinary Riccati equation in the case $n = 2$. In particular, the existence of continuous solutions of the nonlinear system is equivalent to the absence of certain types of oscillatory solutions of the linear equation. If $p$ is of constant sign, the coefficients of the "Riccati systems" are all nonnegative, and the resulting positivity and monotonicity properties make it possible to obtain explicit oscillation criteria for the original equation.

1. One of the classical techniques employed in the discussion of oscillation problems for linear second-order differential equations consists in replacing the study of the original equation by that of the equivalent Riccati equation. While the linearity of the original problem is sacrificed in this process, the formal structure of the Riccati equation permits—indeed invites—analytic manipulations which were not possible, or at least not apparent, in the original formulation. In fact, as pointed out in E. Hille's fundamental paper on the subject [4], this seeming detour via the Riccati equation may in certain respects be regarded as the "natural" approach to the linear oscillation problem.

In a recent paper [14] it was shown that a similar approach is available for differential equations of the form $x' = Ax$, where $x$ is an $n$-dimensional vector function and $A$ a continuous $n \times n$ matrix. There exists a "Riccati system", i.e., a system of nonlinear differential equations which is equivalent to the original equation if and only if the latter is nonoscillatory in a certain sense, and this connection between the linear and nonlinear systems leads to effective ways of attacking various oscillation problems associated with the original equation. These Riccati systems, incidentally, are not related to the "matrix Riccati equations" [15], [2] which are used in the treatment of second-order vector-matrix equations and which represent a natural extension of the classical formalism.

Since linear $n$th order differential equations are special cases of the equation $x' = Ax$, they can be treated by the methods described in [14]. In fact, this treatment can be considerably simplified because of the particular character of the
matrices $A$ associated with such equations. In [14], some of these simplifications are carried out up to a certain point, but the difficulties mount and it rapidly becomes clear that the proper way of treating an equation of simple build like

\[(1.1) \quad u^{(n)} + q(t)u = 0\]

is not to regard it as a special case of $x' = Ax$, but to take advantage of the special form of the equation. The Riccati system (or rather, as will be seen, the various Riccati systems) associated with equation (1.1) can be easily obtained, and these systems can then be used to derive a variety of explicit, and easily applied, oscillation criteria for the equation.

2. We begin with some general remarks concerning the oscillatory character of equations of the form (1.1). The equation is said to be nonoscillatory on $[0, \infty)$ if none of its solutions has an infinite number of zeros in this interval (unless the contrary is stated, the word “solution” will be used as an abbreviation for “nontrivial solution”). If the equation has a solution with more than $n - 1$ zeros (counting multiplicities) on $[0, \infty)$, then there exists a point $\xi \in (0, \infty)$ such that no solution of (1.1) has more than $n - 1$ zeros on $[0, \xi]$, except for one particular solution which has zeros of order $k$ and $n - k$ $(1 \leq k \leq n - 1)$ at 0 and $\xi$, respectively, and does not vanish in $(0, \xi)$ [9]. $\xi$ is referred to as the point conjugate to 0. If $n > 4$, it is in general difficult to predict the value of $k$, but if the coefficient of the equation is of constant sign there are some values of $k$ which are excluded a priori. For an equation of the form

\[(2.1) \quad u^{(n)} + pu = 0, \quad p > 0,\]

$n - k$ must be odd, and for the equation

\[(2.2) \quad u^{(n)} - pu = 0, \quad p > 0,\]

$n - k$ must be even [9], [13]. In deriving criteria for the existence or nonexistence of conjugate points, equations (2.1) and (2.2) may therefore be replaced by the single equation

\[(2.3) \quad u^{(n)} - (-1)^{n-k}pu = 0, \quad p > 0.\]

An equation which does not have a conjugate point on $[0, b)$—or, equivalently, an equation which does not have a solution with more than $n - 1$ zeros on $[0, b)$—is said to be disconjugate on $[0, b)$. If the interval of disconjugacy is $[0, \infty)$, we shall say, briefly, that the equation is disconjugate. Evidently, disconjugacy implies nonoscillation. For $n = 2, 3, 4$, a nonoscillatory equation of the form (2.1) or (2.2) is ultimately disconjugate, i.e., there exists a $t_0 > 0$ which has no conjugate point in $(t_0, \infty)$ [3], [5]. Whether this is true for $n > 4$ is an open question.
When it is necessary to indicate the multiplicities of the zeros of the solution associated with the conjugate point we shall write $\xi_{k,n-k}$ instead of $\xi$, and we shall refer to it as a "$(k, n - k)$-conjugate point" of $0$ [9]. This concept may be extended to points $\xi$ which are not conjugate points in the original sense, but are defined as the smallest $\xi$ for which there exists a solution with zeros of order $k$ and $n - k$ at $0$ and $\xi$, respectively, where $k$ may be any number in $[1, n - 1]$ which has the correct parity.

Together with the $(k, n - k)$-conjugate point, we shall consider the closely allied concept of the $(k, n - k)$-focal point $\eta = \eta_{k,n-k}$ (associated with the point $0$), defined as the smallest positive number $\eta$ such that (2.1) or (2.2) has a solution for which

$$u(0) = u'(0) = \ldots = u^{(k-1)}(0) = u^{(k)}(\eta) = u^{(k+1)}(\eta) = \ldots = u^{(n-1)}(\eta) = 0.$$  

(2.4)

If the equation does not possess a $(k, n - k)$-focal point in $(0, b)$, it will be said to be $(k, n - k)$-disfocal on $[0, b)$; the statement that the equation is disfocal on $[0, b)$ will mean that it is $(k, n - k)$-disfocal on $[0, b)$ for all $k \in [1, n - 1]$. If $b = \infty$, reference to the interval of disfocality will be omitted. The possible values of $k$ for focal points are the same as for conjugate points: for equation (2.1), $n - k$ must be odd, and for equation (2.2) $n - k$ must be even [13]. As before it is therefore sufficient to consider equation (2.3).

The methods which will be used in the following sections apply to focal points rather than to conjugate points. If it is desired to convert results concerning the presence or absence of focal points into statements about conjugate points—and thus, ultimately, about the zeros of solutions of the equations under consideration—it is necessary to have some information concerning the relations between conjugate and focal points. For $n = 2, 3, 4$, and the interval $[0, \infty)$, the situation is very simple: The equation is disconjugate if and only if it is disfocal [3], [5]. This statement may well be true for $n > 4$ but, in the general case, all we shall show here is that disfocality implies disconjugacy.

**Theorem 2.1.** If equation (2.1) or (2.2) is disfocal, it is also disconjugate. More precisely, if equation (2.3) has a conjugate point $\xi_{k,n-k}$ of $0$, it also has a focal point $\eta_{k',n-k'}$ such that $0 < \eta_{k',n-k'} < \xi_{k,n-k}$, $k' \geq k$.

While we cannot prove the converse of this statement, we have the following two partial results.

**Theorem 2.2.** If equation (2.1) is disconjugate, then it is at least $(n - 1, 1)$-disfocal. More precisely, if the equation has a focal point $\eta_{n-1,1}$, then it also has a conjugate point $\xi_{n-1,1} \in (\eta_{n-1,1}, \infty)$. 
Theorem 2.3. If equation (2.2), for odd n, is disconjugate, then it is at least 
\((1, n - 1)\)-disfocal.

Theorem 2.3 is a direct consequence of Theorem 2.2. The \((k, n - k)\)-con- 
jugate point of (2.1) or (2.3) coincides with the \((n - k, k)\)-conjugate point of the 
adjoint equation (cf. [17, p. 169]), and a similar relation holds for focal points 
[13]. Since, for odd \(n\), \(u^{(n)} + pu = 0\) is the adjoint of \(u^{(n)} - pu = 0\), an appli-
cation of Theorem 2.2 establishes the assertion.

We first prove Theorem 2.1. If a solution \(u\) of (2.3) has \(n\) zeros in \([0, b)\) 
and vanishes at 0 then, by Rolle's theorem, there exist points \(b_1, \ldots, b_{n-1}\) in 
\([0, b)\) such that \(u^{(v)}(b_v) = 0, v = 1, \ldots, n - 1\). Moreover, these points may be 
chosen in such a way that \(0 < b_1 < b_2 < \ldots < b_{n-1} < b\) and \(u^{(v)}(r) \neq 0\) in 
\([0, b_v]\) if \(b_v > 0\). In particular, if \(u\) is the solution associated with \(\xi_{k', n-k}, u\) has a 
zero of order \(k\) at 0 and there exist points \(b_k, \ldots, b_{n-1}\) such that \(0 < b_k < 
\ldots < b_{n-1} < \xi_{k, n-k}, u^{(v)}(b_v) = 0, v = k, \ldots, n - 1\), and \(u^{(v)}(b_v) 
\neq 0\) on \([0, b_v]\). We now pose the extremal problem \(b_{n-1} = \min\) if \(u\) ranges 
over all solutions of (2.3) which have these properties and which are, say, normal-
ized by the condition \([u(0)]^2 + [u'(0)]^2 + \ldots + [u^{(n-1)}(0)]^2 = 1\) (in order to 
exclude the trivial solution). The existence of a solution \(v\) of (2.3) with this extre-
mal property is elementary, and clearly \(v\) has a zero of order \(k'\) (\(k < k' < n - 1\)) 
at 0. Theorem 2.1 will be proved if we can show that the first zeros of \(u^{(k')}, 
u 
(k'+1), \ldots, u^{(n-1)}\) all coincide. Suppose then, to the contrary, that there 
exists an integer \(r \in (k', n - 1)\) such that \(u^{(r)}(b_r) = 0, v^{(n-1)}(b_{n-1}) = 0\) and 
b_r \(\in (0, b_{n-1})\). The possibility \(r = n - 1\) may be excluded, since this would 
violate the extremal property of \(v\). If \(r\) is the largest integer with this property, 
we have \(v^{(r+1)}(b_r) \neq 0\) and this shows that \(v^{(r)}(r)\) changes its sign at the point \(b_r\).

We now define a solution \(V_e\) of (2.3) which has a zero of order \(k'\) at 0 and 
satisfies \(V_e^{(v)}(b_v - \epsilon) = 0, k' < v < n - 1, v \neq r, V_e^{(k')}(0) = v^{(k')}(0)\), where \(\epsilon\) 
is a sufficiently small positive number. Because of the extremal property of \(v, 
V_e\) is uniquely determined, and \(V_e \rightarrow v\) for \(\epsilon \rightarrow 0\). Since \(u^{(r)}\) changes its sign at 
b_r, \(V_e^{(r)}\) will necessarily have a zero in \((0, b_{n-1} - \epsilon)\) if \(\epsilon\) is sufficiently small, and 
this conflicts with the extremal property of \(v\). Hence, a point \(b_r \in (0, b_{n-1})\) such 
that \(u^{(r)}(b_r) = 0, r \in [k', n - 1]\) cannot exist, and the zeros of \(u^{(k')}, \ldots, 
u 
(n-1)\) all coincide. This proves Theorem 2.1.

We now turn to Theorem 2.2. If (2.1) is disconjugate on \([0, \infty)\), then the 
solution \(u\) of (2.1) associated with the focal point \(\xi = n_{n-1,1}\) is positive on 
\((0, \infty)\), provided \(u\) is normalized by \(u^{(n-1)}(0) = 1\). Hence \([u^{(n-1)}] = -pu < 0, 
and it follows from \(u^{(n-1)}(\eta) = 0\) that \(u^{(n-1)}(c) < 0\) for \(c > \eta\). Since
u(t) = \sum_{\nu=0}^{n-2} \frac{u^{(\nu)}(c)}{\nu!} (t-c)^{\nu} + \frac{u^{(n-1)}(c)}{(n-1)!} (t-c)^{n-1} \\
- \frac{1}{(n-1)!} \int_{c}^{t} \rho u(t-s)^{n-1} ds,

this shows that \( u(t) \) will become negative if \( t \) is sufficiently large. Thus, \( u(t) \) must have a zero in \((\eta, \infty)\) and this contradicts our assumption that \( u \) is disconjugate.

We close this section with a remark concerning the applicability of our results to equations

\[
(2.5) \quad u^{(n)} + q(t)u = 0,
\]

whose coefficient functions \( q \) are not assumed to be of constant sign. If we write \( q_+ = \max(q, 0) \) and \( q_- = \min(q, 0) \), we have \( q = q_+ + q_- \) and thus

\[
(2.6) \quad q_- \leq q \leq q_+.
\]

If \( p_1 \leq p_2 \leq p_3 \), the disconjugacy of \( u^{(n)} + p_1 u = 0 \) and \( u^{(n)} + p_3 u = 0 \) implies that of \( u^{(n)} + p_2 u = 0 \) [9], [13]. We may therefore conclude that conditions which guarantee the disfocality (and thus, by Theorem 2.1, the disconjugacy) of the equations \( u^{(n)} + q_+ u = 0 \) and \( u^{(n)} + q_- u = 0 \) (which are of the types (2.1) and (2.2), respectively) also guarantee the disconjugacy of equation (2.5). An application of this remark will be made in §5 (Theorem 5.5).

3. We begin by discussing the case of an \((n-1, 1)\)-focal point, in which the formalism is particularly simple. Since for an equation of the form \( u^{(n)} - pu = 0, \ p > 0 \), such a point is excluded, it is sufficient to consider the equation

\[
(3.1) \quad u^{(n)} + p(t)u = 0, \quad p(t) > 0,
\]

where \( p(t) \) is assumed to be continuous on \([0, \infty)\). If \( u \) is taken to be the solution of (3.1) determined by the initial conditions \( u^{(k)}(0) = 0, \ k = 0, 1, \ldots, n-2, \ u^{(n-1)}(0) = 1 \), and we define the functions \( \sigma_k \) by

\[
(3.2) \quad \sigma_k = u^{(k-1)}/u^{(n-1)},
\]

it follows by differentiation (and utilization of (3.1)), that the \( \sigma_k \) satisfy the nonlinear differential system

\[
(3.3) \quad \sigma'_k = \sigma_{k+1} + p \sigma_1 \sigma_k, \quad \sigma_k(0) = 0, \ k = 1, \ldots, n-1 \quad (\sigma_n \equiv 1).
\]

The initial conditions are a consequence of the fact that \( u^{(n-1)}(0) = 1 \), while \( u^{(k)}(0) = 0 \) for \( k = 1, \ldots, n-1 \). Since the \((n-1, 1)\)-focal point of 0 coincides with the first zero of \( u^{(n-1)} \) in \((0, \infty)\), (3.2) shows that the solutions of (3.3) will be continuous at least up to this focal point. On the other hand, not
all the functions $\sigma_k$ can be continuous beyond this point. According to (3.2) this would imply that, in addition to $u^{(n-1)}$, all the functions $u, u', \ldots, u^{(n-2)}$ vanish at the focal point, i.e., $u$ would reduce to the trivial solution. We thus arrive at the following result.

**Theorem 3.1.** In order that equation (3.1) be $(n - 1, n)$-disfocal on $[0, b)$, it is necessary and sufficient that the solution $(\sigma_1, \ldots, \sigma_{n-1})$ of the nonlinear system (3.3) be continuous on $[0, b)$.

For $n = 2$, (3.3) reduces to the ordinary Riccati equation $\sigma' = 1 + p\sigma^2$ ($\sigma = \sigma_1$) with the initial condition $\sigma(0) = 0$.

The usefulness of the system (3.3) for the treatment of our oscillation problem is due to the fact that the nonnegativity of the coefficients of the system results in certain positivity and monotonicity properties of its solutions. We shall later have occasion to apply similar arguments to more general systems, and we therefore state and prove the required results for systems which are sufficiently general to include all cases which will be encountered.

**Lemma 3.1.** Let $P_r(w_1, \ldots, w_m, t), r = 1, \ldots, m$, be polynomials in the variables $w_1, \ldots, w_m$ whose coefficients are nonnegative and continuous functions on $[0, \infty)$. If the solutions $w_1, \ldots, w_n$ of the system of differential equations

$$w'_r = P_r(w_1, \ldots, w_m, t), \quad w_r(0) = 0, \quad r = 1, \ldots, m,$$

are positive in some interval $0, e]\), $e > 0$, then they remain positive throughout any interval $[0, b)$ in which all of them are continuous.

**Lemma 3.2.** Let $P_r(w_1, \ldots, w_m, t)$ and $P^*_r(w_1, \ldots, w_m, t), r = 1, \ldots, m$, be two sets of polynomials which satisfy the hypotheses of Lemma 3.1. If, for positive $w_1, \ldots, w_m$ and all $t \in [0, b)$,

$$P_r(w_1, \ldots, w_m, t) \leq P^*_r(w_1, \ldots, w_m, t) \quad (r = 1, \ldots, m),$$

and if there exist nonnegative differentiable functions $W_1, \ldots, W_m$ on $[0, b)$ which satisfy the conditions

$$W'_r \geq P^*_r(W_1, \ldots, W_m, t), \quad W_r(0) = 0, \quad r = 1, \ldots, m,$$

then the differential system

$$w'_r = P_r(w_1, \ldots, w_m, t), \quad w_r(0) = 0, \quad r = 1, \ldots, m,$$

has a continuous solution $(w_1, \ldots, w_m)$ on $[0, b)$, and $w_r(t) \leq W_r(t), r = 1, \ldots, m.$
Lemma 3.1 follows from the elementary observation (cf. [1, Chapter IV, §8]) that at the first point $t_0$ in $(\epsilon, b)$ at which one of the functions $w_r$—say $w_p$—vanishes, we would have

$$0 = w_p(t_0) = w_p(\epsilon) + \int_\epsilon^{t_0} P_p \, dt \geq w_p(\epsilon) > 0.$$ 

To prove Lemma 3.2, we solve the system (3.5) by the iteration procedure

\begin{equation}
(3.6) \quad w^{(r+1)}(t) = \int_0^t P_r(w^{(1)}, \ldots, w^{(m)}, s) \, ds, \quad w^{(1)}(t) = W_r(t),
\end{equation}

where the $W_r$ are functions subject to (3.4). For $\nu = 1$, we obtain

$$w^{(2)}(t) = \int_0^t P_r(W_1, \ldots, W_m, t) \, dt, \quad t \in [0, b),$$

and therefore, because of the nonnegativity of $W_1, \ldots, W_m$,

$$0 \leq w^{(2)}(t) \leq \int_0^t P_r(W_1, \ldots, W_m, t) \, dt \leq W_r(t) = w^{(1)}(t).$$

Hence, $w^{(2)}(t) \leq w^{(1)}(t)$ for $r = 1, \ldots, m$. Since the coefficients of the polynomial $P_r$ are nonnegative, the same is true of the coefficients of its multi-Taylor expansion in terms of the variables $w_1, \ldots, w_m$, and this implies that

$$P_r(w_1, \ldots, w_m, t) \leq P_r(w_1^*, \ldots, w_m^*, t)$$

if $w_1 \leq w_1^*, \ldots, w_m \leq w_m^*$. Accordingly, we can infer from

$$w^{(r+1)}(t) - w^{(r)}(t)$$

\begin{equation}
= \int_0^t [P_r(w^{(1)}, \ldots, w^{(m)}, s) - P_r(w^{(r-1)}, \ldots, w^{(m-1)}, s)] \, ds
\end{equation}

that $w^{(r+1)}(t) \leq w^{(r)}(t)$, $r = 1, \ldots, m$, provided that $w^{(r)}(t) \leq w^{(r-1)}(t)$, $r = 1, \ldots, m$. It is also clear from (3.6) that the nonnegativity of the $w^{(r)}$ implies that of the $w^{(r+1)}$. Since, as shown above, $0 \leq w^{(2)}(t) \leq w^{(1)}(t)$, it follows that the sequences of continuous functions $w^{(1)}, w^{(2)}, \ldots$ decrease monotonically and are bounded below by zero. Hence, there exists a set of continuous limit functions $w_1, \ldots, w_m$, which is necessarily a set of solutions of the system (3.5) in $[0, b)$. Finally, the last assertion of Lemma 3.2 follows from the observation that $w_r(t) \leq w^{(1)}(t) = W_r(t)$.

Since the solution $u$ of (3.1) which was used in the definition (3.2) of $\sigma_k$ was defined by the initial conditions $u(0) = u'(0) = \ldots = u^{(n-2)}(0) = 0$, $u^{(n-1)}(0) = 1$, all the functions (3.2) are positive in a small interval $(0, \epsilon]$, $\epsilon > 0$. We may therefore conclude from Lemma 3.1 that the solutions $\sigma_k$ of (3.3) (with the initial conditions $\sigma_k(0) = 0$, $k = 1, \ldots, n - 1$) are positive as long as they are all continuous. If the function $p(t)$ is replaced by a function $q(t)$ such that
p(t) \leq q(t) on [0, \infty), the coefficients of the system (3.3) do not decrease, and
Lemma 3.2 (with equality in (3.4)) becomes applicable. Because of Theorem 3.1,
this leads to the following comparison theorem for equations of the type (3.1).

Theorem 3.2. If \( \eta(p) \) and \( \eta(q) \) are the \((n - 1, 1)\)-focal points associated
with the differential equations \( u^{(n)} + pu = 0, v^{(n)} + qv = 0, 0 < p \leq q, \) respectively,
then \( \eta(q) \leq \eta(p) \).

We next show that Theorem 3.1 can be used to obtain explicit criteria for
the absence of an \((n - 1, 1)\)-focal point on a given interval. For simpler writing,
we formulate these criteria for the interval \((0, \infty)\).

Theorem 3.3. If equation (3.1) is disfocal, then

\[
(3.7) \quad t^v \int_t^\infty p(s)s^{n-1-v}ds \leq \left(\frac{n-1}{v}\right)(n-1)!
\]

for all \( v \in (0, n-1] \) and all \( t \in (0, \infty) \).

Theorem 3.4. If there exists a function \( R(t) \) of class \( C^{n-1}(0, \infty) \) such that
\( R(t) = o(t^{n-2}) \) near \( t = 0, R > 0 \) and

\[
(3.8) \quad \int_t^\infty pRds \leq R^{(n-1)}(t)
\]

for all \( t \in (0, \infty) \), then equation (3.1) is disfocal.

The simplest choice for the function \( R(t) \) in Theorem 3.4 is \( R(t) = t^{n-1-\nu} \),
where \( \nu < 1 \). This leads to the following

Corollary. The conclusion of Theorem 3.4 holds if, for any \( \nu < 1 \) and
all \( t \in (0, \infty) \),

\[
(3.9) \quad t^\nu \int_t^\infty p(s)s^{n-1-\nu}ds \leq \prod_{m=1}^{n-1} (n-\nu).
\]

The precision of (3.7) and (3.9) is indicated by the fact that, for \( 0 < \nu < 1 \),
the left-hand side of the necessary condition (3.7) and the sufficient condition
(3.9) are identical, the two inequalities differing only in the value of the constant
on the right-hand side. We also note that, for \( \nu = 0 \), (3.9) yields the known suf-
ficient condition

\[
(3.10) \quad \int_0^\infty p(s)s^{n-1}ds \leq (n-1)!
\]


We first prove Theorem 3.3. Because of Theorem 3.1, our assumptions imply
that the solution \((\sigma_1, \ldots, \sigma_{n-1})\) of (3.3) is continuous on \([0, \infty)\). For \( p \equiv 0, \)
(3.3) has the solution $\sigma_k^* = [(n - k)!]^{-1} t^{n-k}$, $k = 1, \ldots, n - 1$. Hence, by Lemma 3.2, $\sigma_k \geq \sigma_k^*$, and therefore $\sigma_k \to \infty$ for $t \to \infty$. Moreover, since $\sigma_2 > 0$, (3.3) implies the inequality $\sigma_1' \geq p\sigma_1^2$. Thus, for $0 < \varepsilon \leq 1$,

$$\frac{1}{\varepsilon} \int_{t}^{\infty} \frac{\sigma_1'}{\sigma_1^{1+\varepsilon}} \, ds \geq \int_{t}^{\infty} p\sigma_1^{1-\varepsilon} \, ds,$$

i.e., because of $\sigma_1 \geq [(n - 1)!]^{-1} t^{n-1}$,

$$\frac{1}{\varepsilon} \sigma_1^e \int_{t}^{\infty} p\sigma_1^{1-\varepsilon} \, ds \geq \frac{e(n-1)}{(n-1)!} \int_{t}^{\infty} p\sigma(n-1)(1-\varepsilon) \, ds.$$

Setting $\nu = e(n - 1)$, we obtain (3.7).

To prove Theorem 3.4, we choose a function $R(t)$ whose behavior near $t = 0$ and whose differentiability properties are as indicated in the statement, and we define functions $\tau_k$ by

$$\tau_k = R^{(k-1)}(0) \int_{t}^{\infty} pR \, ds, \quad k = 1, \ldots, n - 1.$$  

Differentiating, we find that

$$\tau_k' = \tau_{k+1} + p\tau_1 \tau_k, \quad k = 1, \ldots, n - 2,$$

$$\tau_{n-1}' = R^{(n-1)}(0) \int_{t}^{\infty} pR \, ds + p\tau_1 \tau_{n-1},$$

where, by (3.11) and the assumption $R(t) = o(t^{n-2})$, $\tau_k(0) = 0$, $k = 1, \ldots, n - 1$. The differential system (3.12) is very similar to the system (3.3), the only difference being that the first term on the right-hand side of the last equation in (3.3) is 1, rather than the expression appearing in (3.12). Since $\sigma_k(0) = \tau_k(0) = 0$, $k = 1, \ldots, n - 1$, an application of Lemma 3.2 shows that the solutions of (3.3) will be continuous on $[0, \infty)$ if $\int_{t}^{\infty} pR \, ds \leq R^{(n-1)}(0)$ for all $t \in (0, \infty)$. The assertion of Theorem 3.4 now follows from Theorem 3.1.

4. The results of the preceding section can be extended to the case of a $(k, n - k)$-focal point, where $k \in [1, n - 1]$ and is otherwise arbitrary. This will be done in §5. In the present section we consider an essentially different nonlinear approach to the problem of characterizing the presence or absence of an $(n - 1, 1)$-focal point. We shall prove

**Theorem 4.1.** For equation (3.1) to be $(n - 1, 1)$-disfocal, it is necessary that the solution of

$$(4.1) \quad T' = 1 + p(t)T^n/(n - 1)(n - 1)!, \quad T(0) = 0,$$

be continuous on $[0, \infty)$, and sufficient that the solution of
(4.2) \[ T' = 1 + p(t)T^n/(n - 1)!, \quad T(0) = 0, \]

be continuous on this interval.

For \( n = 2 \), the equations in both (4.1) and (4.2) coincide with the ordinary Riccati equation. For \( n > 2 \), the two equations are different, and the question arises (but does not seem to be easy to answer) whether the numerical coefficients multiplying \( p(t) \) in (4.1) and (4.2) are the best possible. It may be added here that, considering that these conditions refer to a phenomenon associated with an \( n \)th order equation, it does seem remarkable that the necessary and the sufficient conditions are both expressed in terms of first-order equations which differ only in the magnitude of a numerical coefficient.

The proof will be based on

**Lemma 4.1.** If the solution \((\sigma_1, \ldots, \sigma_{n-1})\) of the system (3.3) is continuous on \([0, b)\), and if we set

\[
(4.3) \quad (n - k)!\sigma_k = \Phi_k^{n-k}, \quad k = 1, \ldots, n - 1, \quad \Phi_k \geq 0,
\]

then

\[
(4.4) \quad \Phi_k \leq \Phi_{k+1}, \quad k = 1, \ldots, n - 2, \quad t \in [0, b).
\]

We note that, as shown before, \( \sigma_k > 0 \) for \( t > 0 \) and that therefore the extraction of the \((n - k)\)th root indicated in (4.3) is possible. We also remark that, as shown by (3.3), \((n - k)!\sigma_k(t) = t^{n-k} + o(t^{n-k})\) near \( t = 0 \). It thus follows from the definition (4.3) that \( \Phi_k = t + o(t) \) near \( t = 0 \) for all \( k \), which points up the precision of the inequalities (4.4).

(4.4) will be proved by an induction argument. Substituting (4.3) in (3.3) and simplifying, we obtain

\[
(4.5) \quad \Phi' = \left( \frac{\Phi_{k+1}}{\Phi_k} \right)^{n-k-1} + \frac{S}{n - k} \Phi_k, \quad \Phi_k(0) = 0, k = 1, \ldots, n - 1, \quad \Phi_n \equiv 1,
\]

where \( S \) is the expression

\[
(4.6) \quad S = p \Phi_1^{n-1}/(n - 1)!.\]

By (4.5),

\[
(\Phi_{k+1} - \Phi_k)' = \left( \frac{\Phi_{k+2}}{\Phi_{k+1}} \right)^{n-k} - \left( \frac{\Phi_{k+1}}{\Phi_k} \right)^{n-k-1}
\]

\[
(4.7) \quad + S \left[ \frac{\Phi_{k+1} - \Phi_k}{n - k} + \frac{\Phi_k}{(n - k)(n - k - 1)} \right].
\]
We wish to show that $\Phi_{k+1} \geq \Phi_k$, provided $\Phi_{k+2} \geq \Phi_{k+1}$. If the latter inequality holds, we have

\[(\Phi_{k+1} - \Phi_k)' \geq 1 - \left(\frac{\Phi_{k+1}}{\Phi_k}\right)^{n-k-1} + \frac{S}{n-k}(\Phi_{k+1} - \Phi_k),\]

since $\Phi_k > 0$, and by (4.6), $S > 0$. If our assertion is false, there must exist an interval $[\alpha, \beta)$ such that $\Phi_{k+1} - \Phi_k = 0$ at $\alpha$ and $\Phi_{k+1} - \Phi_k < 0$ (but not identically zero) in $(\alpha, \beta)$; this becomes evident if it is observed that $\Phi_{k+1} - \Phi_k = 0$ at $0$. By (4.8) this would imply

\[(\Phi_{k+1} - \Phi_k)' \geq \frac{S}{n-k}(\Phi_{k+1} - \Phi_k),\]

i.e., the function

\[(\Phi_{k+1} - \Phi_k)\exp\left\{\frac{1}{n-k}\int_{\alpha}^{t} S\,ds\right\}\]

would be nondecreasing in $[\alpha, \beta)$. Since this function vanishes at $\alpha$, the assumption that it is negative on some subinterval of $(\alpha, \beta)$ has thus led to a contradiction. Hence, $\Phi_{k+1} \geq \Phi_k$ throughout $[0, b)$ if $\Phi_{k+2} \geq \Phi_{k+1}$ in this interval.

To complete the proof of Lemma 4.1 we have to show that $\Phi_{n-1} - \Phi_{n-2} \geq 0$. To do so, we note that, for $k = n - 1$, (4.5) takes the form

\[(4.9) \quad \Phi_{n-1}' = 1 + S\Phi_{n-1},\]

and the corresponding inequality (4.7) is

\[(\Phi_{n-1} - \Phi_{n-2})' = 1 - (\Phi_{n-1}/\Phi_{n-2}) + S(\Phi_{n-1} - \Phi_n).\]

But this is a special case of inequality (4.8) (except for the exponent $n - k - 1$, which is irrelevant in this context), which was just shown to imply the inequality $\Phi_{k+1} - \Phi_k \geq 0$ throughout $[0, b)$. Hence, $\Phi_{n-1} - \Phi_{n-2} \geq 0$, and the proof is complete.

Turning now to the proof of Theorem 4.1, we apply assertion (4.4) of Lemma 4.1 to the case $k = 1$. Because of (4.6), the first equation (4.5) is then found to imply the inequality

\[(4.10) \quad \Phi_1' \geq 1 + p\Phi_1^n/(n - 1)(n - 1)!.\]

If equation (3.1) is $(n - 1, 1)$-disfocal, the solution $(\sigma_1, \ldots, \sigma_{n-1})$ of (3.3) is continuous throughout $[0, \infty)$ (by Theorem 3.1). By (4.3), the same is true of the functions $\Phi_k$. But $\Phi_k(0) = 0$, and the function $\Phi_1$ is subject to the differential inequality (4.10). Comparing (4.10) with (4.1) and applying Lemma 3.2, we
find that the solution of (4.1) remains continuous throughout \([0, \infty)\). This proves the "necessary" part.

By (4.9) and (4.6),

\[
\Phi_{n-1}' = 1 + p \Phi_{n-1}^n \Phi_{n-1}/(n - 1)!
\]

and therefore, by (4.4),

\[
\Phi_{n-1}' \leq 1 + p \Phi_{n-1}^n/(n - 1)!, \quad \Phi_{n-1}(0) = 0.
\]

By Lemma 3.2, \(\Phi_{n-1}\) will thus be continuous in \([0, \infty)\) if the same is true of the function \(T\) defined in (4.2). Because of (4.4) (and the fact that the \(\Phi_k\) are positive and increasing as long as they are continuous), the functions \(\Phi_1, \ldots, \Phi_{n-2}\) are also continuous on \([0, \infty)\). In view of (4.3), the continuity of the solution \(T\) of (4.2) thus guarantees that the solution of (3.3) remains continuous on \([0, \infty)\), and a reference to Theorem 3.1 completes the proof of Theorem 4.1.

5. In the present section we generalize the results of §3 to the general case of a \((k, n - k)\)-focal point \((1 \leq k \leq n)\) for both the equations

\[
(5.1) \quad u^{(n)} + pu = 0, \quad p > 0,
\]

and

\[
(5.2) \quad u^{(n)} - pu = 0, \quad p > 0.
\]

We recall from §2 that equations (5.1) and (5.2) cannot have \((k, n - k)\)-focal points for which \(n - k\) is even or odd, respectively, and that it is therefore sufficient to consider the case of a \((k, n - k)\)-focal point of the equation

\[
(5.3) \quad u^{(n)} - (-1)^{n-k}pu = 0, \quad p > 0.
\]

We denote by \(u_\nu\) the solution of (5.3) determined by the initial conditions

\[
(5.4) \quad u_\nu^{(\mu)}(0) = \delta_{\nu, \mu+1}, \quad \mu = 0, 1, \ldots, n - 1,
\]

and we use the symbol \(U_\mu\) for the \((n - k)\)-dimensional row vector

\[
(5.5) \quad U_\mu = (u_{k+1}^{(\mu-1)}, \ldots, u_n^{(\mu-1)}).
\]

Equation (5.3) (for \(u_{k+1}, \ldots, u_n\)) is then equivalent to the system

\[
(5.6) \quad U_\mu' = U_{\mu+1}, \quad \mu = 1, \ldots, k,
\]

\[
U_\mu' = -U_{\mu+1}, \quad \mu = k + 1, \ldots, n - 1,
\]

\[
U_n' = -pu_1
\]
and a \((k, n - k)\)-focal point \(\eta\) of \(t = 0\) is characterized by the condition

\[
(5.7) \quad \det\{B(\eta)\} = 0,
\]

where \(B\) is the \((n - k) \times (n - k)\) matrix

\[
(5.8) \quad B = \begin{pmatrix} U_{k+1} \\ \vdots \\ U_n \end{pmatrix}.
\]

Indeed, because of (5.5), (5.7) is equivalent to the existence of a linear combination of \(u_{k+1}, \ldots, u_n\) whose derivatives of order \(k, k + 1, \ldots, n - 1\) vanish at \(\eta\), and, by (5.4), the set of solutions of (5.3) which have a zero of order \(k\) at \(t = 0\) is identical with the solution space of (5.3) spanned by \(u_{k+1}, \ldots, u_n\).

Accordingly, the interval of \((k, n - k)\)-disfocality of (5.3) coincides with the interval \([0, b]\) in which the matrix (5.8) is nonsingular (it should be noted that, by (5.4), \(B(0)\) is the \((n - k) \times (n - k)\) unit matrix). This fact, and the analogy with (3.2), suggest that a Riccati system associated with the \((k, n - k)\)-disfocality of (5.3) may be obtained by introducing the vector variables

\[
(5.9) \quad S_\mu = U_\mu B^{-1}, \quad \mu = 1, \ldots, k.
\]

We shall show that this is indeed the case. Since, by (5.8) and (5.6),

\[
B' = \begin{pmatrix} U_{k+2} \\ \vdots \\ U_n \\ pU_1 \end{pmatrix} = -CB - p \begin{pmatrix} 0 \\ \vdots \\ 0 \\ U_1 \end{pmatrix},
\]

where \(C\) is the \((n - k) \times (n - k)\) matrix

\[
(5.10) \quad C = \begin{pmatrix} 0 & 1 & 0 \\ \vdots & \vdots & \vdots \\ 0 & \ddots & 1 \\ 0 & \cdots & 0 \end{pmatrix},
\]

it follows from (5.9) that

\[
S'_\mu = S_{\mu+1} - U_\mu B^{-1}B'B^{-1}
\]

\[
= S_{\mu+1} + S_\mu \left[ C + p \begin{pmatrix} 0 \\ \vdots \\ U_1 \end{pmatrix} B^{-1} \right], \quad S_{k+1} = U_{k+1} B^{-1}.
\]
If $S^{(1)}_\mu, \ldots, S^{(n-k)}_\mu$ are the components of the row vector $S_\mu$, we have

$$S_\mu \begin{pmatrix} 0 \\ \vdots \\ U_1 \end{pmatrix} B^{-1} = S^{(n-k)}_\mu U_1 B^{-1} = S^{(n-k)}_\mu S_1,$$

and the equations for $S_\mu$ take the form

$$S'_\mu = S_{\mu+1} + S_\mu C + pS^{(n-k)}_\mu S_1, \quad \mu = 1, \ldots, k - 1.$$

To obtain the equation for $\mu = k$, we observe that $c_1 B = U_{k+1}$, where $c_1$ is the $(n - k)$-dimensional row vector

$$c_1 = (1, 0, \ldots, 0).$$

Thus $S_{k+1} = U_{k+1} B^{-1} = c_1$. Noting that, by (5.9), (5.4) and (5.5), the $S_\mu$ satisfy the initial conditions $S_\mu(0) = 0$, we find that on an interval $[0, b)$ on which (5.3) is $(k, n - k)$-disfocal, the differential system

$$S'_\mu = S_{\mu+1} + S_\mu C + pS^{(n-k)}_\mu S_1, \quad \mu = 1, \ldots, k \quad (S_{k+1} = c_1), S_\mu(0) = 0,$$

has a continuous solution $(S_1, \ldots, S_k)$.

In order to prove that, conversely, the existence of such a solution implies the disfocality of (5.3), we have to show that (5.7) cannot hold as long as all the $S_\mu \ (\mu = 1, \ldots, k)$ are continuous.

By (5.9), $S_\mu B = U_\mu$ and therefore, by (5.8), $U_\mu = \Sigma_{m=1}^{n-k} S^{(m)}_\mu U_{k+m}$ for $\mu = 1, \ldots, k$, i.e., $U_1, \ldots, U_n$ are contained in the space $V$ spanned by $U_{k+1}, \ldots, U_n$. Suppose now that, for $t \to t_0$, $B$ becomes singular and the $S_\mu$ remain continuous. By (5.8), $V$ will be of dimension $< n - k$ for $t = t_0$. Hence, there exists an $(n - k)$-dimensional nonzero constant vector $\alpha = (\alpha_1, \ldots, \alpha_{n-k})$ such that $\alpha U_r(t_0) = 0, \ r = 1, \ldots, n$. Since $\alpha U_r(t_0) = u(r-1)(t_0)$, where $u(t) = \alpha_1 u_{k+1}(t) + \ldots + \alpha_{n-k} u_n(t)$ is a solution of (5.3), it follows that $u(t)$ must be the trivial solution $u \equiv 0$. However, because of (5.4) and (5.5) (and the fact that $\alpha \neq 0$), this is impossible. This contradiction shows that $B$ remains nonsingular (and, thus, (5.3) remains $(k, n - k)$-disfocal) as long as (5.12) has a continuous solution. This completes the proof of the following generalization of Theorem 3J.

**Theorem 5.1.** Let $C$ and $c_1$ denote, respectively, the $(n - k) \times (n - k)$ matrix (5.10) and the $(n - k)$-dimensional row vector (5.11). In order that equation (5.3) be $(k, n - k)$-disfocal on an interval $[0, b)$, it is necessary and sufficient that the solution of the differential system (5.12) for the row vectors $S_\mu = (S^{(1)}_\mu, \ldots, S^{(n-k)}_\mu)$ be continuous on $[0, b)$. 
(5.12) may be rewritten as a system of scalar differential equations for the components of the vectors $S_\mu$. Since $p > 0$ and the elements of $C$ and $c_1$ are nonnegative, all the coefficients of this system are nonnegative. Moreover, all the components of the $S_\mu$ are positive for $t \in (0, e]$ with sufficiently small $e$. Indeed, because of the initial conditions (5.4), all the components of the vector (5.5) are positive for $t \in (0, e]$, and the matrix $B^{-1}$ used in (5.9) reduces to the unit matrix for $t = 0$. We may therefore conclude from Lemma 3.1 that all the components of $S_1, \ldots, S_k$ remain positive as long as the solution of (5.12) is continuous. Hence, Lemma 3.2 may be applied to the scalar differential systems equivalent to (5.12) for different coefficient functions $p$ and $q$, $p \leq q$. In conjunction with Theorem 5.1, this leads to the following generalization of Theorem 3.2.

**Theorem 5.2.** If $0 \leq p(t) \leq q(t)$, and we denote by $\eta_{k,n-k}(p)$ and $\eta_{k,n-k}(q)$ the $(k, n-k)$-focal points associated with the differential equations $u^{(n)} - (-1)^{n-k}pu = 0$ and $u^{(n)} - (-1)^{n-k}qu = 0$, respectively, then $\eta_{k,n-k}(q) \leq \eta_{k,n-k}(p)$.

We now turn to the problem of obtaining explicit criteria for the presence or absence of $(k, n-k)$-focal points. We begin with the analogue of Theorem 3.3.

**Theorem 5.3.** If equation (5.3) is $(k, n-k)$-disfocal, then

\[
\int_0^\infty t^\nu p(s)s^{n-1-\nu} ds \leq \frac{(n-1)^2}{\nu}(k-1)!(n-k-1)!
\]

for all $\nu \in (0, n-1]$ and all $t \in (0, \infty)$.

It is of interest to note that the constant in (5.13) is not larger than the constant in (3.7). Hence, (3.7) holds if (5.3) is $(k, n-k)$-disfocal for any $k \in [1, n-1]$, i.e., (3.7) is a necessary condition for the disfocality of both (5.1) and (5.2).

**Proof.** We again use the fact that all the coefficients appearing in (5.12) are nonnegative. Since, as pointed out above, all the components of the $S_\mu$ are positive as long as the solution of (5.12) is continuous, the assumption of $(k, n-k)$-disfocality (and the use of Theorem 5.1) leads to the conclusion

\[
[S_1^{(n-k)}]' \geq p[S_1^{(n-k)}]^2
\]

from the first equation (5.12). To utilize this inequality, we further require a positive lower bound for $S_1^{(n-k)}$. By Lemma 3.2, lower bounds for the components of the solution vectors of (5.12) are provided by the corresponding components of the solution vectors of the system

\[
R'_\mu = R_{\mu+1} + R_\mu C, \quad \mu = 1, \ldots, k \ (R_{k+1} = c_1), \ R_\mu(0) = 0.
\]

These equations are equivalent to
Thus, if we set \( V^\mu = R_{\mu}e^{-Ct} \), the system reduces to \( V^\mu = V_{\mu + 1}, V_{k + 1} = c_1 e^{-Ct} \). Hence \( V_1^{(k)} = c_1 e^{-Ct} \) and therefore, because of the initial conditions,

\[
R_1 e^{-Ct} = V_1 = \frac{1}{(k - 1)!} \int_0^t (t - s)^{k-1} c_1 e^{-Cs} ds,
\]

i.e.,

\[
R_1 = \frac{1}{(k - 1)!} \int_0^t (t - s)^{k-1} c_1 e^{C(t-s)} ds.
\]

Since

\[
c_1 e^{C(t-s)} = \left(1, t-s, \frac{(t-s)^2}{2!}, \ldots, \frac{(t-s)^{n-k-1}}{(n-k-1)!}\right),
\]

it follows that

\[
(5.15) \quad \forall \psi \geq S_1^{(n-k)} \geq R_1^{(n-k)} = \frac{t^{n-1}}{(k - 1)!(n-k+1)!(n-1)}.
\]

This shows that \( \psi \to \infty \) for \( t \to \infty \). Since, by (5.14), \( \psi' \psi^{-1-e} \geq p \psi^{-1-e} \), we thus have

\[
\psi^e \int_t^\infty p \psi^{-1-e} ds \geq e
\]

for \( e \in (0, 1) \) and all positive \( t \). Estimating \( \psi \) by means of (5.15) and setting \( e(n - 1) = \nu \), we obtain (5.13).

To obtain a sufficient condition for \( (k, n-k) \)-disfocality, we consider the vector functions \( T^\mu = (T_1^{(1)}, \ldots, T_\mu^{(n-k)}), \mu = 1, \ldots, k \), defined by

\[
(5.16) \quad T^\mu = \frac{R^{(\mu-1)}(n-k-1)!Q}{\int_t^\infty s^{n-k-1} pR ds},
\]

where \( Q \) is the row vector

\[
(5.17) \quad Q = (1, t, t^2/2!, \ldots, t^{n-k-1}/(n-k-1)!)\]

and \( R(t) \) is positive and of class \( C^k \) on \( (0, \infty) \) and satisfies the initial conditions \( R(0) = R'(0) = \ldots = R^{(k-1)}(0) = 0 \). Evidently, \( Q' = QC \), where \( C \) is the matrix (5.10). Hence, differentiating (5.16) and observing that \( t^{n-k-1} = (n - k - 1)!Q^{(n-k)} \), we obtain

\[
(5.18) \quad T'_\mu = T_{\mu + 1} + T_\mu C + pT_\mu^{(n-k)} T_1, \quad \mu = 1, \ldots, k - 1.
\]

For \( \mu = 1, \ldots, k - 1 \), these equations are identical with the corresponding equations (5.12). For \( \mu = k \) the first term on the right-hand side is \( T_{k+1} \), while
in (5.12) it is \(c_1 = (1, 0, \ldots, 0)\). Accordingly, the coefficients of the system (5.12) will be dominated by those of the system (5.18) if the components of \(T_{k+1}^{(2)}\) are not smaller than the corresponding components of \(c_1\). By (5.16) and (5.17) this holds trivially for \(T_{k+1}^{(2)}, \ldots, T_{k+1}^{(n-k)}\), and for the first components this will be assured by the condition

\[
1/(n-k-1)! \int_0^\infty s^{n-k-1} pR ds \leq R^{(k)}(t), \quad t \in (0, \infty).
\]

The solution vectors \(S_\mu\) of (5.12) satisfy the initial conditions \(S_\mu(0) = 0, \mu = 1, \ldots, k\). By (5.16) and the initial conditions imposed on \(R\), we also have \(T_\mu(0) = 0, \mu = 1, \ldots, k\). Applying Lemma 3.2, we therefore obtain

**Theorem 5.4.** Equation (5.3) will be \((k, n-k)\)-disfocal on \([0, \infty)\) if there exists a function \(R(t)\) with the following properties: (a) \(R(t) \in C^k(0, \infty)\); (b) \(R(t) > 0\); (c) near \(t = 0, R(t) = o(t^{k-1})\); (d) for all \(t \in (0, \infty)\), \(R(t)\) satisfies the inequality (5.19).

The function \(R(t) = t^{k-v}, v < 1\), satisfies assumptions (a), (b), (c). Hence, we have the following

**Corollary.** If

\[
t^v \int_t^\infty p s^{n-1-v} ds \leq (n-k-1)! \prod_{m=1}^k (m-v)
\]

for some \(v < 1\) and all \(t \in (0, \infty)\), equation (5.3) is \((k, n-k)\)-disfocal on \([0, \infty)\).

As already remarked in connection with the special case (3.9) of (5.20), the precision of both the necessary condition (5.13) and the sufficient condition (5.20) is indicated by the fact that these two conditions differ only in the value of the constant on the right-hand side.

If we set

\[
M(v) = \min_{1 \leq k \leq n-1} (n-k-1)! \prod_{m=1}^k (m-v), \quad v < 1,
\]

the conditions (5.20) will be satisfied for all \(k \in [1, n-1]\) if \(t^v \int_t^\infty p s^{n-1-v} ds \leq M(v)\) for all \(t > 0\) and some \(v < 1\). Accordingly, the latter condition guarantees the disfocality (and therefore, by Theorem 2.1, also the disconjugacy) of both equations (5.1) and (5.2). If we combine this with the remark made at the end of §2, and observe that \(-|q| \leq q_- \leq q \leq q_+ \leq |q|\), we obtain a disconjugacy criterion for the differential equation

\[
u^{(n)} + q(t)u = 0
\]

which does not depend on the constancy of the sign of \(q(t)\).
Theorem 5.5. Let \( q(t) \) be continuous on \([0, \infty)\). If \( t^\nu \int_t^\infty |q|s^{n-1-\nu} \, ds \leq M(v) \) for all \( t > 0 \) and some \( \nu < 1 \), where \( M(v) \) is the constant (5.21), then equation (5.22) is disconjugate on \([0, \infty)\).

Since \( M(0) = (n-2)! \) we obtain, in particular, the sufficient disconjugacy criterion
\[
\int_0^\infty |q|s^{n-1} \, ds \leq (n-2)!
\]
(cf. [7]).

As a last application of Theorem 5.1, we prove

Theorem 5.6. If the differential equations \( u^{(n)} - (-1)^{n-k} p_r u = 0, p_r > 0, r = 1, \ldots, N \) are \((k, n-k)\)-disfocal on \([0, b)\), and if
\[
(5.23) \quad g(t) = \prod_{r=1}^N [p_r(t)]^{\alpha_r},
\]
where
\[
(5.24) \quad \alpha_1 + \ldots + \alpha_N = 1, \quad \alpha_r > 0,
\]
then the equation \( u^{(n)} - (-1)^{n-k} g u = 0 \) is also \((k, n-k)\)-disfocal on \([0, b)\).

In the special case, \( n = 2, k = 1 \), this result is known (at least by word of mouth), and it is easily proved by utilizing properties of the associated selfadjoint eigenvalue problem \( u^{''} + \lambda p u = 0, u(0) = u'(b) = 0 \). However, this method cannot be extended to the general case.

To prove Theorem 5.6, we replace the system (5.12) associated with \( u^{(n)} - (-1)^{n-k} p_r u = 0 \) by a system of scalar differential equations
\[
(5.25) \quad [T^{(r)}_v]' = P^{(r)}_v(T^{(r)}_1, \ldots, T^{(r)}_m, t), \quad v = 1, \ldots, m,
\]
where \( m = k(n-k) \). The polynomials \( P^{(r)}_v \) can be written in the form
\[
(5.26) \quad P^{(r)}_v(T^{(r)}_1, \ldots, T^{(r)}_m, t) = \sum_s M_s(T^{(r)}_1, \ldots, T^{(r)}_m)f^{(r)}_s(t),
\]
where the \( M_s \) are monomials and \( f^{(r)}_s(t) \) is either a nonnegative constant independent of \( r \), or else \( f^{(r)}_s(t) = p_r(t) \). Because of Theorem 5.1, our assumptions imply that the \( T^{(r)}_1, \ldots, T^{(r)}_m \) are continuous (and therefore, as shown before, also nonnegative) on \([0, b)\). We may therefore define positive functions \( T_1, \ldots, T_m \) by
\[
(5.27) \quad T_v = \prod_{r=1}^N [T^{(r)}_v]^{\alpha_r},
\]
where the \( \alpha_r \) are subject to (5.24). By (5.25) and (5.26), we then have
\[
\frac{T'_\nu}{T_\nu} = \sum_s \left( \sum_{r=1}^N \alpha_r \frac{M_s(T_1^{(r)}, \ldots, T_m^{(r)})}{T^{(r)}} f_s^{(r)}(t) \right).
\]

Since \(M_s\) is a monomial and \(f_s^{(r)}(t)\) has the properties indicated above, an application of the arithmetic-geometric inequality [1] yields
\[
\frac{T'_\nu}{T_\nu} \geq \sum_s \frac{M_s(T_1, \ldots, T_m)}{T_\nu} \prod_{r=1}^N [f_s^{(r)}(t)] \alpha_r,
\]
if the right-hand side is simplified with the help of (5.27). Every one of the products appearing in this inequality has either the same constant value as all its factors, or else it is equal to the function (5.23) if \(f_s^{(r)}(t) = p_r(t)\). In view of (5.26), the inequality thus reduces to
\[
T'_\nu \geq P_\nu(T_1, \ldots, T_m, t),
\]
where \(P_\nu\) is the polynomial obtained from \(P^{(r)}_\nu\) if \(P_r\) is replaced by \(g\) in the original system (5.12).

Applying now Lemma 3.2, we find that the system of scalar equations
\[
\tau'_\nu = P_\nu(\tau_1, \ldots, \tau_m, t), \quad \tau_\nu(0) = 0,
\]
has a continuous solution on \([0, b)\). Since this system is equivalent to the system (5.12) (with \(p\) replaced by the function (5.23)), an application of Theorem 5.1 completes the proof of Theorem 5.6.
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