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ABSTRACT. Let $E$ be a locally compact, second countable Hausdorff space and let $X(t)$ be a Markov process with state space $E$. Sufficient conditions are given for the existence of a solution to the initial value problem, $\frac{\partial u}{\partial t} = Au + V(x) \cdot u$, $u(0) = f$, where $A$ is the infinitesimal generator of the process $X$ on a certain Banach space and for each $x \in E$, $V(x)$ is the infinitesimal generator of a $C_0$ contraction semigroup on another Banach space.

1. Introduction. The classical Feynman-Kac formula is given by the function space integral

$$u(x, t) = E_x \left[ \exp \left( \int_0^t V(x(s)) \, ds \right) f(x(t)) \right]$$

where $x(t)$ is a Markov process with a locally compact, second countable, Hausdorff state space $E$, $V$ is a bounded, measurable function on $E$ and $E_x$ is the expectation with respect to the initial distribution $P_x$. This function space integral is a solution to the initial value problem

$$\frac{\partial u}{\partial t} = Au + V(x) \cdot u, \quad u(0) = f,$$

where $A$ is the infinitesimal generator of the process $x(t)$.

The operator-valued Feynman-Kac formula is given by a path space integral which gives a solution to (1), where for each $x \in E$, $V(x)$ is an operator on a linear subspace, $\mathcal{D}(V(x))$, of a Banach space, $A$ is the infinitesimal generator of a strongly continuous semigroup of operators on that Banach space and for each $(t, x)$, $u(t, x) \in \mathcal{D}(V(x))$.

In [9] Hersh and Papanicolaou have shown that under some conditions (1) has a solution and they exhibit a solution. They do not, however, set out what the conditions are. In [6] Griego and Hersh show (1) has a solution in the case $E$ is a finite set.

We shall give sufficient conditions on the operators $V(x)$ and on the initial conditions so that a solution to (1) exists.
The proof will follow that of the classical case given by Dynkin [3]. We shall use the concept of a random evolution introduced in [6] by Griego and Hersh and that of a multiplicative operator functional as in [5].

2. Needed functional analytic results. In this section we will present several results from functional analysis without proof.

Let $E$ be a locally compact, second countable, Hausdorff space, $E$ the Borel $\sigma$-field of subsets of $E$, and $m$ a $\sigma$-finite measure on $(E, E)$. Let $L$ be a separable Banach space.

We shall identify two measurable functions from $E$ to $L$ if they are equal almost everywhere with respect to $m$.

**Theorem 2.1.** If $f : E \rightarrow L$ is strongly measurable, then $f$ is Bochner integrable with respect to $m$ if, and only if, $\int_E \|f(x)\| \, dm(x) < \infty$.

The proof of this result can be found in [15, p. 133].

Let us denote by $L^p(E, L, m)$ the space of Borel measurable functions $f$ from $E$ to $L$ so that $\int_E \|f(x)\|^p \, dm(x) < \infty$. The following result is shown by Zaanen [16, p. 225].

**Theorem 2.2.** If $1 < p < \infty$, then $L^p(E, L, m)$ is a Banach space.

The proof of the following can be found in [15, p. 131].

**Theorem 2.3** (Pettis’ Theorem). A map $f : E \rightarrow L$ is strongly measurable if, and only if, it is weakly measurable and $m$-almost separably valued.

**Proposition 2.4.** If $f \in L^p(E, L, m)$, then $f$ is strongly measurable.

**Proof.** By Theorem 2.3, it suffices to show that if $f \in L^p$ and $\varphi \in L^*$ (the dual of $L$), then $\varphi(f)$ is Borel measurable.

But $f \in L^p$ implies $f$ is Borel measurable and $\varphi \in L^*$ implies $\varphi$ is continuous, hence, $\varphi(f)$ is Borel measurable. This completes the proof.

3. Preliminaries. Let $X = (\Omega, \Sigma, \Sigma_t, x(t), P_x, x \in E)$ be a Markov process with locally compact, second countable, Hausdorff state space $E$. Assume that $X$ has continuous paths. Let $P_x(x(t) \in A)$ be the transition probabilities of $X$, i.e. $P(t, x, A) = P_x(x(t) \in A)$.

We shall suppose as in §2 that $E$ is the Borel $\sigma$-field on $E$ and that $m$ is a $\sigma$-finite measure on $(E, E)$. Finally, suppose that $L$ is a separable, reflexive Banach space.

**Definition 3.1.** The measure $m$ is said to be excessive relative to the family $P(t, \cdot, \cdot)$ if
\[
mP(t, A) \equiv \int_E P(t, x, A) \, m(dx) \leq m(A)
\]
for every $t \geq 0$ and $A \in E$. 
Throughout the rest of this paper we shall assume that $m$ is excessive relative to $P(t, \cdot, \cdot)$.

**Lemma 3.2.** If $\varphi: E \rightarrow \mathbb{R}$ is measurable, then
\[
\int_E E_x[\varphi(x(t))] \, dm(x) = \int_E \varphi(x) mP(t, dx) \quad \text{for every } t \geq 0.
\]

**Proof.** It suffices to show the result when $\varphi$ is a simple function. To that end, let $\varphi = I_A$ where $I_A$ is the indicator of the set $A \subseteq E$. Then
\[
\int_E E_x[\varphi(x(t))] \, dm(x) = \int_E E_x[I_A(x(t))] \, dm(x) = \int_E P_x(x(t) \in A) \, dm(x)
= \int_E P(t, x, A) \, dm(x) = mP(t, A) = \int_E I_A(x) mP(t, dx).
\]
This is the desired result.

**Proposition 3.3.** If $f \in L^p(E, L, m)$, $1 \leq p < \infty$, then for each $t \geq 0$ the map $f(x(t))$: $\Omega \rightarrow L$ is strongly measurable and
\[
\int_{\Omega} \|f(x(t))\| dP_x < \infty \quad \text{a.e. } m.
\]

**Proof.** Since $f$ is Borel measurable and $x(t)$ is $\Sigma$-measurable, we have $f(x(t))$ is Borel measurable, and again by Pettis' Theorem we have $f(x(t))$ is strongly measurable.

Now let $A = \{x \in E|E_x(\|f(x(t))\|^p) = \infty\}$, where $E_x(Y)$ denotes $\int_{\Omega} Y \, dP_x$ and let $B = \{x \in E|E_x(\|f(x(t))\|) = \infty\}$. Since for every $x \in E$, $P_x$ is a probability measure (and hence $L^p(\Omega, \Sigma, P_x) \subseteq L^1(\Omega, \Sigma, P_x)$), we have $B \subseteq A$. We are trying to show that $m(B) = 0$ and so it suffices to show $m(A) = 0$.

Suppose $m(A) > 0$, then
\[
\int_E E_x(\|f(x(t))\|^p) m(dx) = \infty.
\]
But by Lemma 3.2 we have
\[
\int_E E_x(\|f(x(t))\|^p) m(dx) = \int_E \|f(x)\|^p mP(t, dx).
\]
So we have
\[
\infty = \int_E E_x(\|f(x(t))\|^p) m(dx) = \int_E \|f(x)\|^p mP(t, dx)
< \int \|f(x)\|^p m(dx) < \infty.
\]

The second to last inequality is due to the fact that $m$ is excessive relative to the family $P(t, \cdot, \cdot)$ and $\|f(x)\|^p \geq 0$.

The above gives us a contradiction and hence $m(A) = 0$, which is the desired result.
Corollary 3.4. If \( f \in L^p(E, L, m) \), \( 1 \leq p < \infty \), then \( f(x(t)) \) is Bochner integrable with respect to \( P_x \) for \( m \)-almost every \( x \) in \( E \).

Proof. Proposition 3.3 and Theorem 2.1.

We now proceed to define one of the semigroups on \( L^p(E, L, m) \) which we shall use later.

Definition 3.5. If \( f \in L^p(E, L, m) \), \( 1 \leq p < \infty \), then define \( (T(t)f)(x) = E_x(f(x(t))) \), where the integral on the right is a Bochner integral for every \( x \) where this makes sense.

Notice that Corollary 3.4 guarantees that this integral makes sense a.e. \( m \).

Theorem 3.6. \( T(t) \) is a bounded linear operator from \( L^p(E, L, m) \) to itself.

Proof. First notice that \( T(t)f : E \to L \) is defined up to a set of \( m \)-measure zero, hence, it makes sense to say \( T(t)f \in L^p(E, L, m) \).

In order to show that \( T(t)f \) is Borel measurable we define

\[
\phi(x) = \begin{cases} E_x(f(x(t))), & \text{if } E_x(\|f(x(t))\|^p) < \infty, \\ 0, & \text{otherwise.} \end{cases}
\]

Then we need to show that \( \phi \) is Borel measurable. Let \( \varphi \in L^\circ \). Then

\[
\varphi(\phi(x)) = \begin{cases} E_x(\varphi(f(x(t)))) , & \text{if } E_x(\|f(x(t))\|^p) < \infty, \\ 0, & \text{otherwise.} \end{cases}
\]

Now if \( T(t) \) denotes the semigroup on the integrable Borel measurable functions from \( E \) to \( \mathbb{R} \) associated with the Markov process \( X \), then

\[
\varphi(\phi(x)) = T(t)(\varphi \circ f)(x).
\]

Since \( \varphi \circ f \) is Borel measurable, we have \( \varphi \circ \phi \) is Borel measurable. Hence, \( \phi \) is weakly measurable and applying Pettis’ Theorem we have \( \phi \) is strongly measurable, hence \( \phi \) is Borel measurable. But \( \phi = T(t)f \).

We have already shown in the proof of Proposition 3.3 that

\[
\int_E \|T(t)f(x)\|^p \ dm(x) = \int_E \|E_x(f(x(t)))\|^p \ dm(x) \leq \int_E \{E_x(|f(x(t))|)\}^p \ dm(x)
\]

\[
< \int_E E_x(|f(x(t))|^p) \ dm(x) \quad \text{(by Hölder’s Inequality)}
\]

\[
< \int_E \|f(x)|^p \ dm(x) \quad \text{(Proposition 3.3)}.
\]

This gives us that \( \|T(t)f\|_p \leq \|f\|_p \). Hence \( T(t) \) is bounded. It is clearly linear. This completes the proof.

In order to show that \( T(t) \) is a semigroup of operators on \( L^p(E, L, m) \), we first need two lemmas.
Lemma 3.7. \[ E_x(f(x(t))) = \int_E f(y)P(t, x, dy), \] where both integrals are Bochner integrals.

Proof. This follows from the standard change of variables theorem for Bochner integrals \[2, p. 182\] and the fact that \[ P_x(x(t)^{-1}(A)) = P_x(x(t) \in A) = P(t, x, A) \] for all \( A \in \mathcal{E}, t \geq 0 \) and \( x \in E \).

Lemma 3.8. If \( f \in L^p(E, L, m), 1 < p < \infty \), then
\[
\int_E f(y)P(t + s, x, dy) = \int_E \int_E f(z)P(t, y, dz)P(s, x, dy).
\]

Proof. It suffices to show the equality for simple functions. To that end, let \( f(x) = \sum_{i=1}^n \alpha_i \mathbb{1}_{B_i}(x) \) where \( \alpha_i \in L, B_i \in \mathcal{E} \) and \( \sum_{i=1}^n \alpha_i < \infty \). Then
\[
\int_E f(y)P(t + s, x, dy) = \sum_{i=1}^n \alpha_i \int_E P(t + s, x, B_i) = \sum_{i=1}^n \alpha_i \int_E P(t, y, B_i)P(s, x, dy) = \int_E \int_E f(z)P(t, y, dz)P(s, x, dy).
\]

This completes the proof.

Before we prove the main result of this section we state a result of Griego \[5, Theorem 1.2\].

Theorem 3.9. Let \( \{M(t), t \geq 0\} \) be a multiplicative operator functional on \((X, L)\). If \( L \) is a reflexive Banach space, and if for fixed \( \delta > 0 \),
\[
C \equiv \sup_{0 < r < \delta} \sup_{x \in E} (E_x(\|M(r)\|q))^p/q < \infty
\]
where \( 1/p + 1/q = 1 \) and \( 1 < p < \infty \), then the operators on \( L^p(E, L, m) \) defined by \( S(t)f(x) = E_x[M(t)f(x(t))] \) are strongly continuous in \( t \).

We now state and prove the main result of this section.

Theorem 3.10. The family \( \{T(t), t \geq 0\} \) is a strongly continuous contraction semigroup of operators on \( L^p(E, L, m), 1 < p < \infty \).

Proof. The fact that \( T(t) \) is a contraction map from \( L^p(E, L, m) \) into itself was established in Theorem 3.6. The strong continuity follows from Theorem 3.9, where our multiplicative operator functional is given by \( M(t, \omega) = I \) (the identity operator on \( L^p(E, L, m) \)) for all \( t \) and \( \omega \). Notice that this is the first time the reflexivity of \( L \) is used. It remains to show that \( \{T(t), t \geq 0\} \) is a semigroup. We have
\[ \overline{T}(t+s)f(x) = E_x[f(x(t+s))] = \int_E f(y) P(t+s, s, dy) \]
\[ = \int_E \int_E f(z) P(t, y, dz) P(s, x, dy) \quad \text{(by Lemma 3.8)} \]
\[ = \int_E \overline{T}(t)f(y) P(s, x, dy) \quad \text{(by Lemma 3.7)} \]
\[ = \overline{T}(s)T(t)f(x) \quad \text{(by Lemma 3.7)}, \]
and finally \( \overline{T}(0)f(x) = E_x[f(x(0))] = f(x) \). Hence, \( \{\overline{T}(t), t \geq 0\} \) is a semigroup. This completes the proof.

4. The expectation semigroup. In this section we shall build another strongly continuous contraction semigroup on \( L^p(E, L, m) \) which will be called the expectation semigroup following Griego and Hersh [6].

We need some lemmas.

**Lemma 4.1.** If \( S_n \) and \( T_n \) are sequences of bounded linear operators on \( L \) so that \( S_n \rightarrow S \) strongly and \( T_n \rightarrow T \) strongly and if \( \{\|S_n\|, n \geq 1\} \) is bounded, then \( S_nT_n \rightarrow ST \) strongly.

The proof is clear so we omit it.

The following result is shown by Khalili [11, p. 16].

**Lemma 4.2.** If \( \{f_n\} \) is a sequence of strongly measurable functions from a measure space to a Banach space, and if \( f_n \rightarrow f \) pointwise, then \( f \) is strongly measurable.

In defining our expectation semigroup we shall use a multiplicative operator functional which will be given by the solution operators to a random evolution equation. We now proceed to set up the desired evolution equations.

Suppose that for each \( x \in E \) we have a strongly continuous contraction semigroup of operators \( \{T_x(t), t \geq 0\} \) on \( L \). Denote by \( V(x) \) the infinitesimal generator of this semigroup and denote the domain of \( V(x) \) by \( D(V(x)) \).

We shall find it necessary to make the following assumptions which we number for convenience.

\((A-1)\) (Commutativity) \( T_x(s)T_y(t) = T_y(t)T_x(s) \) for every \( x, y \in E \) and \( s, t \geq 0 \).

\((A-2)\) \( D(V(x)) = D \) for all \( x \in E \).

\((A-3)\) The map \( x \rightarrow V(x)f \) is continuous for every \( f \in D \).

I would like to thank the referee for pointing out the following. In the original write-up, I assumed both the hypothesis and the conclusion of the next lemma.

**Lemma 4.3.** If the map \( x \rightarrow V(x)f \) is continuous for every \( f \in D \) then the map \( x \rightarrow T_x(t)f \) is continuous for every \( f \in L \) and \( t \geq 0 \).
Proof. Let $f \in \mathcal{D}$ and suppose that $x_n \to x$. Then we have $T_{x_n}(t)f - f = \int_0^t T_{x_n}(s)V(x_n)f ds$ (cf. [3, p. 33]). Writing the same formula with $x$ instead of $x_n$, we have

$$T_{x_n}(t)f - T_x(t)f = \int_0^t [T_{x_n}(s)V(x_n)f - T_x(s)V(x)f] ds$$

$$= \int_0^t T_{x_n}(s)[V(x_n)f - V(x)f] ds$$

$$+ \int_0^t [T_{x_n}(s) - T_x(s)]V(x)f ds.$$ 

Now let $a_n = \|V(x_n)f - V(x)f\|$. Then we have

$$\|T_{x_n}(t)f - T_x(t)f\| \leq ta_n + \int_0^t \|T_{x_n}(s) - T_x(s)\| V(x)f\| ds.$$ 

If we let

$$A_n(t) = \max \{\|T_{x_n}(t)f - T_x(t)f\|, \|(T_{x_n}(t) - T_x(t))V(x)f\|\},$$

then from the above inequality we see that

$$A_n(t) \leq ta_n + \int_0^t A_n(s) ds$$

and hence $A_n(t) \leq a_n(e^t - 1)$. But now, by hypothesis, $a_n \to 0$ and, hence, $A_n(t) \to 0$ for every $t \geq 0$. Therefore, $T_{x_n}(t)f \to T_x(t)f$ for all $f \in \mathcal{D}$.

Now let $f \in L$ and let $\varepsilon > 0$. Since $\mathcal{D}$ is dense in $L$, there is a $g \in \mathcal{D}$ so that $\|f - g\| < \varepsilon$. Now we have

$$\|T_{x_n}(t)f - T_x(t)g\| \leq \|T_{x_n}(t)f - T_{x_n}(t)g\| + \|T_{x_n}(t)g - T_x(t)g\|$$

$$\leq \|T_{x_n}(t)f\| \|f - g\| + \|T_{x_n}(t)g - T_x(t)g\|$$

$$\leq \varepsilon + \|T_{x_n}(t)g - T_x(t)g\|.$$ 

Hence $\limsup_n \|T_{x_n}(t)f - T_x(t)g\| \leq \varepsilon$.

Finally we consider the following:

$$\|T_{x_n}(t)f - T_x(t)f\| \leq \|T_{x_n}(t)f - T_{x_n}(t)g\| + \|T_{x_n}(t)g - T_x(t)g\|$$

$$\leq \varepsilon + \|T_{x_n}(t)f - T_x(t)g\|,$$

and hence

$$\limsup_n \|T_{x_n}(t)f - T_x(t)f\| \leq \varepsilon + \limsup_n \|T_{x_n}(t)f - T_x(t)g\| \leq 2\varepsilon.$$ 

Since $\varepsilon > 0$ was chosen arbitrarily we have $\lim_n \|T_{x_n}(t)f - T_x(t)f\| = 0$ which is the desired result.
Goldstein [4] has studied the following initial value problem:

\[(2) \quad \frac{dy}{dt} = A(t)y, \quad s < t, \quad y(s) = f,\]

where the initial value \(f\) is in some Banach space and for each \(t > s\), \(A(t)\) is the generator of a strongly continuous semigroup of operators on that Banach space. He has shown that under sufficient conditions on the operators \(A(t)\) there are solution operators \(M(s, t)\) which satisfy the following:

\[(3) \quad \frac{\partial}{\partial t} M(s, t)f = M(s, t)A(t)f = A(t)M(s, t)f,\]

\[(4) \quad \frac{\partial}{\partial s} M(s, t)f = -M(s, t)A(s)f = -A(s)M(s, t)f, \quad M(s, s) = I,\]

where \(f\) is an element of a certain subspace of the original Banach space. Using these solution operators we then get solutions to the equations:

\[(5) \quad \frac{dy}{dt} = A(t)y, \quad s < t, \quad y(s) = f,\]

\[(6) \quad \frac{dy}{ds} = -A(s)y, \quad s < t, \quad y(t) = f,\]

when the initial condition \(f\) is in the right subspace. Equation (5) is referred to as the forward equation and (6) is referred to as the backward equation.

Notice that for each \(\omega \in \Omega\) we can consider an evolution equation of the same form as (2) by letting \(A(t) = V(x(t, \omega))\). This brings us to our next proposition.

**Proposition 4.4.** If \((A-1)-(A-3)\) hold, then for each \(\omega \in \Omega\) there is a unique family of solution operators \(M(s, t, \omega), 0 < s < t\), so that \(y(s, \omega) = M(s, t, \omega)\alpha\) satisfies

\[(7) \quad \frac{dy}{ds} = -V(x(s, \omega))\gamma(s, \omega), \quad y(t, \omega) = \alpha,\]

for each \(\alpha \in \mathcal{D}\). Moreover, if \(\phi: \Omega \to \mathcal{D} \subseteq L\) is strongly measurable, then the map \(\omega \to M(s, t, \omega)\phi(\omega)\) is strongly measurable.

**Proof.** The hypotheses \((A-1)-(A-3)\) and Lemma 4.3 guarantee that for each \(\omega \in \Omega\) the operators \(V(x(t, \omega))\) satisfy Goldstein's conditions. Here we use the continuity of paths of the process \(X\) along with \((A-4)\) to obtain the map \(t \to A(t)\alpha = V(x(t, \omega))\alpha\) for \(\alpha \in \mathcal{D}\) is continuous, which is one of the conditions required by Goldstein. So for each \(\omega \in \Omega\) Goldstein [4, Theorem 1.1] guarantees the existence and uniqueness of a family of solution operators \(\{M(s, t, \omega)\}, 0 < s < t\) which satisfy equations (3) and (4). Then from (4) we obtain (7).

We give a brief outline of Goldstein's construction of the operators \(M(s, t, \omega)\) because it is useful in proving the last statement of the proposition.

Let \(a < b\). The construction of \(M(a, b, \omega)\) is as follows:
Let $\Delta = \{a = t_0 < t_1 < \cdots < t_n = b\}$ be a partition of the interval $[a, b]$ and, for $1 \leq j \leq n$, let $\tau_j \in [t_{j-1}, t_j]$. Define

$$R_\Delta(\omega) = T_{x(\tau_1, \omega)}(t_1 - a)T_{x(\tau_2, \omega)}(t_2 - t_1) \cdots T_{x(\tau_n, \omega)}(b - t_{n-1}).$$

Goldstein has shown that if we define $|\Delta| = \max\{|\tau_j - \tau_{j-1}| : 1 \leq j \leq n\}$, then $R_\Delta(\omega)$ converges strongly to the solution operator $M(a, b, \omega)$ as $|\Delta| \to 0$.

We now prove the last statement in the proposition.

Since $x(t): \Omega \to E$ is $\Sigma$-measurable for each $t \geq 0$, there are simple functions $y_n(t)$ mapping $\Omega$ into $E$ so that $y_n(t, \omega) \to x(t, \omega)$ for each $\omega \in \Omega$. The map $\omega \to T_{y_n(t)}(t_1 - t_{n-1})$ is a simple function from $\Omega$ to $B(L, L)$, the bounded linear operators on $L$, and, hence, so is the map $y_m: \Omega \to B(L, L)$ defined by

$$y_m(\omega) = T_{y_m(\tau_1, \omega)}(t_1 - a) \cdots T_{y_m(\tau_n, \omega)}(b - t_{n-1}).$$

Notice that by Lemmas 4.1, 4.3 and hypothesis (A-3), we obtain $y_m(\omega) \to R_\Delta(\omega)$ strongly for each $\omega \in \Omega$. Now since $\varphi: \Omega \to L$ is strongly measurable, there are simple functions $\varphi_n: \Omega \to L$ so that $\varphi_n(\omega) \to \varphi(\omega)$ for each $\omega \in \Omega$ [11, p. 8].

Consider the map $z_m: \Omega \to L$ defined by $z_m(\omega) = y_m(\omega)\varphi_m(\omega)$. For each $m$, $z_m$ is a simple function and $z_m(\omega) \to R_\Delta(\omega)\varphi(\omega)$ for each $\omega \in \Omega$. Hence, the map $\omega \to R_\Delta(\omega)\varphi(\omega)$ is strongly measurable.

To complete the proof, choose a sequence of partitions $\{\Delta_n\}$ so that $|\Delta_n| \to 0$. Then

$$M(a, b, \omega)\varphi(\omega) = \lim_{n} R_{\Delta_n}(\omega)\varphi(\omega).$$

So by Lemma 4.2, the map $\omega \to M(a, b, \omega)\varphi(\omega)$ is strongly measurable. This completes the proof.

It should be noted that assumption (A-2) can be weakened, but it is convenient to make the assumption later on and it will hold for the example we wish to consider.

Observe that we have shown that the map $\omega \to M(a, b, \omega)\varphi(\omega)$ is strongly measurable relative to the $\sigma$-field $\Sigma$ but we have the following corollary.

**Corollary 4.5.** If $\varphi: \Omega \to L$ is strongly measurable relative to $\Sigma_b$, then the map $\omega \to M(a, b, \omega)\varphi(\omega)$ is strongly measurable relative to $\Sigma_b$.

**Proof.** Each $R_{\Delta_n}$ was the limit of simple functions which were $\Sigma_b$-measurable since they depended only on $x(t)$ for $t \leq b$.

**Corollary 4.6.** The strong conditional expectation of $M(a, b, \omega)\varphi(\omega)$ exists and
\( E_x(M(a, b)\varphi|\Sigma_b) = M(a, b)E_x(\varphi|\Sigma_b). \)

**Proof.** The proof of the existence is due to Scalora [14]. The proof of (8) follows exactly the proof of the real valued case and can be found in Griego and Hersh [6, Lemma 2].

There are several properties of the solution operators \( M(s, t, \omega) \) which are shown in [4]. Since we shall use them later we list them here.

**Corollary 4.7.** (a) \( \|M(s, t, \omega)\| < 1 \) for every \( \omega \in \Omega, \) and \( 0 < s < t. \)
(b) \( M(s, t, \omega)V(x(t, \omega)) = V(x(t, \omega))M(s, t, \omega). \)
(c) \( M(s, r, \omega)M(t, s, \omega) = M(t, r, \omega) \) for each \( \omega \in \Omega \) and \( 0 < t < s < r. \)

**Proof.** The only thing not shown by Goldstein is (a), but it is obvious because each operator \( T_x(t) \) is a contraction map.

We shall use the solution operators to define what we call a random evolution, which we will then use to define the expectation semigroup.

**Definition 4.8.** If \( M(s, t, \omega), 0 < s < r, \) is the family of solution operators for equation (7), define \( M(t, \omega) = M(0, t, \omega) \) for each \( \omega \in \Omega, \) \( t > 0. \) The family \( \{M(t), t > 0\} \) is called a random evolution.

**Lemma 4.9.** If \( 0 < r < s < r, \) and if \( \alpha \in L, \) then
\[ M(s, r, \omega)M(t, s, \omega)\alpha = M(t, s, \omega)M(s, r, \omega)\alpha \]
for every \( \omega \in \Omega. \)

**Proof.** By Corollary 4.7(c) we have for each \( \omega, \) and \( \alpha \in D, \) \( M(t, r, \omega)\alpha = M(s, r, \omega)M(t, s, \omega)\alpha. \) Fix \( s \) so that \( t < s < r \) and define \( U(t, r, \omega) \) by
\[ U(t, r, \omega) = M(t, s, \omega)M(s, r, \omega) \]
for each \( \omega \in \Omega, \) and \( t < s. \)

Let \( y(t, \omega) = U(t, r, \omega)\alpha. \) Differentiating \( y \) with respect to \( t, \) we obtain
\[ \frac{dy}{dt} = \frac{\partial}{\partial t} U(t, r, \omega)\alpha = \frac{\partial}{\partial t} M(t, s, \omega)M(s, r, \omega)\alpha \]
\[ = -V(x(t, \omega))M(t, s, \omega)M(s, r, \omega)\alpha \]
\[ = -V(x(t, \omega))y, \quad y(r, \omega) = \alpha. \]

But we know \( y_1(t, \omega) = M(t, r, \omega)\alpha \) is the unique solution to (7). Hence, \( y_1 = y, \) which is the desired result for \( \alpha \in D. \) Now since \( M(s, r, \omega) \) and \( M(t, s, \omega) \) are bounded operators and \( D \) is dense in \( L, \) the result holds for all \( \alpha \in L. \)

**Proposition 4.10.** If \( s, t > 0, \) and if \( \alpha \in D, \) then \( M(t + s, \omega)\alpha = M(s, \omega) \cdot M(t, \theta_s \omega)\alpha \) for each \( \omega \in \Omega, \) where \( \theta_s \) is the shift operator for the process \( X. \)
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Proof. Recall that by Definition 4.8, we have

(9) \( M(t + s, \omega)\alpha = M(0, t + s, \omega)\alpha \),
(10) \( M(s, \omega)\alpha = M(0, s, \omega)\alpha \),
(11) \( M(t, \theta_s\omega)\alpha = M(0, t, \theta_s\omega)\alpha \).

Now observe that \( y_1(t, \omega) = M(s, t + s, \omega) \) is the unique solution of

(12) \( \frac{dy}{dt} = V(x(t, \theta_s\omega)y - V(x(t + s, \omega))y, \quad y(0) = \alpha \).

But, \( y_2(t, \omega) = M(0, t, \theta_s\omega)\alpha \) also satisfies (12). Hence, \( y_1 = y_2 \), or
\( M(s, t + s, \omega)\alpha = M(0, t, \theta_s\omega)\alpha \).

So, we now have

\( M(0, s, \omega)M(0, t, \theta_s\omega)\alpha = M(0, s, \omega)M(s, t + s, \omega)\alpha \),

and, hence, equations (9), (10) and (11), along with Lemma 4.9 and Corollary 4.7, give us

\( M(s, \omega)M(t, \theta_s\omega)\alpha = M(0, s, \omega)M(s, t + s, \omega)\alpha \)
\( = M(0, t + s, \omega)\alpha = M(t + s, \omega)\alpha \).

This is the desired result.

Lemma 4.11. If \( x, y \in E, s \geq 0 \) and \( \alpha \in \mathcal{D} \) then

\( V(x)T_y(s)\alpha = T_y(s)V(x)\alpha \).

Proof. Let \( x, y \in E, s \geq 0 \) and \( \alpha \in \mathcal{D} \); then,

\( V(x)T_y(s)\alpha = \lim_{t \to 0} \frac{T_x(t)T_y(s)\alpha - T_y(s)\alpha}{t} = \lim_{t \to 0} \frac{T_y(s)T_x(t)\alpha - T_y(s)\alpha}{t} \)
\( = T_y(s) \lim_{t \to 0} \frac{T_x(t)\alpha - \alpha}{t} = T_y(s)V(x)\alpha \).

Corollary 4.12. If \( x \in E, t, h \geq 0, \omega \in \Omega \) and \( \alpha \in \mathcal{D} \), then

\( V(x)M(t, t + h, \omega)\alpha = M(t, t + h, \omega)V(x)\alpha \).

Proof. This follows immediately from Lemma 4.11 and the construction of \( M(t, t + h, \omega) \).

We are now ready to define the expectation semigroup.

Definition 4.13. Let \( f \in L^p(E, L, m), 1 < p < \infty \); then define \( \bar{T}(t)f(x) = E_x(M(t)f(x(t))) \) for each \( x \in E \), where the integral on the right exists as a Bochner integral.
Notice that since $||M(t)|| < 1$, by the results in §3 the integral will make sense for $m$-almost every $x$.

**Theorem 4.14.** The operator $\hat{T}(t)$ is a bounded linear operator from $L^p(E, L, m)$ to itself for $1 < p < \infty$.

**Proof.** The proof that $\hat{T}(t)f$ is measurable is exactly the same as in the proof of Theorem 3.6. Clearly, $\hat{T}(t)$ is linear.

We now show $||\hat{T}(t)f||_p < \infty$, if $f \in L^p(E, L, m)$. We have

$$||\hat{T}(t)f||_p^p = \int_E \|\hat{T}(t)f(x)\|^p \, dm(x) = \int_E \|E_x(M(t)f(x(t)))\|^p \, dm(x)$$

$$\leq \int_E \{E_x(||M(t)f(x(t))||)^p \, dm(x) \leq \int_E \{E_x(||f(x(t))||)^p \, dm(x)$$

$$\leq \int_E ||f(x)||^p mP(t, dx) = \int_E ||f(x)||^p \, dm(x) = ||f||_p^p < \infty.$$

Hence, $\hat{T}(t)f \in L^p(E, L, m)$. This completes the proof.

The above shows $||\hat{T}(t)|| < 1$. This proof is given for completeness. It can be found in more generality in Griego [5].

We now prove the main theorem of this section.

**Theorem 4.15.** The family $\{\hat{T}(t), t \geq 0\}$ is a strongly continuous contraction semigroup of operators on $L^p(E, L, m)$, $1 < p < \infty$.

**Proof.** The strong continuity follows from Theorem 3.9. We have already shown that $\hat{T}(t)$ is a contraction map for each $t > 0$. It remains to show the semigroup property.

We have

$$\hat{T}(t + s)f(x) = E_x(M(t + s)f(x(t + s)))$$

$$= E_x(M(s)M(t) \circ \theta_s(f(x(t) \circ \theta_s))) \quad \text{(by Proposition 4.9)}$$

$$= E_x(E_x(M(s)M(t) \circ \theta_s(f(x(t) \circ \theta_s)))|\Sigma_s)$$

$$= E_x(M(s)E_x(M(t) \circ \theta_s(f(x(t) \circ \theta_s)))|\Sigma_s) \quad \text{(by Corollary 4.4)}$$

$$= E_x(M(s)E_x(M(t)f(x(t))))$$

$$= E_x(M(s)\hat{T}(t)f(x(s))) = \hat{T}(s)\hat{T}(t)f(x).$$

Further, $\hat{T}(0)f(x) = E_x(M(0)f(x(0))) = f(x)$. Hence, $\{\hat{T}(t), t \geq 0\}$ is a semigroup, which is the desired result.
5. The operator-valued Feynman-Kac formula. In this section we shall use the semigroups defined in §§3 and 4 to get the operator-valued Feynman-Kac formula for a certain subspace of initial conditions contained in \( L^p(E, L, m) \), where \( 1 < p < \infty \). Since the results of §§3 and 4 are going to be used, we shall assume everything we need to apply them, e.g. the excessivity of \( m \) relative to the family \( F(t, \cdot, \cdot) \), the fact that \( L \) is separable and reflexive, and assumptions (A-1) through (A-3).

Before we proceed to the derivation of the Feynman-Kac formula we need to define one more operator on a subspace of \( L^p(E, L, m) \).

**Definition 5.1.** Recall that \( V \) is the common domain of all the operators \( V(x) \) on \( L \). Define the operator \( B \) by

\[
V(B) = \{ f \in L^p(E, L, m) | f(x) \in V \text{ a.e.} m, \quad \text{and if } F(x) = V(x)f(x), \text{ then } F \in L^p(E, L, m) \}
\]

and

\[
B: V(B) \rightarrow L^p(E, L, m) \quad \text{by } Bf(x) = V(x)f(x).
\]

**Lemma 5.2.** The operator \( B \) is closed and linear.

**Proof.** Clearly, \( B \) is a linear operator, so it suffices to show \( B \) is closed. To that end, assume \( f_n \rightarrow f \) in \( L^p(E, L, m) \), where \( f_n \in V(B) \) for each \( n \). Assume further that \( Bf_n \rightarrow g \) in \( L^p(E, L, m) \). We need to show that \( f \in V(B) \) and that \( Bf = g \).

Since \( f_n \rightarrow f \) in \( L^p(E, L, m) \), there is a subsequence \( \{ f_{n_k} \} \subseteq \{ f_n \} \) so that \( f_{n_k}(x) \rightarrow f(x) \) in \( L \) for \( m \)-almost every \( x \). Since \( Bf_n \rightarrow g \) in \( L^p(E, L, m) \), we must have \( Bf_{n_k} \rightarrow g \) in \( L^p(E, L, m) \) and, hence, there is a further subsequence \( \{ f_{n_{k_l}} \} \subseteq \{ f_{n_k} \} \) so that:

\[
(\text{a) } f_{n_{k_l}}(x) \rightarrow f(x) \quad \text{a.e.} m, \quad \text{and} \quad (\text{b) } Bf_{n_{k_l}}(x) \rightarrow g(x) \quad \text{a.e.} m.
\]

But since each \( V(x) \) is a closed operator we have \( f(x) \in V(V(x)) \text{ a.e. } m \) and \( Bf(x) = g(x) \text{ a.e. } m \).

We are now ready to define the space to which we shall restrict ourselves.

**Definition 5.3.** Define the space \( V' \) as follows:

\[
V' = \{ f \in V(B) | E_x(||V(x(s))f(x(t))||) < F(s, t, f, x), \}
\]

where

\[
(\ast) \quad \int_0^\infty \int_0^t e^{-\lambda s}F(s, t, f, x) \, ds \, dt < \infty \quad \text{for all } \lambda > 0
\]

and
\[(**)
\int_{\mathcal{E}} |F(s, t, f, x)|^p \, dm(x) < \infty \quad \text{for } 0 \leq s \leq t < \infty.
\]

Let

\[BC(\mathcal{E}, L) = \left\{ f : \mathcal{E} \to L \mid \|f\|_\infty = \sup_{x \in \mathcal{E}} \|f(x)\| < \infty \text{ and } f \text{ is continuous} \right\}.
\]

Finally, define

\[\mathcal{D}'' = \mathcal{D}' \cap BC(\mathcal{E}, L).
\]

Before we proceed to deriving the Feynman-Kac formula, we make the following assumptions. Throughout the rest of this section assume:

(A-4) The map \( x \mapsto P_x \) is weakly continuous, i.e., if \( Y : \Omega \to L \) is norm bounded and continuous and if \( x_n \to x \), then \( E_x(Y) \to E_x(Y) \).

(A-5) The map \((x, y) \mapsto V(x)f(y)\) is jointly measurable for each \( f \in \mathcal{D}'' \).

The approach we shall take is to restrict the semigroups of \( \S \S 3 \) and 4 to the Banach space \( \mathcal{D}' \subseteq L^p(\mathcal{E}, L, \mu) \). This will enable us to obtain a relationship between the resolvent operators of the semigroups, which will in turn allow us to derive the Feynman-Kac formula. To do this we must first show that under certain conditions \( \mathcal{T}(h) \) and \( \mathcal{F}(h) \) leave \( \mathcal{D}'' \) invariant for all \( h > 0 \).

**Proposition 5.4.** If \( f \in \mathcal{D}'' \) and \( h > 0 \), then \( \mathcal{T}(h)f \in \mathcal{D}'' \).

**Proof.** We first show \( \mathcal{T}(h)f \in BC(\mathcal{E}, L) \). Since \( f \in BC(\mathcal{E}, L) \), we know \( f(x(h)) : \mathcal{E} \to L \) is bounded and it is clearly continuous. So, if \( x_n \to x \) in \( \mathcal{E} \), then by (A-4) \( E_x(f(x(h))) \to E_x(f(x(h))) \), which gives us the continuity of \( \mathcal{T}(h)f \). It is clearly bounded by \( \|f\|_\infty \).

We must now show that \( \mathcal{T}(h)f \in \mathcal{D}(B) \). To that end, let \( x \in \mathcal{E} \). Then we have

\[
E_x(\|V(x)f(x(h))\|) = E_x(\|V(x(0))f(x(h))\|) \leq F(0, h, f, x) < \infty \quad \text{a.e.} \mu.
\]

The reason for the second to last inequality is that \( f \in \mathcal{D}' \). Now, since \( V(x) \) is a closed operator, we get

\[
\mathcal{T}(h)f(x) = E_x(f(x(h))) \in \mathcal{D}(V(x))
\]

and further:

\[(13) \quad V(x)\mathcal{T}(h)f(x) = E_x(V(x)f(x(h))).\]

The fact that \( x \mapsto V(x)\mathcal{T}(h)f(x) \) is in \( L^p(\mathcal{E}, L, \mu) \) now follows from the fact that \( F(0, h, f, \cdot) \in L^p(\mathcal{E}, L, \mu) \).

Finally we need to show that there is a function \( F(s, t, \mathcal{T}(h)f, x) \) satisfying (\*) and (**) . Notice that by an argument similar to the one which gave us (13) we obtain
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\[ V(x(s))\tilde{T}(h)f(x(t)) = E_{x(t)}(V(x(s))f(x(h))), \]

and hence,

\[ \|V(x(s))\tilde{T}(h)f(x(t))\| \leq E_{x(t)}(\|V(x(s))f(x(h))\|) \]

\[ = E_x(\|V(x(s))f(x(t + h))\| | \Sigma_t). \]

Now taking expectations we get

\[ E_x(\|V(x(s))\tilde{T}(h)f(x(t))\|) \leq E_x(\|V(x(s))f(x(t + h))\|) \leq F(s, t + h, f, x). \]

Letting \( \tilde{F}(s, t, \tilde{T}(h)f, x) = F(s, t + h, f, x) \), we obtain the desired result. This completes the proof.

**Proposition 5.5.** If \( f \in \mathcal{D}' \) and \( h \geq 0 \), then \( \tilde{T}(h)f \in \mathcal{D}'' \).

**Proof.** That \( \tilde{T}(h)f \in BC(E, L) \) follows exactly as in the proof that \( T(h)f \in BC(E, L) \) (Proposition 5.4) and the fact that \( \|M(h)\| \leq 1 \).

We now show \( \tilde{T}(h)f \in \mathcal{D}(B) \). Using the same argument as in Proposition 5.4, it suffices to show:

1. \( E_x(\|V(x)M(h)f(x(h))\|) < \infty \) a.e. \( m \) and
2. \( \int_E E_x(\|V(x)M(h)f(x(h))\|) \, dm(x) < \infty. \)

But \( E_x(\|V(x)M(h)f(x(h))\|) \leq E_x(\|V(x)f(x(h))\|) \) by Corollary 4.12, and since \( E_x(\|V(x)f(x(h))\|) \leq F(0, h, f, x) \), both (a) and (b) follow.

We now need to show that \( \tilde{T}(h)f \) satisfies the defining inequality for \( \mathcal{D}' \).

Using Corollary 4.12 we obtain

\[ E_x(\|V(x(s))\tilde{T}(h)f(x(t))\|) = E_x(\|V(x(s))E_{x(t)}(M(h)f(x(h)))\|) \]

\[ = E_x(\|E_{x(t)}(V(x(s))M(h)f(x(h)))\|) \leq E_x(\|V(x(s))f(x(h))\|) \]

\[ = E_x(\|V(x(s))f(x(t + h))\| | \Sigma_t)) = E_x(\|V(x(s))f(x(t + h))\|) \]

\[ \leq F(s, t + h, f, x). \]

Letting \( \tilde{F}(s, t, \tilde{T}(h)f, x) = F(s, t + h, f, x) \) we obtain the desired result.

**Corollary 5.6.** The operators \( \tilde{T}(h), \tilde{T}(h) \) leave \( \mathcal{D}'' \) invariant for all \( h \geq 0 \).

We now assume that the hypotheses of Proposition 5.5 hold throughout the rest of this section. Since \( \tilde{T}(h) \) and \( \tilde{T}(h) \) leave \( \mathcal{D}'' \) invariant for every \( h \geq 0 \), we
can consider \( \{ \mathcal{T}(h), h > 0 \} \) and \( \{ \mathcal{T}(h), h \geq 0 \} \) as strongly continuous contraction semigroups on the Banach space \( \mathcal{D}' \). Let \( \mathcal{A} \) and \( \mathcal{A}_\lambda \), respectively, denote their infinitesimal generators, and let \( \mathcal{R}_\lambda \) and \( \mathcal{R}_\lambda^* \) denote their respective resolvents. We now proceed to show \( u(t, x) = \mathcal{F}(t)f(x) \), which is the operator-valued Feynman-Kac formula, satisfies (1) when \( f \) is in a certain subspace of \( \mathcal{D}' \).

**Lemma 5.7.** If \( f \in \mathcal{D}' \), then

\[
\int_0^\infty \int_0^t E_x(e^{-\lambda t}||M(s)V(x(s))f(x(t))||) \, ds \, dt < \infty
\]

for every \( \lambda > 0 \).

**Proof.** This follows from the fact that \( f \in \mathcal{D}' \) and that \( F(s, t, f, x) \) satisfies (\(*)\) and \( ||M(s)|| < 1 \) for all \( s \).

**Corollary 5.8.** If \( f \in \mathcal{D}' \), then the order of integration in

\[
\int_0^\infty \int_0^t E_x(e^{-\lambda t}M(s)V(x(s))f(x(t))) \, ds \, dt
\]

is immaterial.

**Proof.** Apply the Fubini-Tonelli Theorem. Notice here we use (A-5) to get joint measurability of \( M(s)V(x(s))f(x(t)) \).

**Lemma 5.9.** If \( f \in \mathcal{D}' \), then

\[
\mathcal{R}_\lambda f - \mathcal{R}_\lambda f = \mathcal{R}_\lambda B \mathcal{R}_\lambda f \quad \text{for all } \lambda > 0.
\]

**Proof.** We have

\[
\mathcal{R}_\lambda f(x) - \mathcal{R}_\lambda f(x) = \int_0^\infty e^{-\lambda t}(\mathcal{T}(t)f - \mathcal{T}(t)f(x)) \, dt
\]

\[
= \int_0^\infty e^{-\lambda t}E_x((M(t) - I)f(x(t))) \, dt.
\]

But recall that Proposition 4.4 gives us

\[
-(d/ds)M(s, t)f(x(t)) = V(x(s))M(s, t)f(x(t)).
\]

So upon integration, we obtain

\[
\int_0^t V(x(s))M(s, t)f(x(t)) \, ds = -M(s, t)f(x(t))|_{t=0}^{t=t} = (M(t) - I)f(x(t)).
\]

Returning to our original equation, we get
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\[ R_f(x) - R_{\lambda}f(x) = \int_0^\infty e^{-\lambda t} E_{\lambda} \left( \int_0^t V(x(s)) M(s, t) f(x(t)) \, ds \right) \, dt \]

(by Corollary 5.8)

\[ = \int_0^\infty \int_0^\infty E_{\lambda} \left( e^{-\lambda t} V(x(s)) M(s, t) f(x(t)) \right) \, ds \, dt \]

(by Corollary 5.8)

\[ = \int_0^\infty \int_0^\infty E_{\lambda} \left( e^{-\lambda(t+s)} V(x(s)) M(s, t+s) f(x(t+s)) \right) \, ds \, dt \]

(by Corollary 5.8)

\[ = \int_0^\infty e^{-\lambda s} \int_0^\infty e^{-\lambda t} E_{\lambda} \left( (V(x(s)) E_{\lambda}(M(s, t)f(x(t)))) \right) \, dt \, ds \]

(by Theorem 3.6 and Lemma 5.2)

This completes the proof.

**Theorem 5.10.** The operator \( \tilde{R}_{\lambda} \) maps \( \mathcal{U} \) into \( \mathcal{U}(\tilde{A}) \). Further, if \( f \in \tilde{R}_{\lambda}(\mathcal{U}) \), then \( \tilde{A}f = \tilde{A}f + Bf \).

**Proof.** If \( f \in \mathcal{U} \), then by Lemma 5.9 we have \( \tilde{R}_{\lambda}f = \tilde{R}_{\lambda}(B\tilde{R}_{\lambda} - I)f \in \tilde{R}_{\lambda}(\mathcal{U}) = \text{range of } \tilde{R}_{\lambda} = \mathcal{U}(\tilde{A}) \). This establishes the first statement.

Now if \( f \in \tilde{R}_{\lambda}(\mathcal{U}) \), then there is a \( g \in \mathcal{U} \) so that \( f = \tilde{R}_{\lambda}g \). Then by Lemma 5.9, we have

\[ \tilde{R}_{\lambda}g - \tilde{R}_{\lambda}g = \tilde{R}_{\lambda}B\tilde{R}_{\lambda}g, \]

which implies

\[ \tilde{R}_{\lambda}g = \tilde{R}_{\lambda}g + \tilde{R}_{\lambda}Bf, \]

hence,

\[ f = \tilde{R}_{\lambda}(g + Bf). \]

Now apply \( \lambda - \tilde{A} \) to both sides of the above to obtain

\[ \lambda f - \tilde{A}f = g + Bf = (\lambda - \tilde{A})f + Bf = \lambda f - \tilde{A}f + Bf. \]

Rearranging terms, we obtain
\[ \tilde{A}f = \tilde{A}f + Bf. \]

This completes the proof.

We are now ready to state and prove our main result.

**Theorem 5.11.** If \( V_0 = \{ /G p^n n P(2)|2/G XT\}, \) and if \( f \in V_0, \) then the initial value problem \( \partial u/\partial t = \tilde{A}u + Bu, u(0) = f, \) has a solution given by \( u(t) = \tilde{T}(t)f. \)

**Proof.** It is a standard result in the theory of semigroups [15, p. 239] that if \( f \in D(\tilde{A}), \) then \( u(t) \) as defined above satisfies \( \partial u/\partial t = \tilde{A}u. \) Hence, by Theorem 5.10 it suffices to show that \( u(t) \in \tilde{R}_\lambda(V') \) for every \( t > 0. \)

Recall that if \( f \in V_0 \subseteq D(\tilde{A}), \) hence, \( u(t) = \tilde{T}(t)f \in D(\tilde{A}) \) [15, p. 239]. Let \( \nu(t) = (\lambda - \tilde{A})u(t). \) Then \( \nu(t) = (\lambda - \tilde{A})\tilde{T}(t)f = \tilde{T}(t)(\lambda - \tilde{A})f. \) But, since \( f \in V_0, \) we have that both \( f \) and \( \tilde{A}f \) belong to \( V'. \) Therefore, \( (\lambda - \tilde{A})f \in V'. \) Let \( i<0 = (\lambda - \tilde{A})u(t). \) Then \( \nu(t) = (\lambda - \tilde{A})\tilde{T}(t)f. \) But, since \( f \in V_0, \) we have that both \( f \) and \( \tilde{A}f \) belong to \( V'. \) Hence, \( u(t) \in \tilde{R}_\lambda(V') \) for each \( t > 0. \) This completes the proof.

We now proceed to show that \( V_0 \) is nonempty and, in fact, under the proper conditions is dense in \( V' \).

**Lemma 5.12.** If \( f \in V' \) and if we define the function \( g \) by \( g(K) = \int_0^K \tilde{T}(t)f \, dt, \) and if \( \int_0^K F(s, t + h, f, x) \, dh \) satisfies \((*) \) and \((***)\), then \( g(K) \in V'. \)

**Proof.** Observe that \( g(K): E \rightarrow L \) is bounded by \( K\|f\|_\infty. \) We now show that it is continuous. Let \( x_n \rightarrow x \) in \( E. \) Then
\[
g(K)(x_n) = \int_0^K E_{x_n}^K (M(t)f(x(t))) \, dt = E_{x_n}^K \left( \int_0^K M(t)f(x(t)) \, dt \right).
\]

But,
\[
E_{x_n}^K \left( \int_0^K M(t)f(x(t)) \, dt \right) \rightarrow E_x \left( \int_0^K M(t)f(x(t)) \, dt \right)
\]

because of \((A-4)\) and the fact that \( \int_0^K M(t)f(x(t)) \, dt \) is a bounded function from \( \Omega \) to \( L. \) But notice that
\[
E_x \left( \int_0^K M(t)f(x(t)) \, dt \right) = g(K)(x).
\]

Hence, \( g(K)(x_n) \rightarrow g(K)(x), \) and \( g(K) \) is continuous. Therefore, \( g(K) \in BC(E, L). \)

That \( g(K) \in V' \) follows directly from the fact that \( \int_0^K F(s, t + h, f, x) \, dh \) satisfies \((*) \) and \((***)\).

**Theorem 5.13.** If the hypotheses of Lemma 5.12 are satisfied for \( K = 1/n \) for every \( n, \) and if \( V' \neq \{0\}, \) then \( V_0 \neq \{0\}. \)
Proof. Let \( f \neq 0 \) be in \( \mathcal{D}' \) and define \( f_n = n^{1/n} (1/n^{1/n}) f \). Then by Lemma 5.12, \( f \in \mathcal{D}' \). But, \( f_n \in \mathcal{D}(\tilde{A}) \) and \( \tilde{A} f_n = n^{1/n} (1/n^{1/n}) f - n f \in \mathcal{D}' \). Hence, \( f_n \in \mathcal{D}_0 \) for every \( n \). Now, if \( \mathcal{D}_0 = \{0\} \), then \( f_n = 0 \) for every \( n \). But, \( f_n \to f \) and so if \( \mathcal{D}_0 = \{0\} \), then \( f = 0 \) which is a contradiction. Hence, \( \mathcal{D}_0 \neq \{0\} \) and the proof is complete.

Corollary 5.14. If \( M \) is a linear subspace of \( \mathcal{D}' \) which is dense in \( \mathcal{D}' \), and if the hypotheses of Theorem 5.13 are satisfied by each \( f \in M \), then \( \mathcal{D}_0 \) is dense in \( \mathcal{D}' \).

Proof. Let \( f \in \mathcal{D}' \) and let \( e > 0 \). Choose \( g \in M \) so that \( \|f - g\| < e/2 \). Let \( g_n = n^{1/n} (1/n^{1/n}) f dt \). Then for \( n \) sufficiently large \( \|g_n - g\| < e/2 \) and hence, \( \|f - g_n\| \leq \|f - g\| + \|g_n - g\| < e \). But Theorem 5.13 guarantees that \( g_n \in \mathcal{D}_0 \) for all \( n \). This completes the proof.

Finally we give necessary and sufficient conditions on the operators \( \tilde{A} \) and \( B \) so that \( \tilde{A} + B \) is actually an extension of the operator \( \tilde{A} \).

Definition 5.15. We define \( G \) to be the space of functions on which \( \tilde{A} = A + B \), i.e.,

\[
G = \{ f \in \mathcal{D}(\tilde{A}) \cap \mathcal{D}(B) \cap \mathcal{D}(A) : \tilde{A} f = \tilde{A} f + B f \}.
\]

Theorem 5.16. If \( \mathcal{D}(\tilde{A}) = G \), then \( (\tilde{A} + B)|_G \) is a closed operator and, conversely, if \( (\tilde{A} + B)|_G \) is closed, then \( \mathcal{D}(\tilde{A}) = G \).

Proof. To show the first implication let \( f_n \to f \) where \( f_n \in \mathcal{D}(\tilde{A} + B) \cap G \) and assume \( (\tilde{A} + B) f_n \to g \). Since each \( f_n \in G \) we have first each \( f_n \in \mathcal{D}(\tilde{A}) \) and second that \( \tilde{A} f_n = (\tilde{A} + B) f_n \to g \). Since \( \tilde{A} \) is a closed operator \( f \in \mathcal{D}(\tilde{A}) \) and \( \tilde{A} f = g \). But \( f \in \mathcal{D}(\tilde{A}) \) implies \( f \in G \) and hence \( \tilde{A} f = (\tilde{A} + B) f = g \). Hence \( (\tilde{A} + B)|_G \) is a closed operator.

To show the converse we notice that by Theorem 5.10, \( \tilde{R}_\lambda(\mathcal{D}') \subseteq G \) and clearly \( G \subseteq \mathcal{D}(\tilde{A}) = \tilde{R}_\lambda(\mathcal{D}') \). We need therefore only show that if \( (\tilde{A} + B)|_G \) is closed then \( R_\lambda(\mathcal{D}') \subseteq G \). In view of the above observation, this amounts to showing that if \( f \in R_\lambda(\mathcal{D}') \), then \( f \in G \).

To that end let \( f \in \tilde{R}_\lambda(\mathcal{D}') - \tilde{R}_\lambda(\mathcal{D}') \). There is some element \( g \in \mathcal{D}' - \mathcal{D}' \) so that \( \tilde{R}_\lambda g = f \). Since \( g \in \mathcal{D}' \) there is a sequence \( \{g_n\} \subseteq \mathcal{D}' \) so that \( g_n \to g \). Define \( f_n = \tilde{R}_\lambda g_n \). Now each \( f_n \) is in \( \tilde{R}_\lambda(\mathcal{D}') \) and further,

\[
f_n = \tilde{R}_\lambda g_n \to \tilde{R}_\lambda g = f
\]

because \( g_n \to g \) and \( \tilde{R}_\lambda \) is a bounded operator. We shall show that \( \{(\tilde{A} + B) f_n\} \) converges. Note that by Theorem 5.10, \( (\tilde{A} + B) f_n = \tilde{A} f_n \). Now \( \{\lambda - \tilde{A}\} f_n = \{\lambda - \tilde{A}\} \tilde{R}_\lambda g_n \) which is a convergent sequence, and since the sequence \( \{\nabla f_n\} \) converges by (15) we must have that the sequence \( \{\tilde{A} f_n\} \) converges so by the
above note the sequence \( (A + B)f_n \) converges to some element \( h \), namely \( h = \lambda f - g \).

We now have first \( f_n \to f \) and each \( f_n \in G \) and second \( (A + B)f_n \to h \). Since we are assuming that \( (A + B) | G \) is a closed operator we can conclude that \( f \in G \) and \( (A + B)f = h \). In particular, \( f \in G \) which is the desired result.

**Corollary 5.17.** The operator \( A + B \) is an extension of \( A \) if and only if \( (A + B) | G \) is a closed operator.

**Proof.** This follows directly from Theorem 5.16.

6. Example. In this section we shall apply the above results to a specific example.

Let \( X = (\Omega, \Sigma, \Sigma_t, x(t), P_x, x \in \mathbb{R}^1) \) be a Brownian motion on the real line, and suppose \( L = L^2(\mathbb{R}) \). Recall the transition probabilities of Brownian motion are given by

\[
P(t, x, A) = \frac{1}{\sqrt{2\pi t}} \int_A \exp \left[ -\frac{(x - y)^2}{2t} \right] dy.
\]

The measure \( m \) in this case will be Lebesgue measure on \( \mathbb{R}^1 \). It is easily seen that \( m \) is excessive relative to the family \( P(t, \cdot, \cdot) \). Now for every \( x \in \mathbb{R} \) define \( T_x(t) : L \to L \) by \( T_x(t)\varphi(\theta) = \varphi(\theta + g(x)t) \), where \( g \) is continuous, bounded and \( g(x) \neq 0 \) for every \( x \in \mathbb{R} \) and further, for every \( t > 0 \),

\[
\int_{-\infty}^{\infty} \left\{ \frac{1}{\sqrt{2\pi t}} \int_{-\infty}^{\infty} |g(y)| \exp \left[ -\frac{(x - y)^2}{2t} \right] dy \right\}^2 dx < \infty.
\]

Then it can be shown [1, p. 43] that \( T_x(t) \) is a strongly continuous contraction semigroup of operators on \( L \) and the infinitesimal generator of \( T_x(t) \) is given by

\[
\mathcal{D}(V(x)) = \{ \varphi \in L^2(\mathbb{R}) | \varphi \in AC_{loc}(\mathbb{R}) \text{ and } \partial \varphi / \partial \theta \in L^2(\mathbb{R}) \},
\]

where \( AC_{loc}(\mathbb{R}) \) denotes the set of all locally absolutely continuous functions from \( \mathbb{R} \) to \( \mathbb{R} \) and

\[
V(x)\varphi = g(x)\partial \varphi / \partial \theta.
\]

It is clear that (A-1) through (A-5) are satisfied by the above.

**Theorem 6.1.** Under the conditions set out above, the initial value problem:

\[
\frac{\partial u}{\partial t} = \frac{1}{2} \partial^2 u / \partial x^2 + g(x) \partial u / \partial \theta, \quad u(0) = f,
\]

has a solution if \( f \in \mathcal{D}_0 \).

**Proof.** Theorem 5.11.
We should note here that $D_0 \neq \{0\}$. We shall show this by exhibiting an element $f \in \mathcal{V}'' - \{0\}$ which satisfies the hypotheses of Lemma 5.12 and Theorem 5.13. From this $f$ we can construct elements of $\mathcal{V}_0$.

**Theorem 6.2.** Let $f: R \rightarrow L^2(R)$ be defined by $f(x, \theta) = \exp \left[-(x - \theta)^2 \right]$. Then $f \in \mathcal{V}'$.

**Proof.** The function $f$ is clearly in $\mathcal{D}(B)$ and is clearly bounded. We show that $f$ is continuous by observing that if $x_n \rightarrow x$, since $\|f(x_n)\|_2 = \|f(x)\|_2$ for every $n$ and since $f(x_n, \theta) \rightarrow f(x, \theta)$ for every $\theta$, then $\|f(x_n) - f(x)\|_2 \rightarrow 0$ [13, p. 73].

Now we need to show that $f$ satisfies the defining inequality for $\mathcal{V}''$.

Notice

$$V(x(s))f(x(t), \theta) = g(x(s)) \frac{\partial \exp \left[-(x(t) - \theta)^2 \right]}{\partial \theta}$$

$$= 2g(x(s))(x(t) - \theta)\exp \left[-(x(t) - \theta)^2 \right].$$

So we can compute $\|V(x(s))f(x(t))\|$ by

$$\|V(x(s))f(x(t))\|^2 = \int_{-\infty}^{\infty} 4|g(x(s))|^2 |x(t) - \theta|^2 \exp \left[-2(x(t) - \theta)^2 \right] d\theta$$

$$= 4|g(x(s))|^2 \int_{-\infty}^{\infty} u^2 \exp \left(-2u^2 \right) du.$$  

Now let $F(s, t, f, x) = K\mathbb{E}_x(g(x(s)))$, where

$$K^2 = \int_{-\infty}^{\infty} 4u^2 \exp \left(-2u^2 \right) du < \infty.$$  

We need to check that $F$ satisfies $(\ast)$ and $(\ast\ast)$. We have

$$\int_0^\infty \int_0^t e^{-\lambda t} F(s, t, f, x) ds dt \leq \int_0^\infty K \|g\|_{L_2} e^{-\lambda t} dt < \infty;$$

hence, $F$ satisfies $(\ast)$. To check $(\ast\ast)$ note that

$$\int_{-\infty}^{\infty} |F(s, t, f, x)|^2 dx = \int_{-\infty}^{\infty} K^2 (g_x((g(x(s))))^2 dx$$

$$= \int_{-\infty}^{\infty} \sqrt{2\pi s} \left\{ \int_{-\infty}^{\infty} g(y) \exp \left[-\frac{(x - y)^2}{2s} \right] dy \right\}^2 dx < \infty$$

by the restrictions placed on $g$. Hence, $F$ satisfies $(\ast\ast)$. This completes the proof.

Now in order to show that $\mathcal{D}_0 \neq 0$, by Theorem 5.13 we need only show $f$ satisfies the hypotheses of Lemma 5.12 for $K = 1/n$, for all $n$.

**Theorem 6.3.** If $f$ is defined as in Theorem 6.2 and if $F(s, t, f, x)$ is the function obtained in Theorem 6.2, then $\int_0^{1/m} F(s, t + h, f, x) dh$ satisfies $(\ast)$ and $(\ast\ast)$.  

Proof. Notice that \( F(s, t + h, f, x) = K E_x(g(x(s))) \), where \( K \) is defined in the proof of Theorem 6.2 so we have
\[
\int_0^1 F(s, t + h, f, x) \, dh = \frac{K}{m} E_x(g(x(s))).
\]
This clearly satisfies (\( *) \) and (\( ** \)) and the proof is complete.

Corollary 6.4. The subspace \( V_0 \) is nontrivial, i.e. \( V_0 \neq \{0\} \).

Proof. Theorems 5.13, 6.2 and 6.3.

Corollary 6.5. The subspace \( M \) is contained in \( V_0 \), where
\[
M = \left\{ \sum_{i=1}^n g_i(x) h_i(\theta) g_i, h_i \in C_c(R), n \in N, h \in V(V(x)) \right\}.
\]

Proof. It is an easy computation to show that if \( f(x, \theta) = r(x) h(\theta) \), then the function \( F \) is given by \( F(s, t, f, x) = K \|h\|_{L^\infty} E_x(g(x(s))) \). The corollary then follows as did Corollary 6.4.

7. Remarks. As was noted in the introduction, a number of people have considered the Feynman-Kac formula in studying probabilistic phenomena.

In [8] Helms constructs a stochastic process which corresponds to the classical Feynman-Kac formula. In that case the measure that Helms obtains is not necessarily a probability measure. The most one can say is that it is \( \sigma \)-finite. A question remains as to what type of stochastic process can be associated with the operator-valued Feynman-Kac formula, and of course what type of measure is associated with it. In [7] Griego and Moncayo construct the process in the discrete case.

Finally, the assumption that the semigroups \( T_x(t) \) are mutually commutative is undesirable. The results of Hersh and Papanicolaou [9] do not depend on this commutativity. In attacking the problem from the point of view of resolvents, difficulties are encountered in showing the measurability of the multiplicative operator functional and in the computation of the resolvent equation obtained in Lemma 5.9. So the question remains open on sufficient conditions in the non-commutative case.
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