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Abstract. The aim of the present paper is to obtain, for tensor products of linear operators, their essential spectra in the sense of F. E. Browder, F. Wolf and M. Schechter and explicit formulæ of their nullity, deficiency and index. The theory applies to \( A \otimes I + I \otimes B \) and \( A \otimes B \).

Introduction. Let \( A \) and \( B \) be densely defined closed linear operators in complex Banach spaces \( X \) and \( Y \) respectively with domains \( D[A] \) and \( D[B] \) and with nonempty resolvent sets \( \rho(A) \) and \( \rho(B) \). Associated with each polynomial of degrees \( m \) in \( \xi \) and \( n \) in \( \eta \)

\[
P(\xi, \eta) = \sum_{jk} c_{jk} \xi^j \eta^k
\]

is a polynomial operator

\[
P(A \otimes I, I \otimes B) = \sum_{jk} c_{jk} A^j \otimes B^k
\]

in the tensor product \( X \hat{\otimes}_\alpha Y \), the completion of \( X \otimes Y \) with respect to a quasi-uniform reasonable norm \( \alpha \). In particular, the operators \( A \otimes I + I \otimes B \) and \( A \otimes B \) correspond respectively to the polynomials \( \xi + \eta \) and \( \xi \eta \). The symbol \( I \) stands for the identity operators in both \( X \) and \( Y \). The domain of (0.2), which is by definition \( \cap_{jk: c_{jk} \neq 0} D[A^j] \otimes D[B^k] \), can be shown to coincide with \( D[A^m] \otimes D[B^n] \). Assume (0.2) is closable in \( X \hat{\otimes}_\alpha Y \) and denote its closure by \( \tilde{P} (A \otimes I, I \otimes B) \).

The main concern of the present paper is with the problem of what spectral contributions \( A \) and \( B \) make to \( \tilde{P} (A \otimes I, I \otimes B) \). For a certain class of polynomials \( P(\xi, \eta) \), the spectrum of \( \tilde{P} (A \otimes I, I \otimes B) \) has been determined in Ichinose [11] and [12] (cf. Reed and Simon [20]):

\[
\sigma(\tilde{P} (A \otimes I, I \otimes B)) = P(\sigma(A), \sigma(B)).
\]
where the spectrum is denoted by \( \sigma \). The present paper gives exact representations of the essential spectra of \( \tilde{P}\{A \otimes I, I \otimes B\} \) in terms of the parts of the spectra of \( A \) and \( B \). By the essential spectra are meant those in the sense of F. E. Browder [3], F. Wolf [26] and M. Schechter [22]; they are closed subsets in the complex plane \( \mathbb{C} \) and denoted respectively by \( \sigma_{eb} \), \( \sigma_{ew} \) and \( \sigma_{em} \). As by-products, their complementary sets, i.e. the set of all isolated, finite-dimensional eigenvalues and the intersection of the Browder essential spectrum and the Fredholm domain, are also represented. Further, formulae expressing the nullity, deficiency and index for \( \tilde{P}\{A \otimes I, I \otimes B\} \) in terms of the quantities concerning \( A \) and \( B \) are derived. The class of admissible polynomials depends on \( A \) and \( B \) and therefore on their spectra.

The results may be of use as basic principles in the spectral theory of many-body Schrödinger operators (e.g. Balslev and Combes [1] and B. Simon [23]).

In §1 there are given some preliminary results on linear operators and tensor products which play underlying roles in the next sections.

§2 is devoted to the study of some useful properties of the admissible polynomials, the class of which is denoted by \( \mathcal{P}_e(A, B) \) and defined as follows.

A polynomial \( P(\xi, \eta) \) is said to belong to \( \mathcal{P}_e(A, B) \) if it satisfies that \( P(\sigma(A), \sigma(B)) \neq \mathbb{C} \) when both \( \sigma(A) \) and \( \sigma(B) \) are nonempty and that for every \( \kappa \in P(\sigma(A), \sigma(B)) \) with \( \text{dist}(\kappa, P(\sigma(A), \sigma(B))) > 0 \) (for every \( \kappa \in \mathbb{C} \) when either \( \sigma(A) \) or \( \sigma(B) \) is empty) there exist nonempty open sets \( U \) and \( V \) with \( AC \subset \rho(A) \) and \( CV \subset \rho(B) \) having the following properties:

(i) for each sufficiently large \( r > 0 \), the restrictions of the boundaries \( \partial U \) and \( \partial V \) to the closed disc \( K_r = \{ \xi; |\xi| < r \} \) consist of a finite number of rectifiable Jordan arcs and have a length \( O(r) \) as \( r \to \infty \);

(ii) \( \text{dist}(\kappa, P(U, V)) > 0 \);

(iii) \( |||\xi(I - A)^{-1}|| \) is uniformly bounded on \( AC \) and \( |||\eta(I - B)^{-1}|| \) is uniformly bounded on \( CV \);

(iv) for some \( \tau > 0 \), \( |P(\xi, \eta)(|\xi| + |\eta|)^{-\tau} | \) is bounded away from zero on \( \tilde{U} \times \tilde{V} \) for sufficiently large \( |\xi| + |\eta| \).

Note that if both \( A \) and \( B \) are bounded every polynomial belongs to \( \mathcal{P}_e(A, B) \). §3 contains the main results. A full use of the properties of the polynomials in \( \mathcal{P}_e(A, B) \) studied in §2 proves the theorems on the Browder and Wolf essential spectra of \( P\{A \otimes I, I \otimes B\} \) that for \( P \in \mathcal{P}_e(A, B) \)

\[
\sigma_{eb}\left(\tilde{P}\{A \otimes I, I \otimes B\}\right) = P(\sigma_{eb}(A), \sigma(B)) \cup P(\sigma(A), \sigma_{eb}(B));
\]

\[
\sigma_{ew}\left(\tilde{P}\{A \otimes I, I \otimes B\}\right) = P(\sigma_{ew}(A), \sigma(B)) \cup P(\sigma(A), \sigma_{ew}(B)).
\]

On the proof of the inclusion \( \subset \) it works that \( P(\xi, \eta) \) belongs to \( \mathcal{P}_e(A, B) \) which implies that \( |P(\xi, \eta)| \) becomes large on \( \sigma(A) \times \sigma(B) \) with \( |\xi| + |\eta| \) so
that it prevents "cancellations" at infinity. The other inclusion \( \supseteq \), however, is valid in fact for every polynomial \( P(\xi, \eta) \). A further elaboration enables one to derive formulae of the nullity, deficiency and index for \( P(A \otimes I, I \otimes B) \). With this very index the Schechter essential spectrum of \( P(A \otimes I, I \otimes B) \) is also exactly determined. It will be also observed that, if, in addition, the crossnorm \( \alpha \) is faithful, then all the results are valid for another associated polynomial operator

\[
P[A \otimes I, I \otimes B] = \sum_{jk} c_{jk} A^j \otimes \alpha B^k
\]

in \( X \otimes \alpha Y \), where the \( A^j \otimes \alpha B^k \) are the closures of the \( A^j \otimes B^k \) since they are closable (see [12]).

§4 gives a concise summary of the main results, in particular, in two special cases for the polynomials \( \xi + \eta \) and \( \xi\eta \), which may be of importance in applications. The polynomial \( \xi + \eta \) belongs to \( \mathcal{P}_e(A, B) \) if the spectra of \( A \) and \( B \) are included respectively in the sectors

\[
S(\theta_A) = \{ \xi \in \mathbb{C}; |\arg \xi| < \theta_A \} \quad \text{and} \quad S(\theta_B) = \{ \eta \in \mathbb{C}; |\arg \eta| < \theta_B \}
\]

with \( 0 < \theta_A + \theta_B < \pi \) and if

\[
\|\xi(I - A)^{-1}\| < M_A(\arg \xi), \quad \xi \in S(\theta_A),
\]

\[
\|\eta(I - B)^{-1}\| < M_B(\arg \eta), \quad \eta \in S(\theta_B),
\]

where \( M_T(\theta) \) is a constant depending only on \( T \) and \( \theta \). The polynomial \( \xi\eta \) belongs to \( \mathcal{P}_e(A, B) \) if it does not occur that one of the extended spectra of \( A \) and \( B \) contains 0 while the other contains \( \infty \).

An exact representation of the essential spectrum of \( \tilde{P}(A \otimes I, I \otimes B) \) in the sense of T. Kato [15] will be given in a forthcoming paper.

For the basic notions and results on linear operators and tensor products used here see T. Kato [15] and R. Schatten [21] (see also [5], [14], [24], [25] and [7], [8]).

1. Preliminary results.

1.1. Essential spectra of linear operators. Let \( Z \) be a complex Banach space with \( Z' \) its topological dual space. Let \( T \) be a closed linear operator with both domain \( D[T] \) and range \( R[T] \) in \( Z \). The identity operator in \( Z \) is denoted by \( I \). For \( T \) densely defined, the adjoint of \( T \) is denoted by \( T' \). We denote the spectrum and resolvent set of \( T \) by \( \sigma(T) \) and \( \rho(T) \), respectively.

The nullity of \( T \), \( \text{null} \ T \), is the dimension of the null space \( N[T] \) of \( T \). The deficiency of \( T \), \( \text{def} \ T \), is the dimension of \( Z/R[T] \). The index of \( T \), \( \text{ind} \ T \), is defined as \( \text{ind} \ T = \text{null} \ T - \text{def} \ T \), if at least one of \( \text{null} \ T \) and \( \text{def} \ T \) is finite. \( T \) is said to be semi-Fredholm if \( R[T] \) is closed and at least one of \( \text{null} \ T \) and
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def $T$ is finite. In addition, if both null $T$ and def $T$ are finite, $T$ is said to be Fredholm.

The semi-Fredholm (resp. Fredholm) domain of $T$, denoted by $\rho_{ek}(T)$ (resp. $\rho_{ew}(T)$), is by definition the set of all $\lambda$ in the complex plane $\mathbb{C}$ for which $T - \lambda I$ is semi-Fredholm (resp. Fredholm).

We shall use also the notions of the approximate nullity and approximate deficiency of $T$, which are denoted by null$^*T$ and def$^*T$, respectively. It is known that null$T$ (resp. def$T$) coincides with null$^*T$ (resp. def$^*T$) if $R[T]$ is closed, and is infinite if $R[T]$ is not closed [15, IV, §5, Theorem 5.10]. null$^*T$ is positive if and only if there is a sequence $\{z_l\}_{l=1}^{\infty} \subset D[T]$ of unit vectors with $Tz_l \to 0$ as $l \to \infty$, and null$^*T$ is infinite if and only if this sequence $\{z_l\}_{l=1}^{\infty}$ of unit vectors can be chosen to be noncompact ([15, IV, §5, Theorem 5.11] and [26]). Here we say a sequence $\{z_l\}_{l=1}^{\infty} \subset Z$ is compact if every subsequence of it contains a convergent subsequence.

The approximate point spectrum of $T$, $\sigma_{ap}(T)$, is the set of all $\lambda$ in $\mathbb{C}$ such that null$^*T - \lambda I > 0$. The point spectrum of $T$, $\sigma_p(T)$, is a subset of $\sigma_{ap}(T)$. Let $\sigma_+(T)$ (resp. $\sigma_-(T)$) be the set of all $\lambda$ in $\mathbb{C}$ such that null$^*T - \lambda I = \infty$ (resp. def$^*T - \lambda I = \infty$).

T. Kato [15], F. Wolf [26], F. E. Browder [3] and M. Schechter [22] have defined the essential spectrum of $T$ differently.

The Kato essential spectrum of $T$, $\sigma_{ek}(T)$, is the complementary set in $\mathbb{C}$ of the semi-Fredholm domain $\rho_{ek}(T)$ for $T$. The Wolf essential spectrum of $T$, $\sigma_{ew}(T)$, is the complementary set in $\mathbb{C}$ of the Fredholm domain $\rho_{ew}(T)$ for $T$. It is easily seen that $\sigma_{ek}(T) = \sigma_+(T) \cap \sigma_{-}(T)$ and $\sigma_{ew}(T) = \sigma_+(T) \cup \sigma_-(T)$. The Schechter essential spectrum of $T$, $\sigma_{es}(T)$, is the union of $\sigma_{ew}(T)$ and the set of all $\lambda$ in $\sigma(T)$ for which $T - \lambda I$ is Fredholm with $\text{ind}(T - \lambda I) \neq 0$. The Browder essential spectrum of $T$, $\sigma_{eb}(T)$, is the set of all $\lambda$ in $\sigma(T)$ such that at least one of the following conditions holds: (i) $R[T - \lambda I]$ is not closed; (ii) $\lambda$ is a limit point of $\sigma(T)$; (iii) $\bigcup_{n \geq 0} N[(T - \lambda I)^n]$ is of infinite dimension.

If $\lambda$ is an isolated point of $\sigma(T)$, by the projection associated with $\lambda$ is meant the bounded linear operator $P$ in $Z$ defined by

$$P = \left(2\pi i\right)^{-1} \int_{C} (\xi I - T)^{-1} \, d\xi,$$

where $C$ is a circle round $\lambda$ such that $\lambda$ is the only point of $\sigma(T)$ contained in $C$. If $P$ is finite dimensional, i.e. of finite rank, $\lambda$ is an eigenvalue of $T$ with algebraic multiplicity $t(T; \lambda) = \dim P$, which is coincident with

$$\dim \bigcup_{n \geq 0} N[(T - \lambda I)^n].$$

Such an eigenvalue will be referred to, throughout this paper, as “an isolated,
finite-dimensional eigenvalue". Then the set \( \sigma(T) \setminus \sigma_{eb}(T) \) is the set of all isolated, finite-dimensional eigenvalues of \( T \).

All the four essential spectra as above are closed subsets of the complex plane \( \mathbb{C} \); they are empty if the Banach space \( Z \) is of finite dimension. They coincide if \( T \) is selfadjoint.

Among these various parts of the spectrum and their boundaries there are the following inclusion relations. The boundary of a set \( U \) in the complex plane \( \mathbb{C} \) is denoted by \( \partial U \).

**Proposition 1.1.** (a)

\[
\begin{align*}
(1.1) \quad \sigma_{ek}(T) & \subseteq \sigma_{ep}(T) \subseteq \sigma_{em}(T) \subseteq \sigma_{eb}(T) \subseteq \sigma(T). \\
(1.2) \quad \sigma_{ek}(T) \cup \sigma_{p}(T) = \sigma_{e}(T) \subseteq \sigma(T).
\end{align*}
\]

(b)

\[
\begin{align*}
(1.3) \quad \partial \sigma_{eb}(T) & \subseteq \partial \sigma_{em}(T) \subseteq \partial \sigma_{ew}(T) \subseteq \partial \sigma_{ek}(T). \\
(1.4) \quad \partial \sigma(T) = (\sigma(T) \setminus \sigma_{eb}(T)) \cup \partial \sigma_{eb}(T) \subseteq \partial \sigma_{e}(T).
\end{align*}
\]

Proof. (1.1) and (1.2) are obvious. (1.3) will be shown with the aid of [14, Theorem 6] or [15, IV, §5, Theorem 5.17]; for \( T \) bounded with \( D[T] = Z \), it has been shown in D. Miličić and K. Veselić [17]. For (1.4) see e.g. [10]. Q.E.D.

Associated with each polynomial of degree \( m \) in \( \xi \)

\[
(1.5) \quad p(\xi) = \sum_{j=0}^{m} a_{j} \xi^{j}, \quad a_{m} \neq 0,
\]

is a linear operator

\[
(1.6) \quad p(T) = \sum_{j=0}^{m} a_{j} T^{j}
\]

in \( Z \). If the resolvent set \( \rho(T) \) or, more generally, the Fredholm domain \( \rho_{em}(T) \) of \( T \) is not empty, then \( p(T) \) is closed with domain \( D[T^{m}] \) (see e.g. [22]). It follows by virtue of the closed graph theorem that the graph norm of \( p(T) \) is equivalent to that of \( T^{m} \) and hence to the norm

\[
(1.7) \quad \|z\| + \sum_{j=1}^{m} \|T^{j}z\|, \quad z \in D[T^{m}].
\]

In this case, it will be shown that \( p(T)' = p(T') \) if \( T \) is densely defined.

The relationships between the various parts of the spectrum of \( T \) and those of \( p(T) \) are given by the following

**Proposition 1.2.** Let \( T \colon D[T] \subset Z \to Z \) be a densely defined closed linear operator with nonempty resolvent set \( \rho(T) \). Then
(a) $\sigma(p(T)) = p(\sigma(T));$  
(b) $\sigma_{p}(p(T)) = p(\sigma_{p}(T));$
(c) $\sigma_{e}(p(T)) = p(\sigma_{e}(T));$  
(d) $\sigma_{+}(p(T)) = p(\sigma_{+}(T));$
(e) $\sigma_{-}(p(T)) = p(\sigma_{-}(T));$  
(f) $\sigma_{eb}(p(T)) = p(\sigma_{eb}(T));$
(g) $\sigma_{ew}(p(T)) = p(\sigma_{ew}(T));$  
(h) $\sigma_{ch}(p(T)) \supset p(\sigma_{ch}(T));$
(i) $\sigma_{em}(p(T)) \supset p(\sigma_{em}(T)).$

Remark. Proposition 1.2 is valid for $T'$ in place of $T.$ Further, it will be shown that Proposition 1.2 is true also for $T$ with nonempty Fredholm domain.

Proof of Proposition 1.2 and Comment. The relations (a), (b) and (c) are well known. The other relations have been shown in B. Gramsch and D. Lay [6], for $T$ bounded with $D[T] = Z.$ In (h) and (i), equality does not in general hold; they give also simple examples in which these inclusions are proper. For general $T,$ the relation (f) has been shown in R. D. Nussbaum [18] and (g) in E. Balslev and T. W. Gamelin [2]. The relations (g) and (h) follow readily from (d) and (e). The relations (d), (e) and (i) will be shown with the aid of [14, Lemma 341], [5, Theorem 2.1] and the following lemma.

Lemma 1.3. Let $T: D[T] \subset Z \to Z$ be a (not necessarily densely defined) closed linear operator with nonempty resolvent set $\rho(T).$ Let $m$ be a positive integer. If $\text{null}(T - \lambda I) > 0$ there exists a sequence $\{e_{i}\}_{i=1}^{\infty} \subset D[T^{m}]$ of unit vectors such that, for $0 < j < m - 1, T^{j}(T - \lambda I)e_{i} \to 0$ as $l \to \infty.$ In addition, if $\text{null}(T - \lambda I) = \infty$ the sequence $\{e_{i}\}_{i=1}^{\infty}$ can be chosen to be noncompact.

Proof. Let $\{z_{l}\}_{l=1}^{\infty} \subset D[T]$ be a sequence of unit vectors with $(T - \lambda I)z_{l} \to 0$ as $l \to \infty.$ Then setting

\[
e_{l} = \|(T - \mu I)^{-(m-1)}z_{l+k}\|^{-1}(T - \mu I)^{-(m-1)}z_{l+k}, \quad l = 1, 2, \ldots ,
\]

for some large $k$ fixed and $\mu \in \rho(T)$ fixed will give a desired sequence. Further, if $\text{null}(T - \lambda I) = \infty$ and if $\{z_{l}\}_{k=1}^{\infty}$ is noncompact, $\{e_{l}\}_{l=1}^{\infty}$ is noncompact. Q.E.D.

We shall need the following result, a more precise one than the relation (b) in Proposition 1.2. It is a slight extension of [25, Theorem 5.9-D], and can be shown by modifying the proof as in the proof of [26, Lemma 3.8].

Proposition 1.4. Let $T: D[T] \subset Z \to Z$ be a linear operator and let

$p(\xi) = a\prod_{j=1}^{r}(\xi - \mu_{j})^{m_{j}}, \quad a \neq 0,$

be a polynomial in $\xi$ with distinct zeros $\mu_{1}, \mu_{2}, \ldots, \mu_{r}.$ Then

\[
N[p(T)] = N[(T_{1} - \mu_{1}I)^{m_{1}}] \oplus \cdots \oplus N[(T_{r} - \mu_{r}I)^{m_{r}}].
\]
1.2. Tensor products of Banach spaces. Let $X$ and $Y$ be Banach spaces with $X'$ and $Y'$ their topological dual spaces.

A norm $\alpha$ on the tensor product $X \otimes Y$ is said to be reasonable if it is a crossnorm on $X \otimes Y$ whose dual norm $\alpha'$ is also a crossnorm on $X' \otimes Y'$. $X \otimes_\alpha Y$ denotes the completion of $X \otimes Y$ with respect to $\alpha$.

We shall introduce a slightly generalized notion of uniform crossnorms, which is useful in the present work. $L(Z)$ denotes the linear space of all bounded linear operators $T$ of the Banach space $Z$ into itself.

A crossnorm $\alpha$ on $X \otimes Y$ is said to be quasi-uniform with constant $k$ on $X \otimes Y$ if

$$\alpha((T \otimes S)u) \leq k\|T\| \|S\| \|u\|_\alpha$$

for every pair $(T, S) \in L(X) \times L(Y)$ and all $u \in X \otimes Y$. A uniform crossnorm is quasi-uniform with constant $k = 1$.

Note that if $\alpha$ is a quasi-uniform reasonable norm on $X \otimes Y$ the dual norm $\alpha'$ satisfies

$$\alpha'((T' \otimes S')u') = \|(T' \otimes S')u'\|_{\alpha'} \leq k\|T'\| \|S'\| \|u'\|_{\alpha'}$$

for every pair $(T, S) \in L(X) \times L(Y)$ and all $u' \in X' \otimes Y'$.

The smallest reasonable norm $\varepsilon$ and the greatest one $\pi$ are uniform. The prehilbertian norm $\sigma$ on $X \otimes Y$ with both $X$ and $Y$ Hilbert spaces, which is the norm induced by the inner product $(x_1 \otimes y_1, x_2 \otimes y_2) = (x_1, x_2)(y_1, y_2)$, is uniform.

A crossnorm $\alpha$ ($\alpha \geq \varepsilon$) on $X \otimes Y$ is said to be faithful if the natural continuous linear mapping $j'\alpha: X \otimes_\alpha Y \to X \otimes_\varepsilon Y$ is one-to-one.

In the following, let $P \in L(X)$ and $Q \in L(Y)$ be continuous projections. Then $PX \otimes QY$ is a normed linear subspace of $X \otimes_\alpha Y$ equipped with the norm $\bar{\alpha}$ induced by the norm $\alpha$ of $X \otimes_\alpha Y$. We denote the closure of $PX \otimes QY$ in $X \otimes_\alpha Y$ by $PX \otimes_\alpha QY$.

We shall also use the notion of $\otimes$-norms [8], which are defined on $X_0 \otimes Y_0$ for each pair of Banach spaces $X_0$ and $Y_0$. For $\alpha$ a $\otimes$-norm, we denote the norm of $u$ as an element of $X_0 \otimes Y_0$ sometimes by $\alpha(u; X_0, Y_0)$.

**Proposition 1.5.** (a) If $\alpha$ is a quasi-uniform reasonable norm on $X \otimes Y$ with constant $k$, then $\bar{\alpha}$ is a quasi-uniform reasonable norm on $PX \otimes QY$ with constant $k\|P\| \|Q\|$. In this case, $P \otimes_\alpha Q$ is a continuous projection of $X \otimes_\alpha Y$ into itself and the range $R[P \otimes_\alpha Q]$ of $P \otimes_\alpha Q$ is the closure of $PX \otimes QY$ in $X \otimes_\alpha Y$:

$$R[P \otimes_\alpha Q] = (P \otimes_\alpha Q)(X \otimes_\alpha Y) = PX \otimes_\alpha QY.$$ 

In addition, if $\alpha$ is faithful on $X \otimes Y$, so is $\bar{\alpha}$ on $PX \otimes QY$.

(b) If $\alpha$ is a $\otimes$-norm then $\alpha$ is equivalent to $\bar{\alpha}$ on $PX \otimes QY$. 

---
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Proof. (a) First we show $\tilde{\alpha}$ is a reasonable norm on $PX \otimes QY$. $\tilde{\alpha}$ is induced on $PX \otimes QY$ by $\alpha$ and so is a crossnorm on it. To show that the dual norm $\alpha'$ of $\tilde{\alpha}$ is a crossnorm on $(PX)' \times (QY)'$, let $(x'_i, y'_i) \in (PX)' \times (QY)'$. It suffices to show

$$\tilde{\alpha}'(x'_i \otimes y'_i) < \|x'_i\| \|y'_i\|,$$

since the reverse inequality is always valid. By the Hahn-Banach theorem there exist $x' \in X'$ and $y' \in Y'$ with

$$\|x'\| = \|x'_i\|, \quad \langle x'_i, x' \rangle = \langle x'_i, x'_i \rangle, \quad x'_i \in PX,$$

and

$$\|y'\| = \|y'_i\|, \quad \langle y'_i, y' \rangle = \langle y'_i, y'_i \rangle, \quad y'_i \in QY.$$

Then

$$\tilde{\alpha}'(x'_i \otimes y'_i) = \sup \{\|x'_i, x' \rangle; u \in PX \otimes QY, \alpha(u) < 1\}$$

$$= \sup \{\langle x'_i, x' \rangle; u \in PX \otimes QY, \alpha(u) < 1\}$$

$$= \sup \{\|u, x' \rangle; u \in X \otimes Y, \alpha(u) < 1\},$$

which, by definition of the dual norm $\alpha'$, equals

$$\alpha'(x' \otimes y') = \|x'\| \|y'\| = \|x'_i\| \|y'_i\|.$$  

This proves that $\tilde{\alpha}$ is reasonable on $PX \otimes QY$.

Next, we show that $\tilde{\alpha}$ is quasi-uniform on $PX \otimes QY$. Let $A_1 \in L(PX)$ and $B_1 \in L(QY)$, and set $A = A_1 P$ and $B = B_1 Q$. Then $A \in L(X)$ and $B \in L(Y)$ with $\|A\| \leq \|A_1\| \|P\|$ and $\|B\| \leq \|B_1\| \|Q\|$. If $u \in PX \otimes QY$, so that $(A_1 \otimes B_1)u \in PX \otimes QY$, we obtain

$$\tilde{\alpha}((A_1 \otimes B_1)u) = \tilde{\alpha}((A \otimes B)u) = \alpha((A \otimes B)u)$$

$$< k\|A\| \|B\| \|u\| < k\|P\| \|Q\| \|A_1\| \|B_1\| \alpha(u),$$

since $\alpha$ is quasi-uniform with constant $k$. Thus $\tilde{\alpha}$ is quasi-uniform with constant $k\|P\| \|Q\|$.  

Since $\alpha$ is quasi-uniform, $P \otimes Q$ belongs to $L(X \otimes Y)$ and $(P \otimes Q)^2 = P \otimes Q$, that is, $P \otimes Q$ is a continuous projection of $X \otimes Y$ into itself and so $R[P \otimes Q]$ is a closed subspace of $X \otimes Y$. It is evident that $PX \otimes QY$ is included dense in $R[P \otimes Q]$, so that the closure of $PX \otimes QY$ in $X \otimes Y$ coincides with $R[P \otimes Q]$.

The last assertion for $\alpha$ faithful is evident.

(b) First note the induced norm $\tilde{\alpha}$ is defined precisely by

$$\tilde{\alpha}(u) = \alpha((j_P \otimes j_Q)u), \quad u \in PX \otimes QY,$$

where $j_P$ (resp. $j_Q$) is the injection of $PX$ (resp. $QY$) into $X$ (resp. $Y$). We have to show $\tilde{\alpha}(u)$ is equivalent to $\alpha(u; PX, QY)$. 
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For $u \in PX \otimes QY$ we have
\[
\tilde{\alpha}(u) = \alpha((j_P \otimes j_Q)u; X, Y) < \|j_P\| \|j_Q\| \alpha(u; PX, QY) = \alpha(u; PX, QY),
\]
\[
\alpha(u; PX, QY) = \alpha((P \otimes Q)(j_P \otimes j_Q)u; PX, QY)
\]
\[
< \|P\| \|Q\| \alpha((j_P \otimes j_Q)u; X, Y) = \|P\| \|Q\| \tilde{\alpha}(u). \quad \text{Q.E.D.}
\]

Note that in Proposition 1.5, if $P$ or $Q$ is of finite rank then $R[P \hat{\otimes} a Q] = PX \otimes QY$.

2. Polynomial operators. In this section we shall study the properties of the polynomials in the class $\mathcal{P}_e(A, B)$ defined in the Introduction, which are useful in the next section.

Throughout this section and the next, $X$ and $Y$ are complex Banach spaces and $\alpha$ is a reasonable norm on $X \otimes Y$ unless otherwise specified. Let $A: D[A] \subset X \to X$ and $B: D[B] \subset Y \to Y$ be densely defined closed linear operators with nonempty resolvent sets $\rho(A)$ and $\rho(B)$. The identity operators in both $X$ and $Y$ are denoted by the same $I$.

It is assumed that both $\dim X$ and $\dim Y$ are positive and at least one of them is infinite. Only polynomials (0.1) of degrees $m > 1$ in $\xi$ and $n > 1$ in $\eta$ are considered. For convenience in treating the essential spectra we assume the operator (0.2) associated with (0.1) is closable in $X \hat{\otimes}_a Y$ with closure $\tilde{P}(A \otimes I, I \otimes B)$. This is the case, for instance, if $\alpha$ is faithful on $X \otimes Y$ [12, Theorem 1.1]. For general $\alpha$ it is open whether or not (0.2) is closable. In fact, it is possible that the norm $\sigma$ is not faithful on $X \otimes Y$ for some pairs of Banach spaces $X$ and $Y$, for there is a Banach space without the approximation property, according to P. Enflo [4].

To simplify the notation we often write
\[
(2.1) \quad P_\lambda = \tilde{P}(A \otimes I, I \otimes B) - \lambda I \hat{\otimes}_a I, \quad P = P_0.
\]

For a polynomial $P(\xi, \eta)$ and subsets $\sigma_A, \sigma_B$ of $\sigma(A), \sigma(B)$, respectively, we understand $P(\sigma_A, \sigma_B) = \emptyset$ if either $\sigma_A$ or $\sigma_B$ is empty, while otherwise it offers no problem to define $P(\sigma_A, \sigma_B)$. For $r > 0$, $K_r$ denotes the closed disc $\{\xi; \|\xi\| < r\}$.

It is easy to see that if $P(\xi, \eta)$ is in $\mathcal{P}_e(A, B)$ the set $P(\sigma(A), \sigma(B))$ is closed in $C$. The class $\mathcal{P}_e(A, B)$ introduced in [12] is included in $\mathcal{P}_e(A, B)$.

We shall use the following result on the spectrum of $\tilde{P}(A \otimes I, I \otimes B)$. It has been shown in [12] for $P \in \mathcal{P}(A, B)$, but the same proof as there is valid in the present case.

**Theorem 2.1.** Let $\alpha$ be a quasi-uniform reasonable norm on $X \otimes Y$ and let $P \in \mathcal{P}_e(A, B)$. Then
\[
(2.2) \quad \sigma(\tilde{P}(A \otimes I, I \otimes B)) = P(\sigma(A), \sigma(B)).
\]
By this is meant that (2.2) holds valid if both \( \sigma(A) \) and \( \sigma(B) \) are nonempty, and further that the spectrum of \( P(A \otimes I, I \otimes B) \) is empty if and only if either \( \sigma(A) \) or \( \sigma(B) \) is empty.

Now we observe some properties of the polynomials in \( \mathfrak{P}_e(A, B) \). \( P(A' \otimes I', I' \otimes B') \) stands for the operator (0.2) with \( A', B' \) and \( I' \) in place of \( A, B \) and \( I \), respectively; it is considered as an operator with domain \( D[(A')^m] \otimes D[(B')^n] \) in \( (X \otimes \alpha Y)' \) as well as in \( X' \otimes \alpha' Y' \).

When either \( X \) or \( Y \) is of finite dimension, all reasonable norms on \( X \otimes Y \) are equivalent, and hence quasi-uniform and faithful. We have \( X \otimes \alpha Y = X \otimes Y, \) in which (0.2) is closable, and \( (X \otimes \alpha Y)' = X' \otimes \alpha' Y' = X' \otimes Y' \).

**Proposition 2.2.** Assume either \( X \) or \( Y \), say \( Y \), is of finite dimension. Let \( P(\xi, \eta) \) be a polynomial (0.1) in \( \mathfrak{P}_e(A, B) \). Then
(a) for each fixed \( \nu \in \sigma(B) \)
\[
D[P(A, \nu)] = D[A^m], \quad D[P(A', \nu)] = D[(A')^m];
\]
(b) for every positive integer \( t \)
\[
D[P(A \otimes I, I \otimes B)^t] = D[A^m] \otimes D[B^m],
\]
\[
D[P(A' \otimes I', I' \otimes B')^t] = D[(A')^m] \otimes D[(B')^n];
\]
(c) \( \tilde{P}(A \otimes I, I \otimes B) = P(A \otimes I, I \otimes B) \),
\[
\tilde{P}(A \otimes I, I \otimes B)' = P(A \otimes I, I \otimes B)' = P(A' \otimes I', I' \otimes B');
\]
(d) for every \( \nu \) and every \( \lambda \) there exists a constant \( C \) such that for all \( u \in D[A^m] \otimes Y \)
\[
\|[P(A, \nu) - \lambda I] \otimes I']u\|_\alpha \leq C\|[P(A \otimes I, I \otimes B)'u\|_\alpha + \|u\|_\alpha \]
\]
and for all \( u' \in D[(A')^m] \otimes Y' \)
\[
\|[P(A', \nu) - \lambda I'] \otimes I')'u'\|_\alpha \leq C\|[P(A' \otimes I', I' \otimes B')'u']_\alpha + \|u'\|_\alpha \].

**Proof.** (a) Let \( \nu \in \sigma(B) \). It is obvious if \( \sum_{k=0}^m c_{mk} \xi^k \) does not vanish. If it vanishes we have only to show \( A \) is bounded; note it implies by closedness \( D[A^m] = X \) and \( D[(A')^m] = X' \). Let \( \lambda \not\in P(\sigma(A), \sigma(B)) \). Since \( P \in \mathfrak{P}_e(A, B) \) there are nonempty open sets \( U \supset \sigma(A) \) and \( V \supset \sigma(B) \) such that \( \lambda \not\in P(U, V) \) and \( \xi(\xi - A)^{-1} \) is uniformly bounded in \( C U \). In view of [15, III, §6, Theorem 6.13] it suffices to show \( U \) is bounded. To see it choose a small \( \delta > 0 \) with \( \{\eta; |\eta - \nu| < \delta \} \subset V \) such that \( \sum_{k=0}^m c_{mk} \eta^k \) does not vanish on the circumference \( |\eta - \nu| = \delta \). There is a large \( r_0 > 0 \) such that for each fixed \( \xi \) with \( |\xi| > r_0 \) the polynomial in \( \eta, \sum_{k=0}^m c_{mk} \eta^k - \lambda \xi^{-m}, \) has a zero in the open disc \( |\eta - \nu| < \delta \). If \( U \) is unbounded we can choose a large \( \xi_0 \) in \( U \).
such that

\[
\left| \sum_{k=0}^{n} c_{mk} \eta^{k} - \lambda \xi_{0}^{-m} \right| > \left| \xi_{0}^{-1} \sum_{j=0}^{m-1} \xi_{0}^{-(m-j-1)} \sum_{k=0}^{n} c_{jk} \eta^{k} \right|
\]

on \(|\eta - \nu| = \delta\). Then by virtue of the theorem of Rouché, \(P(\xi_{0}, \eta) - \lambda\) has at least a zero in \(|\eta - \nu| < \delta\), a contradiction.

(b) We show only for \(P \{ A \otimes I, I \otimes B \}\). For \(A\) bounded it is trivial. If \(A\) is unbounded then by the proof of (a), \(\Sigma_{k=0}^{n} c_{mk} \eta^{k}\) does not vanish on \(\sigma(B)\), so that, by Proposition 1.2, \(\Sigma_{k=0}^{n} c_{mk} B^{k}\) has an everywhere defined bounded inverse in \(Y\). Then the assertion can be shown by induction on \(t\).

(c) \(B\) is bounded with \(D[B] = Y\). Proving the first equality is equivalent to proving the closedness of (0.2). For \(A\) bounded it is obvious. Therefore assume \(A\) is unbounded. Let \(\{u_{i}\}_{i=1}^{\infty}\) be in \(D[P \{ A \otimes I, I \otimes B \}] = D[A^{m}] \otimes Y\) and let \(u_{i} \to u^{*}\) in \(X \otimes Y\) in the norm \(\alpha\) as \(l \to \infty\). Then by continuity we obtain for \(\mu \in \rho(A)\)

\[
\sum_{j=0}^{m} A^{j}(A - \mu I)^{-m} \otimes \left( \sum_{k=0}^{n} c_{jk} B^{k} \right) u = \left[ (A - \mu I)^{-m} \otimes I \right] v.
\]

\(u\) has a representation \(u = \sum_{i=1}^{\infty} x_{i} \otimes y_{i}\), where both the sequences \(\{x_{i}\}_{i=1}^{\infty} \subset X\) and \(\{y_{i}\}_{i=1}^{\infty} \subset Y\) are linearly independent. Since \(\Sigma_{k=0}^{n} c_{mk} B^{k}\) is one-to-one as seen in the proof of (a), we see by (b) that for \(1 < p < r\)

\[
A^{r}(A - \mu I)^{-m} x + \sum_{i=1}^{r} c_{j}A^{i}(A - \mu I)^{-m} x_{i}
\]

is in \(D[A^{m}]\), where \(c_{j}\) are certain constants. Hence \(\{x_{i}\}_{i=1}^{\infty} \subset D[A^{m}]\) and \(u \in D[A^{m}] \otimes Y\). Thus (0.2) is closed.

To establish the second equality we have only to show the domain of \(P \{ A \otimes I, I \otimes B \}'\) is included in \(D[(A')^{m}] \otimes Y'\). Let \(u'\) be in

\[
D[P \{ A \otimes I, I \otimes B \}], \quad u' = \sum_{i=1}^{r} x_{i} \otimes y_{i},
\]

where both the sequences \(\{x_{i}\}_{i=1}^{r} \subset X'\) and \(\{y_{i}\}_{i=1}^{r} \subset Y'\) are linearly independent. Since \(\Sigma_{k=0}^{n} c_{mk} B^{k}\) maps onto \(Y\) there exists a sequence \(\{y_{i}\}_{i=1}^{r} \subset Y\) with \(\langle \Sigma_{k=0}^{n} c_{mk} B^{k} y_{p}, y'_{q} \rangle = \delta_{pq}, p, q = 1, 2, \ldots, r\). Then for all \(x \in D[A^{m}]\) and for \(1 < p < r\) we have

\[
\langle A^{m}x, x'_{p} \rangle + \sum_{i=1}^{r} \sum_{j=0}^{m-1} \langle A^{i}x, x'_{j} \rangle \left( \sum_{k=0}^{n} c_{jk} B^{k} y_{p}, y'_{j} \right)
\]

\[
= \langle P \{ A \otimes I, I \otimes B \}(x \otimes y_{p}), u' \rangle
\]

\[
= \langle x \otimes y_{p}, P \{ A \otimes I, I \otimes B \}'u' \rangle.
\]
Hence it is easy to see inductively that \( \{x_i'\}_{i=1}^\alpha \subseteq D[(A')^\alpha] \), whence \( u' \in D[(A')^\alpha] \otimes Y' \).

(d) We show only the first inequality. By (b) and (c), both \( A'^\alpha \otimes I \) and \( P \{A \otimes I, I \otimes B\}' \) are closed in the Banach space \( X \otimes Y \) equipped with the norm \( \alpha \) and have the same domain. It is easy to verify that there is a constant \( C_1 \) such that for all \( u \in D[A'^\alpha] \otimes Y \)

\[
\|P \{A \otimes I, I \otimes B\}'u\|_\alpha < C_1[\|A'^\alpha \otimes I\|_\alpha u\|_\alpha + \|u\|_\alpha].
\]

Here recall that all reasonable norms on \( X \otimes Y \) are equivalent, because \( Y \) is of finite dimension. Then by virtue of the closed graph theorem, the graph norm of \( P \{A \otimes I, I \otimes B\}' \) is equivalent to that of \( A'^\alpha \otimes I \). Since \( P_\lambda(\xi, \nu) = P(\xi, \nu) - \lambda \) is of degree \( < m \) in \( \xi \), the graph norm of \( P_\lambda(A, \nu)' \otimes I \) is majorized by that of \( A'^\alpha \otimes I \) and hence by that of \( P \{A \otimes I, I \otimes B\}' \).

Q.E.D.

Remark. From the proof it is seen that the assertions (a) and (b) in Proposition 2.1 are valid for both \( X \) and \( Y \) of infinite dimension.

The proofs of the theorems in the next section will depend on examining the properties of the parts of \( P \) in its suitable invariant subspaces.

Associated with each finite subset \( \{\alpha_j\}_{j=1}^a \) of \( \sigma(A) \setminus \sigma_{eb}(A) \) is the projection \( P \) in \( X \):

\[
P = (2\pi i)^{-1} \sum_{j=1}^a \int_{C_j} (\xi I - A)^{-1} d\xi.
\]

Here \( C_j, 1 < j < a, \) are disjoint circles round \( \alpha_j \) such that \( \alpha_j \) is the only point of \( \sigma(A) \) contained in \( C_j \). In the same way, associated with each finite subset \( \{\beta_k\}_{k=1}^b \) of \( \sigma(B) \setminus \sigma_{eb}(B) \) is the projection \( Q \) in \( Y \). \( P \) and \( Q \) are finite-dimensional and commute with \( A \) and \( B \), respectively, i.e. \( PA \subseteq AP, QB \subseteq BQ \). By Proposition 1.5,

\[
X \hat{\otimes}_\alpha Y = R[P \hat{\otimes}_\alpha Q] \oplus R[P \hat{\otimes}_\alpha (I - Q)] \\
\oplus R[(I - P) \hat{\otimes}_\alpha Q] \oplus R[(I - P) \hat{\otimes}_\alpha (I - Q)],
\]

where

\[
R[P \hat{\otimes}_\alpha Q] = PX \otimes QY,
\]

\[
R[P \hat{\otimes}_\alpha (I - Q)] = PX \hat{\otimes}_\alpha (I - Q)Y = PX \otimes (I - Q)Y,
\]

\[
R[(I - P) \hat{\otimes}_\alpha Q] = (I - P)X \hat{\otimes}_\alpha QY = (I - P)X \otimes QY,
\]

\[
R[(I - P) \hat{\otimes}_\alpha (I - Q)] = (I - P)X \hat{\otimes}_\alpha (I - Q)Y.
\]

The projections \( P \hat{\otimes}_\alpha Q, P \hat{\otimes}_\alpha (I - Q), (I - P) \hat{\otimes}_\alpha Q \) and \( (I - P) \hat{\otimes}_\alpha (I - Q) \) commute with \( P_\lambda \). Consequently \( P_\lambda \) is decomposed by these four
subspaces of $X \otimes_{\alpha} Y$ in (2.3). Its parts in the respective subspaces in (2.3) are denoted by $P_{\lambda 11}$, $P_{\lambda 12}$, $P_{\lambda 21}$ and $P_{\lambda 22}$; for $\lambda = 0$ set $P_{\lambda j} = P_{0j} \cdot j$, $k = 1, 2$.

The parts of $A$ in $PX$, $(I - P)X$ are denoted by $A_1$, $A_2$ and the parts of $B$ in $QY$, $(I - Q)Y$ by $B_1$, $B_2$. Then $A_1$ and $B_1$ are bounded on $PX$, $QY$, respectively, with $\sigma(A_1) = \{ \alpha_j \}_{j = 1}^a$, $\sigma(B_1) = \{ \beta_k \}_{k = 1}^b$, while $A_2$ and $B_2$ are closed in $(I - P)X$, $(I - Q)Y$, respectively, with spectra

$$\sigma(A_2) = \sigma(A) \setminus \{ \alpha_j \}_{j = 1}^a, \quad \sigma(B_2) = \sigma(B) \setminus \{ \beta_k \}_{k = 1}^b.$$  

The identity operators in $PX$, $QY$ (resp. $(I - P)X$, $(I - Q)Y$) are denoted by the same $I_j$ (resp. $I_k$).

Proposition 2.3. If $P(\xi, \eta)$ is in $\mathcal{P}_e(A, B)$ then it is also in $\mathcal{P}_e(A_j, B_k)$ for $j, k = 1, 2$.

Proof. Let $P \in \mathcal{P}_e(A, B)$. Since $A_1$ and $B_1$ are bounded every polynomial belongs to $\mathcal{P}_e(A_1, B_1)$. The proofs of the other three cases are analogous and so we show only the case $j = k = 2$.

We may assume both $\sigma(A_2)$ and $\sigma(B_2)$ nonempty. Let $\lambda \not\in P(\sigma(A_2), \sigma(B_2))$ with $\text{dist}(\lambda, P(\sigma(A_2), \sigma(B_2))) > 0$. We may assume $\lambda$ is in $P(\sigma(A), \sigma(B))$; otherwise the assertion is obvious. We must find nonempty open sets $U_2$ and $V_2$ with $CU_2 \subset \rho(A_2)$ and $CV_2 \subset \rho(B_2)$ having the properties with $(I - P)X$, $(I - Q)Y$, $A_2$, $B_2$, $U_2$, $V_2$ and $\lambda$ in place of $X$, $Y$, $A$, $B$, $U$, $V$ and $\kappa$, respectively, in definition of $\mathcal{P}_e(A, B)$.

Since $P \in \mathcal{P}_e(A, B)$ we can choose, for some fixed $\kappa \not\in P(\sigma(A), \sigma(B))$, nonempty open sets $U$, $V$ with $CU \subset \rho(A)$ and $CV \subset \rho(B)$ having the properties mentioned in definition of $\mathcal{P}_e(A, B)$ and a large $r > 0$ such that both $\sigma(A_2) \cap K_\kappa$ and $\sigma(B_2) \cap K_\kappa$ are nonempty and such that

$$|P(\xi, \eta)| > |\lambda| + 1 \quad \text{on } U + V, \quad |\xi| + |\eta| > r.$$  

Then if $U \cap CK_\kappa$ (resp. $V \cap CK_\kappa$) is nonempty,

$$\text{dist}(\lambda, P(U \cap CK_\kappa, V)) > 1 \quad \text{(resp. dist}(\lambda, P(U, V \cap CK_\kappa)) > 1).$$

Since $\sigma(A_2) \cap K_\kappa$ and $\sigma(B_2) \cap K_\kappa$ are compact, there exist nonempty, bounded open sets $U_1$ and $V_1$ with boundaries consisting of a finite number of rectifiable Jordan curves such that

$$\sigma(A_2) \cap K_\kappa \subset U_1 \subset U, \quad \sigma(B_2) \cap K_\kappa \subset V_1 \subset V,$$

$$\text{dist}(\lambda, P(U_1, V_1)) > 0.$$  

Set $U_2 = (U \cap CK_\kappa) \cup (U_1 \cap K_\kappa)$, $V_2 = (V \cap CK_\kappa) \cup (V_1 \cap K_\kappa)$. It is clear that $U_2$ and $V_2$ are the desired open sets. Q.E.D.

The closability of $P \{ A \otimes I, I \otimes B \}$ implies the closability of $P \{ A_j \otimes I_k, I_j \otimes B_k \}$ for $j, k = 1, 2$. As a consequence of Proposition 2.3 we see that if
$P \in \mathcal{P}_\varepsilon(A, B)$ then Theorem 2.1 is valid with $A_j$ and $B_k$, $j, k = 1, 2$, in place of $A$ and $B$, respectively.

**PROPOSITION 2.4.** If $P \in \mathcal{P}_\varepsilon(A, B)$ then

(2.5) $P_{11} = P\{A_1 \otimes I_1, I_1 \otimes B_1\}$,

(2.6) $P_{12} = P\{A_1 \otimes I_2, I_1 \otimes B_2\}$,

(2.7) $P_{21} = P\{A_2 \otimes I_1, I_2 \otimes B_1\}$,

(2.8) $P_{22} = P\{A_2 \otimes I_2, I_2 \otimes B_2\}$.

**Proof.** (2.5) is obvious. If $\lambda \notin P(\sigma(A), \sigma(B))$, by Theorem 2.1 $P_\lambda$ has an everywhere defined bounded inverse. Then the same is true of the parts $P_{112}$, $P_{121}$ and $P_{212}$. They are extensions of the operators on the right of (2.6)–(2.8). Therefore it suffices to show that the operators on the right of (2.6)–(2.8) are closed and that all their resolvent sets contain $\lambda$. However, it is readily seen from Proposition 2.2 and Theorem 2.1 with Proposition 2.3 and from the fact that the operator on the right of (2.8) is the closure of $P\{A_2 \otimes I_2, I_2 \otimes B_2\}$.

Q.E.D.

Throughout this paper, each of the parts of $P_\lambda$, that is, $P_{111}$, $P_{112}$, $P_{121}$ and $P_{222}$, will be referred to as the *part of $P_\lambda$ relative to the sets* $(\alpha_j)_{j=1}^a$ and $(\beta_k)_{k=1}^b$.

Finally we introduce several subsets of $\sigma(A) \times \sigma(B)$:

(2.9) $\Delta_0(\lambda) = \{(\xi, \eta) \in \sigma(A) \times \sigma(B); P(\xi, \eta) = \lambda\}$,

(2.10) $\Delta_1(\lambda) = \{(\xi, \eta) \in (\sigma(A) \setminus \sigma_{eb}(A)) \times (\sigma(B) \setminus \sigma_{eb}(B)); P(\xi, \eta) = \lambda\}$,

(2.11) $\Delta_{10}(\lambda) = \{(\xi, \eta) \in (\sigma(A) \setminus \sigma_{eb}(A)) \times (\sigma(B) \setminus \sigma_{eb}(B)); P(\xi, \eta) = \lambda\}$,

(2.12) $\Delta_{01}(\lambda) = \{(\xi, \eta) \in (\sigma(A) \setminus \sigma_{eb}(A)) \times (\sigma(B) \setminus \sigma_{eb}(B)); P(\xi, \eta) = \lambda\}$,

(2.13) $\Delta_{12}(\lambda) = \{(\xi, \eta) \in (\sigma(A) \setminus \sigma_{eb}(A)) \times (\sigma_{eb}(B) \setminus \sigma_{eb}(B)); P(\xi, \eta) = \lambda\}$,

(2.14) $\Delta_{21}(\lambda) = \{(\xi, \eta) \in (\sigma_{eb}(A) \setminus \sigma_{eb}(A)) \times (\sigma(B) \setminus \sigma_{eb}(B)); P(\xi, \eta) = \lambda\}$.

3. **Essential spectra for tensor products of linear operators.** For the closed linear operator $\tilde{P}\{A \otimes I, I \otimes B\}$ in $X \otimes_a Y$, we shall first give exact representations of its Browder and Wolf essential spectra in terms of the parts of the spectra of $A$ and $B$, next derive formulae for its nullity, deficiency and index, and finally determine its Schechter essential spectrum with this very index.

We follow the same conventions as in §2.


**THEOREM 3.1.** Let $\alpha$ be a quasi-uniform reasonable norm on $X \otimes Y$ and let $P \in \mathcal{P}_\varepsilon(A, B)$. Then
(3.1) \( \sigma_{eb}(\tilde{P} \{ A \otimes I, I \otimes B \}) = P(\sigma_{eb}(A), \sigma(B)) \cup P(\sigma(A), \sigma_{eb}(B)) \).

By this is meant that (3.1) holds valid if both \( \sigma_{eb}(A) \) and \( \sigma(B) \) are nonempty or if both \( \sigma(A) \) and \( \sigma_{eb}(B) \) are nonempty, and further that \( \sigma_{eb}(\tilde{P} \{ A \otimes I, I \otimes B \}) \) is empty if and only if either \( \sigma(A) = \emptyset \) or \( \sigma(B) = \emptyset \) or \( \sigma_{eb}(A) = \sigma_{eb}(B) = \emptyset \).

As will be seen from the proof of Theorem 3.1, the inclusion

(3.2) \( \sigma_{eb}(\tilde{P} \{ A \otimes I, I \otimes B \}) \supset P(\sigma_{eb}(A), \sigma(B)) \cup P(\sigma(A), \sigma_{eb}(B)) \)

holds valid in fact for every polynomial \( P(\xi, \eta) \). To prove (3.2) we need Lemma 3.2 below. To prove the reverse inclusion we simply modify the method of R. D. Nussbaum [18] to fit the setting of tensor products.

**Lemma 3.2.** Let \( P(\xi, \eta) \) be a polynomial (0.1).

(a) If both \( \text{nul}'(A - \mu I) \) and \( \text{nul}'(B - \nu I) \) are positive and if at least one of them is infinite, then \( \text{nul}'P_{\lambda} \) is infinite with \( \lambda = P(\mu, \nu) \).

(b) If both \( \text{def}'(A - \mu I) \) and \( \text{def}'(B - \nu I) \) are positive and if at least one of them is infinite, then \( \text{def}'P_{\lambda} \) is infinite with \( \lambda = P(\mu, \nu) \).

(c) Let \( P \in \mathcal{P}_{e}(A, B) \). If both \( \text{nul}'(P(A, \nu) - \lambda I) \) and \( \text{nul}'(B - \nu I) \) are positive and if at least one of them is infinite, then \( \text{nul}'P_{\lambda} \) is infinite.

(d) Let \( P \in \mathcal{P}_{e}(A, B) \). If both \( \text{def}'(P(A, \nu) - \lambda I) \) and \( \text{def}'(B - \nu I) \) are positive and if at least one of them is infinite, then \( \text{def}'P_{\lambda} \) is infinite.

**Proof.** First note

(3.3) \( P(\xi, \eta) - P(\mu, \nu) = \sum_{jk} b_{jk}(\xi - \mu)^{j}(\eta - \nu)^{k}, \quad b_{00} = 0, \)

and

\[
P(\xi, \eta) - \lambda = (P(\xi, \eta) - P(\xi, \nu)) + (P(\xi, \nu) - \lambda) = \sum_{k=1}^{n} \sum_{j=0}^{m} a_{jk}(\xi - \mu)^{j}(\eta - \nu)^{k} + (P(\xi, \nu) - \lambda).
\]

(a) By the hypothesis with Lemma 1.3 there exist sequences of unit vectors, \( \{x_{i}\}_{i=1}^{\infty} \subset D[A^{m}] \) and \( \{y_{j}\}_{j=1}^{\infty} \subset D[B^{n}] \), such that \( A^{j}(A - \mu I)x_{i} \to 0 \) as \( l \to \infty \) for \( 0 < j < m - 1 \) and \( B^{k}(B - \nu I)y_{j} \to 0 \) as \( l \to \infty \) for \( 0 < k < n - 1 \). Since either \( \text{nul}'(A - \mu I) \) or \( \text{nul}'(B - \nu I) \) is infinite, by Lemma 1.3 either \( \{x_{i}\}_{i=1}^{\infty} \) or \( \{y_{j}\}_{j=1}^{\infty} \) can be chosen to be noncompact. Then \( \{x_{i} \otimes y_{j}\}_{i=1}^{\infty} \) is noncompact in \( X \otimes_{e} Y \) (e.g. [9, Theorem 1]) and hence in \( X \otimes_{a} Y \) because \( \varepsilon < \alpha \). It is a sequence of unit vectors in \( X \otimes_{a} Y \), since \( \alpha \) is reasonable. By (3.3) we obtain with \( \lambda = P(\mu, \nu) \)

\[
P_{\lambda}(x_{i} \otimes y_{j}) = (P(A \otimes I, I \otimes B) - P(\mu, \nu)I \otimes I)(x_{i} \otimes y_{j}),
\]

\[
= \sum_{j+k>0} b_{jk}(A - \mu I)^{j}x_{i} \otimes (B - \nu I)^{k}y_{j},
\]
which approaches 0 in $X \otimes_a Y$ as $l \to \infty$. Hence $\text{nul}'\mathcal{P}_\lambda = \infty$.

(b) In this case, $\text{nul}'(A' - \mu I')$ and $\text{nul}'(B' - \nu I')$ are positive and one of them is infinite. By the same argument as in (a) the approximate nullity of the closed linear operator

$$\tilde{P} \{ A' \otimes I', I' \otimes B' \} - P(\mu, \nu)I' \otimes_a I'$$

in $X' \otimes_a Y'$ is infinite. Since $\mathcal{P}'_\lambda$ with $\lambda = P(\mu, \nu)$ is an extension of (3.5), both as closed operators in the dual space $(X \otimes_a Y)'$, we obtain $\text{def}'\mathcal{P}_\lambda = \text{nul}'\mathcal{P}_\lambda = \infty$ with $\lambda = P(\mu, \nu)$.

(c) By the hypothesis with Lemma 1.3 we can choose a sequence $\{y_l\}_{l=1}^\infty \subset D[B^n]$ of unit vectors with $B^k(B - vI)y_l \to 0$ as $l \to \infty$ for $0 < k < n - 1$. Note that by Proposition 2.2(a) with its Remark $D[P(A, \nu)] = D[A^m]$ for $\nu \in \sigma(B)$ and choose a sequence $\{x_l\}_{l=1}^\infty \subset D[A^m]$ of unit vectors with $(P(A, \nu) - \lambda I)x_l \to 0$ as $l \to \infty$. Since the graph norm of $P(A, \nu)$ is equivalent to the norm (1.7) with $T = A$, each sequence $\{A'x_l\}_{l=1}^\infty$, $0 < j < m$, is bounded. By hypothesis either $\{x_l\}_{l=1}^\infty$ or $\{y_l\}_{l=1}^\infty$ can be chosen to be noncompact. Then an argument analogous to (a) using (3.4) will yield the desired result.

(d) The hypothesis implies that both

$$\text{nul}'(P(A', \nu) - \lambda I') \quad \text{and} \quad \text{nul}'(B' - \nu I')$$

are positive and one of them is infinite. The same argument as in (c) and (b) will yield the result. Q.E.D.

**Proof of Theorem 3.1.** (a) Proof of the inclusion (3.2). Because of symmetry it suffices to show $P(\sigma_{eb}(A), \sigma(B)) \subset \sigma_{eb}(P)$, assuming $\sigma_{eb}(A)$ and $\sigma(B)$ are nonempty.

Let $\lambda \in \sigma_{eb}(A), \sigma(B))$. By Theorem 2.1, $\lambda$ belongs to $\sigma(P)$. We want to show $\lambda \in \sigma_{eb}(P)$. Assume not, so that $\lambda$ is an isolated, finite-dimensional eigenvalue of $P$. So $\lambda$ is an isolated point of $\sigma(P)$ and hence $P(\sigma_{eb}(A), \sigma(B))$. Both $\sigma_{eb}(A)$ and $\sigma(B)$ are nonempty, closed proper subsets of $C$. It is then easy to see that there are boundary points $\xi_0$ of $\sigma_{eb}(A)$ and $\eta_0$ of $\sigma(B)$ with $P(\xi_0, \eta_0) = \lambda$. By Proposition 1.1, $\xi_0 \in \sigma_{eb}(A)$ and $\eta_0 \in \sigma_{eb}(B)$, so that

$$\text{nul}'(A - \xi_0 I) = \infty \quad \text{and} \quad \text{nul}'(B - \eta_0 I) > 0.$$ 

Then by Lemma 3.2(a) $\text{nul}'\mathcal{P}_\lambda = \infty$. Since the range $R[\mathcal{P}_\lambda]$ of $\mathcal{P}_\lambda$ is closed it follows that $\text{nul} \mathcal{P}_\lambda = \infty$, that is, $\lambda$ is an infinite-dimensional eigenvalue of $P$, contrary to assumption. This proves $\lambda \in \sigma_{eb}(P)$.

(b) Proof of the reverse inclusion. Let $\lambda \in \sigma_{eb}(P)$. Since $P \in \mathcal{P}_\lambda(A, B)$ there are nonempty open sets $U \supset \sigma(A), V \supset \sigma(B)$ and a large $r > 0$ such that (2.4) holds. For each small $\epsilon > 0$, set

$$U_\epsilon = \{ \xi; \text{dist}(\xi, \sigma_{eb}(A) \cap K_r) < \epsilon \} \cup (U \cap CK_r)$$
and

\[ V_\varepsilon = \{ \xi; \text{dist}(\xi, \sigma_{eb}(B) \cap K_\varepsilon) < \varepsilon \} \cup (V \cap CK_\varepsilon) , \]

if both \( \sigma_{eb}(A) \cap K_\varepsilon \) and \( \sigma_{eb}(B) \cap K_\varepsilon \) are nonempty, while if \( \sigma_{eb}(A) \cap K_\varepsilon = \emptyset \) (resp. \( \sigma_{eb}(B) \cap K_\varepsilon = \emptyset \)), set \( U_\varepsilon = U \cap CK_\varepsilon \) (resp. \( V_\varepsilon = V \cap CK_\varepsilon \)). If \( \varepsilon \) is sufficiently small \( U_\varepsilon \) is included in \( U \) and \( V_\varepsilon \) in \( V \).

To prove that \( \lambda \) belongs to the right member of (3.1) it suffices to show that, for every sufficiently small \( \varepsilon > 0 \), \( \lambda \) belongs to \( P(U_\varepsilon, \sigma(B)) \cup P(\sigma(A), V_\varepsilon) \). In fact, suppose this is established. For each sufficiently large integer \( l \) choose \((\xi_l, \eta_l)\) with \( P(\xi_l, \eta_l) = \lambda \) in

\[ \{(U_{l/l} \cap K_\varepsilon) \times (\sigma(B) \cap K_\varepsilon)\} \cup \{(\sigma(A) \cap K_\varepsilon) \times (V_{l/l} \cap K_\varepsilon)\} . \]

Since \( \{(\xi_l, \eta_l)\}_{l=1}^\infty \) is bounded, we may assume, by taking subsequences, that it is convergent to \((\xi_0, \eta_0)\) as \( l \to \infty \). Obviously \((\xi_0, \eta_0)\) belongs to \( (\sigma_{eb}(A) \times \sigma(B)) \cup (\sigma(A) \times \sigma_{eb}(B)) \) and \( P(\xi_0, \eta_0) = \lambda \), whence \( \lambda \) belongs to the right member of (3.1).

If \( \sigma(A) \subset U_\varepsilon \) or \( \sigma(B) \subset V_\varepsilon \) then the desired assertion is evident by Theorem 2.1. Otherwise both the sets

\[ \sigma(A) \setminus U_\varepsilon = \{ \alpha_j \}_{j=1}^a \quad \text{and} \quad \sigma(B) \setminus V_\varepsilon = \{ \beta_k \}_{k=1}^b \]

are nonempty and finite. Let \( P \) and \( Q \) be the projections associated with \( \{ \alpha_j \}_{j=1}^a \) and \( \{ \beta_k \}_{k=1}^b \), respectively.

In view of (2.4) choose \((\alpha_0, \beta_0) \in U \times V\) such that \( |P(\alpha_0, \beta_0)| > |\lambda| + 1 \).

Consider the operator

\[ P \{ A \otimes I + A_0 \otimes Q, I \otimes B + P \otimes B_0 \} \]

\[ \equiv \sum_{j=0}^a \sum_{i=0}^b \left( \begin{array}{c} j \\ i \end{array} \right) A_0^i P A^{j-i} \otimes Q^i B_0^{j-i} \]

in \( X \otimes_a Y \) with domain \( D[A^n] \otimes D[B^n] \), where \( A_0 = \alpha_0 P - AP \) and \( B_0 = \beta_0 Q - BQ \) are bounded linear operators of finite rank on \( X, Y \) which commute with \( A, B \), respectively. It is easy to check that there exists a bounded linear operator \( R \) on \( X \otimes_a Y \) of finite rank which commutes with (0.2) and such that for \( u \in D[A^n] \otimes D[B^n] \),

\[ P \{ A \otimes I + A_0 \otimes Q, I \otimes B + P \otimes B_0 \} u = P \{ A \otimes I, I \otimes B \} u = Ru. \]

Since (0.2) is closable, (3.6) is closable; we denote the closure of (3.6) by \( Q \). Then \( D[Q] = D[P] \). \( R \) commutes with \( P \). For \( u \in D[P] \) we have \( Qu - Pu = Ru \). \( Q \) is decomposed by the four subspaces of \( X \otimes_a Y \) in (2.3). Its parts in the respective subspaces are

\[ Q_{11} = P \{ \alpha_0, \beta_0 \} (I_1 \otimes I_1), \quad Q_{12} = P_{12}, \quad Q_{21} = P_{21} \quad \text{and} \quad Q_{22} = P_{22}. \]

Since the Browder essential spectrum of a closed operator \( T \) remains
invariant under perturbations of $T$ by compact operators commuting with $T$ ([16], [13]), we obtain

$$\sigma_{eb}(P) = \sigma_{eb}(Q) \subset \sigma(Q) = \sigma(Q_{11}) \cup \sigma(Q_{12}) \cup \sigma(Q_{21}) \cup \sigma(Q_{22}).$$

It is easy to verify by Theorem 2.1 with Propositions 2.3 and 2.4

$$\sigma(Q_{11}) = \{ P(\alpha_0, \beta_0) \}, \quad \sigma(Q_{12}) = P(\sigma(A_1), \sigma(B_2)),
\quad \sigma(Q_{21}) = P(\sigma(A_2), \sigma(B_1)), \quad \sigma(Q_{22}) = P(\sigma(A_2), \sigma(B_2)).$$

It follows that $\sigma_{eb}(P)$ is included in

$$\{ P(\alpha_0, \beta_0) \} \cup P(\sigma(A_1), \sigma(B_2)) \cup P(\sigma(A_2), \sigma(B_1)) \cup P(\sigma(A_2), \sigma(B_2)).$$

Since $\lambda \neq P(\alpha_0, \beta_0)$, $\lambda$ belongs to

$$P(\sigma(A) \setminus \{ \beta_j \}_{j=1}^a, \sigma(B)) \cup P(\sigma(A), \sigma(B) \setminus \{ \beta_k \}_{k=1}^b) \subset P(U, \sigma(B)) \cup P(\sigma(A), V). \quad \text{Q.E.D.}$$

Theorems 2.1 and 3.1 determine the set of all isolated, finite-dimensional eigenvalues of $\tilde{P} \{ A \otimes I, I \otimes B \}$.

**Corollary 3.3.** The same hypothesis as in Theorem 3.1. Then

$$\sigma(\tilde{P} \{ A \otimes I, I \otimes B \}) \setminus \sigma_{eb}(\tilde{P} \{ A \otimes I, I \otimes B \})$$

(3.7) $$= P(\sigma(A) \setminus \sigma_{eb}(A), \sigma(B) \setminus \sigma_{eb}(B)) \setminus \{ P(\sigma_{eb}(A), \sigma(B)) \cup P(\sigma(A), \sigma_{eb}(B)) \}. $$

For each $\lambda$ in the set (3.7), the set (2.10), $\Delta_1(\lambda)$, is finite, $\Delta_0(\lambda) = \Delta_1(\lambda)$ and

(3.8) $$t(\tilde{P} \{ A \otimes I, I \otimes B \}; \lambda) = \sum_{(\mu, \nu) \in \Delta_0(\lambda)} t(A; \mu)t(B; \nu),$$

where $t(T; \kappa)$ is the algebraic multiplicity of an isolated eigenvalue $\kappa$ of $T$.

**Proof.** We shall be concerned only with the algebraic multiplicity of $\lambda$, because the other assertions are easy to see from definition of the Browder essential spectrum.

Denote the image of the projection of $\Delta_1(\lambda)$ into the $\xi$ (resp. $\eta$) coordinate by $\Delta_1(\lambda; A)$ (resp. $\Delta_1(\lambda; B)$). Then both of them are finite, for $\Delta_0(\lambda)$ is finite. Since $P_\lambda$ is Fredholm, the parts $P_{\lambda 11}$, $P_{\lambda 12}$, $P_{\lambda 21}$ and $P_{\lambda 22}$ relative to $\Delta_1(\lambda; A)$ and $\Delta_1(\lambda; B)$ are Fredholm. In the same way as in the proof of Theorem 3.1 we obtain

$$\sigma(P_{11}) = P(\Delta_1(\lambda; A), \Delta_1(\lambda; B)),$n$$

$$\sigma(P_{12}) = P(\Delta_1(\lambda; A), \sigma(B) \setminus \Delta_1(\lambda; B)),$n$$

$$\sigma(P_{21}) = P(\sigma(A) \setminus \Delta_1(\lambda; A), \Delta_1(\lambda; B)),$n$$

$$\sigma(P_{22}) = P(\sigma(A) \setminus \Delta_1(\lambda; A), \sigma(B) \setminus \Delta_1(\lambda; B)).$$
By definition of $\Delta_1(\lambda)$, $\lambda$ belongs to $\sigma(P_{11})$ but not to the other three sets. Consequently $t(P; \lambda) = t(P_{11}; \lambda)$. On the other hand, $t(P_{11}; \lambda)$ is equal to the dimension of the projection $\Sigma_{(\mu, \nu) \in \Delta_1(\lambda)} P_\mu \otimes_{\alpha} Q_\nu$, for if $(\mu, \nu)$ is in $\Delta_1(\lambda; A) \times \Delta_1(\lambda; B)$ with $P(\mu, \nu) \neq \lambda$ then the part of $P_{11}$ in $R[P_\mu \otimes_{\alpha} Q_\nu]$ has the spectrum not containing $\lambda$. Hence follows the result. Here $P_\mu$ and $Q_\nu$ are the projections associated with $\mu$ and $\nu$, respectively. Q.E.D.

3.2. The Wolf essential spectrum.

**THEOREM 3.4.** Let $\alpha$ be a quasi-uniform reasonable norm on $X \otimes Y$ and let $P \in \mathcal{P}_e(A, B)$. Then

$$\sigma_{ew}(\bar{P} \{ A \otimes I, I \otimes B \}) = P(\sigma_{ew}(A), \sigma(B)) \cup P(\sigma(A), \sigma_{ew}(B)).$$

By this is meant that (3.9) holds valid if both $\sigma_{ew}(A)$ and $\sigma(B)$ are nonempty or if both $\sigma(A)$ and $\sigma_{ew}(B)$ are nonempty, and further that $\sigma_{ew}(\bar{P} \{ A \otimes I, I \otimes B \})$ is empty if and only if either $\sigma(A) = \emptyset$ or $\sigma(B) = \emptyset$ or $\sigma_{ew}(A) = \sigma_{ew}(B) = \emptyset$.

It will be seen from the proof of Theorem 3.4 that the inclusion

$$\sigma_{ew}(\bar{P} \{ A \otimes I, I \otimes B \}) \supseteq P(\sigma_{ew}(A), \sigma(B)) \cup P(\sigma(A), \sigma_{ew}(B))$$

holds valid in fact for every polynomial $P(\xi, \eta)$.

**PROOF OF THEOREM 3.4.** (a) **Proof of the inclusion** (3.10). First note the right member of (3.10) coincides with the right member of (3.9). In fact, by Proposition 1.1 both $\Phi_A = \sigma_{ab}(A) \setminus \sigma_{ew}(A)$ and $\Phi_B = \sigma_{ab}(B) \setminus \sigma_{ew}(B)$ are open in $C$. If both of them are nonempty, we have only to see that $P(\Phi_A, \Phi_B)$ is a subset of the right member of (3.9). Let $\lambda \in P(\Phi_A, \Phi_B)$. Then it is seen (e.g. [11, Lemma 3.7]) that there exists a boundary point $(\xi_0, \eta_0)$ of $\Phi_A \times \Phi_B \subset C^2$ with $P(\xi_0, \eta_0) = \lambda$, which belongs to $\sigma_{ew}(A) \times \sigma(B)$ or $\sigma(A) \times \sigma_{ew}(B)$ by Proposition 1.1. Hence $\lambda = P(\xi_0, \eta_0)$ belongs to the right member of (3.9).

Thus, to prove (3.10) it suffices to show $P(\sigma_{ew}(A), \sigma(B)) \subset \sigma_{ew}(P)$.

Let $\lambda \in P(\sigma_{ew}(A), \sigma(B))$. If $R[\lambda]$ is not closed, $\lambda$ belongs to $\sigma_{ew}(P)$. In the sequel we may therefore assume it is closed. The proof relies greatly upon Lemma 3.2.

Let $P \in \sigma_{ew}(A) \times \sigma(B)$ with $P(\mu, \nu) = \lambda$. The proof is divided into six cases. Note $\nu \in \sigma(B)$ if and only if null$(B - \nu I) > 0$ or def$(B - \nu I) > 0$.

It is easy to check that the hypothesis in (a) or (b) of Lemma 3.2 is satisfied in the following four cases:

I. $R[A - \mu I]$ is not closed and null$(B - \nu I) > 0$;
II. $R[A - \mu I]$ is not closed and def$(B - \nu I) > 0$;
III. $R[A - \mu I]$ is closed, null$(A - \mu I) = \infty$ and null$(B - \nu I) > 0$;
IV. $R[A - \mu I]$ is closed, def$(A - \mu I) = \infty$ and def$(B - \nu I) > 0$;

so that the desired assertion follows from Lemma 3.2.
V. In case $R[A - \mu I]$ is closed, $\text{nul}(A - \mu I) = \infty$ and $\text{def}(B - \nu I) > 0$, we may assume in view of the cases III and IV that $\text{def}(A - \mu I) < \infty$ and $\text{nul}(B - \nu I) = 0$. If $R[B - \nu I]$ is not closed this case is reduced to the case I with $A$ and $B$ replaced by each other. Therefore assume $R[B - \nu I]$ is also closed. Then $\mu$ lies in the semi-Fredholm domain $\rho_{ek}(A)$ of $A$ and $\nu$ in the semi-Fredholm domain $\rho_{ek}(B)$ of $B$. By Proposition 1.1 both

\[ \Psi_A = \sigma_{eb}(A) \setminus \sigma_{ek}(A) \quad \text{and} \quad \Psi_B = \sigma_{eb}(A) \setminus \sigma_{ek}(B) \]

are open in $C$. Then by [14, Theorem 6],

\[ \text{nul}(B - \eta I) = 0, \quad \text{def}(B - \eta I) = \text{def}(B - \nu I) > 0 \]

in a neighbourhood of $\eta = \nu$ in $\Psi_B$. Further, $\text{def}(B - \eta I) > \text{def}(B - \nu I) > 0$ in the component $\Psi_B(\nu)$ in $\Psi_B$ containing $\nu$. In the same way $\text{nul}(A - \xi I) = \infty$ in the component $\Psi_A(\mu)$ in $\Psi_A$ containing $\mu$. Then by an analogous argument used previously, there is a boundary point $(\xi_0, \eta_0)$ of $\Psi_A(\mu) \times \Psi_B(\nu) \subset C^2$ with $P(\xi_0, \eta_0) = P(\mu, \nu) = \lambda$, so that $\xi_0 \in \sigma_{ek}(A)$ or $\eta_0 \in \sigma_{ek}(B)$ by Proposition 1.1. If $(\xi_0, \eta_0)$ is in $\sigma_{ek}(A) \times \sigma_{ek}(B)$ then $\text{nul}^*(A - \xi_0 I) = \infty$ and $\text{def}(B - \eta_0 I) > 0$. If it is in $\Psi_A(\mu) \times \sigma_{ek}(B)$ then $\text{nul}(A - \xi_0 I) = \text{nul}^*(B - \eta_0 I) = \infty$.

Finally if it is in $\sigma_{ek}(A) \times \sigma_{ek}(B)$ then $\text{nul}^*(A - \xi_0 I) = \text{nul}^*(B - \eta_0 I) = \infty$. Thus anyway the assertion follows from Lemma 3.2 (a) and (b).

VI. In the remaining case that $R[A - \mu I]$ is closed, $\text{def}(A - \mu I) = \infty$ and $\text{nul}(B - \nu I) > 0$, we may assume in view of Lemma 3.2 that $\text{nul}(A - \mu I) < \infty$ and $R[B - \nu I]$ is closed with $\text{def}(B - \nu I) = 0$. Then $\mu$ (resp. $\nu$) lies in the semi-Fredholm domain of $A$ (resp. $B$). By [14, Theorem 6]

\[ \text{def}(B - \eta I) = 0, \quad \text{nul}(B - \eta I) = \text{nul}(B - \nu I) > 0 \]

in a neighbourhood of $\eta = \nu$ in $\Psi_B$. Further $\text{nul}(B - \eta I) > \text{nul}(B - \nu I) > 0$ in the component in $\Psi_B$ containing $\nu$ and $\text{def}(A - \xi I) = \infty$ in the component in $\Psi_A$ containing $\mu$. Then the same argument using Lemma 3.2 as in the case V will yield the result.

(b) Proof of the reverse inclusion.

I. The case in which one of $X$ and $Y$, say $Y$, is of finite dimension. In this case let us keep in mind Proposition 2.2 and $P = P\{A \otimes I, I \otimes B\}$, then (3.9) becomes

\[ (3.9') \quad \sigma_{en}(P\{A \otimes I, I \otimes B\}) = P(\sigma_{en}(A), \sigma(B)). \]

$B$ is bounded with $D[B] = Y$ and the spectrum $\sigma(B)$ of $B$ consists of a finite number of eigenvalues. We have

\[ Y = \sum_{\nu \in \sigma(B)} \oplus Y_\nu, \quad Y_\nu = N[(B - \nu I)^{(B;\nu)}]. \]
$B$ is decomposed by the $Y_r$. The part of $B$ in $Y_r$ is the sum of $\nu I_r$ and a nilpotent operator in $Y_r$, where $I_r$ is the identity operator in $Y_r$. Then $X \otimes Y$ is decomposed into the topological direct sum

$$
X \otimes Y = \bigoplus_{\nu \in \sigma(B)} (X \otimes Y_r)
$$

and $P$ is decomposed by the $X \otimes Y_r$.

Let $\lambda \in \sigma_{\text{ev}}(P)$. By Theorem 3.1 there are points $\mu \in \sigma_{\text{ev}}(A)$ and $\nu \in \sigma(B)$ with $P(\mu, \nu) = \lambda$. By the reduction method we have only to show that $\lambda$ belongs to the right member of (3.9)', assuming that $\nu$ is the only eigenvalue of $B$ with algebraic multiplicity $t(B; \nu) \equiv t = \dim Y$, so that $B - \nu I$ is nilpotent.

If $P(\xi, \nu) - \lambda \equiv 0$ then by Theorem 2.1, $\sigma(P)$ consists of only one point $\lambda$. Then taking a boundary point $\mu'$ of $\sigma_{\text{ev}}(A)$ we have $\lambda = P(\mu', \nu)$.

Therefore we consider the case $P(\xi, \nu) - \lambda \equiv 0$. Recall that $\lambda \in \sigma_{\text{ev}}(P)$ if and only if either null' $P_{\lambda}$ or def' $P_{\lambda}$ is infinite.

In case null' $P_{\lambda}$ is infinite, by Lemma 1.3 with Proposition 2.2(b) there exists a noncompact sequence $\{u_l\}_{l=1}^{\infty}$ of unit vectors in $D[A^m] \otimes Y$ such that for $1 < p < t$,

$$
P_{\lambda}^{-1}P_{\lambda} u_l = \lambda P(A \otimes I, I \otimes B) - \lambda(I \otimes I)]u_l \to 0
$$
in $X \otimes Y$ as $l \to \infty$.

As $Y$ is of finite dimension, we can choose a sequence $\{y_l\}_{l=1}^{\infty}$ in $Y'$ of unit vectors such that $\{\langle u_l, y_l \rangle_Y \}_{l=1}^{\infty}$ is not compact. Here set

$$
\langle u, y' \rangle_Y = \sum_{i=1}^{r} \langle y_i, y' \rangle x_i,
$$

where $u = \sum_{i=1}^{r} x_i \otimes y_i$ in $X \otimes Y$ and $y' \in Y'$. We may assume, by taking subsequences, that $\{\langle u_l, y_l \rangle_Y \}_{l=1}^{\infty}$ is noncompact and bounded away from zero. Set

$$
x_l = \| \langle u_l, y_l \rangle_Y \|^{-1} \langle u_l, y_l \rangle_Y, \quad l = 1, 2, \ldots.
$$

Then $\{x_l\}_{l=1}^{\infty}$ is a noncompact sequence of unit vectors in $D[A^m]$.

To prove that $\lambda$ belongs to the right member of (3.9)' it suffices to show

$$
\left[ P_{\lambda}(A, \nu)' \otimes I \right] u_l \to 0, \quad P_{\lambda}(\xi, \nu) = P(\xi, \nu) - \lambda,
$$
in $X \otimes Y$ as $l \to \infty$. In fact, this implies $P_{\lambda}(A, \nu)' x_l \to 0$ as $l \to \infty$, so that null' $P_{\lambda}(A, \nu)' = \infty$ and $0 \in \sigma_{\text{ev}}(P_{\lambda}(A, \nu))$. By Proposition 1.2 there is a $\mu' \in \sigma_{\text{ev}}(A)$ with $P(\mu', \nu) - \lambda = 0$, whence follows the assertion.

Now we turn to the proof of $[P_{\lambda}(A, \nu)' \otimes I] u_l \to 0$ as $l \to \infty$. The $l$-dimensional space $Y$ has the direct sum decomposition

$$
Y = N_1 \oplus \cdots \oplus N_l
$$
such that
\[(3.13) \quad N_1 \oplus \cdots \oplus N_k = N[(B - \nu I)^k], \quad 1 \leq k \leq t.\]
Hence \(X \otimes Y\) is decomposed into the topological direct sum
\[X \otimes Y = (X \otimes N_1) \oplus \cdots \oplus (X \otimes N_t).\]
Then \(u_l = \sum_{k=1}^{t} u_{kl}, \quad u_{kl} \in X \otimes N_k, \quad 1 \leq k \leq t, \quad l = 1, 2, \ldots \). Each sequence \(\{u_{kl}\}_{k=1}^{\infty}\) is bounded. We have to show for each \(k, 1 \leq k \leq t,\)
\[\begin{bmatrix} P_\lambda(A, \nu)^l & \otimes & I \end{bmatrix} u_{kl} \rightarrow 0 \quad \text{as} \quad l \rightarrow \infty.\]
In fact, we show \([P_\lambda(A, \nu)^p \otimes I] u_{kl} \rightarrow 0\) as \(l \rightarrow \infty\) for \(t - (k - 1) < p < t\). The proof is by induction on \(k\) from \(k = t\) to \(k = 1\).
For \(k = t\), we see with the aid of (3.4) and Proposition 2.2(d) that for \(1 \leq p < t,\)
\[\begin{bmatrix} P_\lambda(A, \nu)^{p-1} \otimes (B - \nu I)^{t-1} \end{bmatrix} [P \{A \otimes I, I \otimes B\} - \lambda(I \otimes I)] u_l\]
approaches 0 in \(X \otimes Y\) as \(l \rightarrow \infty\). If \(\{y_1\}_{1}^{\infty}\) is a basis of \(N_i\) then \(u_{il} = \sum_{l=1}^{\infty} x_{il} \otimes y_l\), where \(\{x_{il}\}_{l=1}^{\infty} \subset D[A^{m}], \quad l = 1, 2, \ldots \). We have only to consider the case \(N_i \neq \{0\}\). Then \(\{(B - \nu I)^{t-1}y_l\}_{l=1}^{\infty}\) is linearly independent. It is easy to see that for \(1 \leq i \leq i(t), \quad P_\lambda(A, \nu)^{p}x_{il}\) approaches 0 in \(X\) as \(l \rightarrow \infty\), whence \([P_\lambda(A, \nu)^p \otimes I] u_{il} \rightarrow 0\) in \(X \otimes Y\) as \(l \rightarrow \infty\).
Assume now that the assertion is valid for \(k > s, \quad 1 \leq s < t\). Similarly, for \(t - (s - 1) < p < t,\)
\[\begin{bmatrix} P_\lambda(A, \nu)^{p-1} \otimes (B - \nu I)^{t-1} \end{bmatrix} [P \{A \otimes I, I \otimes B\} - \lambda(I \otimes I)] u_l\]
approaches 0 in \(X \otimes Y\) as \(l \rightarrow \infty\).
First observe the second term above. By (3.4) rewrite it as
\[\begin{bmatrix} \sum_{k=1}^{n} \left( \sum_{j=0}^{m} a_{jk}A^j \right) P_\lambda(A, \nu)^{p-1} \otimes (B - \nu I)^{t-1+k} \end{bmatrix} + \begin{bmatrix} P_\lambda(A, \nu)^{p} \otimes (B - \nu I)^{t-1} \end{bmatrix} \sum_{h=s+1}^{t} u_{hl}\]
whose norm is, as easily seen, majorized by
\[ \sum_{k=s+1}^{t} \left( \| [P_{\lambda}(A, v)^p \otimes I] u_k \|_a + \| [P_{\lambda}(A, v)^{p-1} \otimes I] u_k \|_a \right). \]

Therefore by the induction hypothesis the second term concerned approaches 0 in \( X \otimes Y \) as \( l \to \infty \), since \( t - (s - 1) \leq p < t \). It follows from the first term that, for \( t - (s - 1) \leq p < t \),
\[ [P_{\lambda}(A, v)^p \otimes (B - vI)^{t-1}] u_{sl} \to 0 \]
as \( l \to \infty \). The same argument as for \( k = t \) yields that \([P_{\lambda}(A, v)^p \otimes I] u_{sl}\) approaches 0 in \( X \otimes Y \) as \( l \to \infty \) unless \( N_r \neq \{0\} \). This proves the desired assertion.

In case \( \text{def'} P_{\lambda} \) is infinite, the same argument as above applies to
\[ P \{ A' \otimes I', I' \otimes B' \} - \lambda(I' \otimes I') \]
which is by Proposition 2.2(c) the adjoint of \( P_{\lambda} \), since the approximate deficiency of a densely defined closed linear operator coincides with the approximate nullity of its adjoint. There exists a noncompact sequence \( \{u'_l\}_{l=1}^\infty \) of unit vectors in \( D[(A')^m] \otimes Y' \) such that for \( 1 \leq p < t \)
\[ P \{ A' \otimes I', I' \otimes B' \} P^{-1} - \lambda(I' \otimes I') u'_l \to 0 \]
in \( X' \otimes Y' \) as \( l \to \infty \). In the same way it can be shown that
\[ [P_{\lambda}(A', v)^p \otimes I'] u'_l \]
approaches 0 in \( X' \otimes Y' \) as \( l \to \infty \). This implies that \( \text{nul'} P_{\lambda}(A', v) = 0 \) and hence \( \text{def'} P_{\lambda}(A, \lambda)' = \infty \). Therefore by Proposition 1.2, \( \lambda \) belongs to the right member of (3.9)'.

II. The general case. Let \( \lambda \in \sigma_{ev}(P) \). Since \( P \in \mathcal{D}(A, B) \) there are nonempty open sets \( U \supset \sigma(A), V \supset \sigma(B) \) and a large \( r > 0 \) such that (2.4) holds. For this \( r \) take the same open sets \( U, V \) as in the proof (b) of Theorem 3.1.

It suffices to show that for every sufficiently small \( \epsilon > 0 \), \( \lambda \) belongs to the union of three sets
\[ (3.14) \quad P(\sigma_{ev}(A) \setminus V_\epsilon) \cup P(\sigma(A) \setminus U_\epsilon, \sigma_{ev}(B)) \cup P(U_\epsilon, V_\epsilon). \]

In fact, suppose this is established. If, for some \( \epsilon > 0 \), \( \lambda \) belongs to either of the first and second sets in (3.14) there is nothing more to prove. Therefore assume \( \lambda \) belongs to \( P(U_\epsilon, V_\epsilon) \) for every \( \epsilon > 0 \). For each positive integer \( l \) choose \((\xi_l, \eta_l)\) in \((U_{l/1} \cap K_l) \times (V_{l/1} \cap K_l)\) with \( P(\xi_l, \eta_l) = \lambda \). By the same reasoning as in the proof of Theorem 3.1 the sequence \( \{(\xi_l, \eta_l)\}_{l=1}^\infty \) is bounded, so that we may assume it converges to \((\xi_0, \eta_0)\) as \( l \to \infty \). Then \((\xi_0, \eta_0)\) lies in \( \sigma_{eb}(A) \times \sigma_{eb}(B) \) and hence \( \lambda = P(\xi_0, \eta_0) \) belongs to the set on
the right of (3.10) and so on the right of (3.9), because they coincide as seen in
the proof (a).

Now we come to the proof that \( \lambda \) belongs to the set (3.14) for all \( \varepsilon \). As in
the proof of Theorem 3.1, let \( \sigma(A) \setminus U_{\varepsilon} = \{ \alpha_j \}_{j=1}^a \), \( \sigma(B) \setminus V_{\varepsilon} = \{ \beta_k \}_{k=1}^b \), and
let \( P, Q \) be the projections associated with them. Then using the same
notations as (2.5)-(2.8) we obtain

\[
\sigma_{\text{ev}}(P) = \sigma_{\text{ev}}(P_{11}) \cup \sigma_{\text{ev}}(P_{12}) \cup \sigma_{\text{ev}}(P_{21}) \cup \sigma_{\text{ev}}(P_{22}).
\]

Since \( PX \) and \( QY \) are of finite dimension, \( \sigma_{\text{ev}}(P_{11}) \) is empty. Since \( P \in \mathcal{P}_{\varepsilon}(A, B) \), we have by Propositions 2.3 and 2.4 and by case I,

\[
\sigma_{\text{ev}}(P_{12}) = P \left( \{ \alpha_j \}_{j=1}^a \setminus \sigma_{\text{ev}}(B_2) \right) = P \left( \sigma(A) \setminus U_{\varepsilon}, \sigma_{\text{ev}}(B) \right),
\]

\[
\sigma_{\text{ev}}(P_{21}) = P \left( \sigma_{\text{ev}}(A_2), \{ \beta_k \}_{k=1}^b \setminus \right) = P \left( \sigma_{\text{ev}}(A), \sigma(B) \setminus V_{\varepsilon} \right),
\]

and by Theorem 2.1,

\[
\sigma_{\text{ev}}(P_{22}) \subset \sigma(P_{22}) = P \left( \sigma(A_2), \sigma(B_2) \right) \subset P \left( U_{\varepsilon}, V_{\varepsilon} \right).
\]

Thus putting all this together shows that \( \sigma_{\text{ev}}(P) \) is included in (3.14). In
particular, \( \lambda \) belongs to (3.14). Q.E.D.

By Theorems 3.1 and 3.4, the intersection of the Browder essential
spectrum and the Fredholm domain of \( \tilde{P}(A \otimes I, I \otimes B) \) is determined.

**Corollary 3.5.** The same hypothesis as in Theorem 3.4. Then

\[
\sigma_{\text{eb}} \left( \tilde{P} \{ A \otimes I, I \otimes B \} \right) \setminus \sigma_{\text{ev}} \left( \tilde{P} \{ A \otimes I, I \otimes B \} \right)
\]

\[
= \left\{ P \left( \sigma(A) \setminus \sigma_{\text{eb}}(A), \sigma_{\text{eb}}(B) \setminus \right) \right. \}

\[
\cup P \left( \sigma_{\text{eb}}(A), \sigma(B) \setminus \sigma_{\text{eb}}(B) \right) \}

\[
\setminus \left\{ P \left( \sigma_{\text{ev}}(A), \sigma(B) \right) \cup P \left( \sigma(A), \sigma_{\text{ev}}(B) \right) \right\}. \tag{3.15}
\]

For each \( \lambda \) in the set (3.15) the sets (2.11), \( \Delta_{10}(\lambda) \), and (2.12), \( \Delta_{01}(\lambda) \), are finite and

\[
\Delta_{10}(\lambda) = \Delta_1(\lambda) \cup \Delta_{12}(\lambda), \quad \Delta_{01}(\lambda) = \Delta_1(\lambda) \cup \Delta_{21}(\lambda),
\]

\[
\Delta_0(\lambda) = \Delta_{10}(\lambda) \cup \Delta_{01}(\lambda).
\]

**Proof.** Obvious.

3.3. The nullity, deficiency and index. For \( P \in \mathcal{P}_{\varepsilon}(A, B) \), the operator (2.1),
\( P_{\lambda} \), is Fredholm and at least one of \( \text{nul} P_{\lambda} \) and \( \text{def} P_{\lambda} \) does not vanish if and
only if \( \lambda \) is in the union of the sets (3.7) and (3.15) in Corollaries 3.3 and 3.5.
This implies in view of (3.4) that if \( \dim X = \infty \) then \( P(\xi, \nu) - \lambda \equiv 0 \) for each
fixed \( \nu \in \sigma(B) \setminus \sigma_{\text{eb}}(B) \), in which case we write

\[
P(\xi, \nu) - \lambda = d(\nu) \prod_{\mu; P(\mu, \nu) = \lambda} (\xi - \mu)^{m(\mu, \nu)}, \quad d(\nu) = \sum_{k=0}^{(n)} c_{m(\nu), k} p^k,
\]
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where $m(v)$ is the degree in $\xi$ of $P(\xi, v)$, $m(v) = \sum_{\mu; P(\mu, v) = \lambda} m(\mu, v) < m$. Similarly, if $\dim Y = \infty$ then $P(\mu, \eta) - \lambda \neq 0$ for each fixed $\mu \in \sigma(A) \setminus \sigma_e(A)$, in which case we write

\begin{equation}
(3.17) \quad P(\mu, \eta) - \lambda = e(\mu) \prod_{\nu; P(\mu, \nu) = \lambda} (\eta - \nu)^{n(\mu, \nu)}, \quad e(\mu) = \sum_{j=0}^{m} c_{j, n(\mu)} \mu^j,
\end{equation}

where $n(\mu)$ is the degree in $\eta$ of $P(\mu, \eta)$, $n(\mu) = \sum_{\nu; P(\mu, \nu) = \lambda} n(\mu, \nu) < n$.

Set

\begin{equation}
(3.18) \quad p(\mu, \nu) = t(B; \nu)m(\mu, \nu), \quad q(\mu, \nu) = t(A; \mu)n(\mu, \nu).
\end{equation}

Let $r(p, q; \mu, \nu)$ be the rank of the coefficient matrix of the system of the $pq$ linear equations with the $pq$ unknowns $u_{st}$

\begin{equation}
(3.19) \quad \sum_{1 < j < \ell < s \atop 1 < k < t} b_{s, j, \ell - k} u_{jk} = 0, \quad 1 < s < p, 1 < t < q,
\end{equation}

where the $b_{jk}$ are the coefficients of the Taylor expansion (3.3) of $P(\xi, \eta)$ at $(\mu, \nu)$. Set

\begin{equation}
(3.20) \quad n(p, q; \mu, \nu) = pq - r(p, q; \mu, \nu) > 1.
\end{equation}

We shall now establish explicit formulae for the nullity, deficiency and index of (2.1).

For a linear operator $T: D[T] \subset Z \rightarrow Z$ and a positive integer $p$ set

\begin{equation}
(3.21) \quad n_p(T) = 2 \text{nul } T^p - \text{nul } T^{p-1} - \text{nul } T^{p+1},
\end{equation}

\begin{equation}
(3.22) \quad d_p(T) = 2 \text{def } T^p - \text{def } T^{p-1} - \text{def } T^{p+1},
\end{equation}

when they are well defined. Here note (cf. [25, Lemma 3.3]) that $\text{nul } T^p$ (resp. $\text{def } T^p$) is finite if and only if $\text{nul } T$ (resp. $\text{def } T$) is finite.

The following result amplifies Corollaries 3.3 and 3.5.

**Theorem 3.6.** Let $\alpha$ be a quasi-uniform reasonable norm on $X \otimes Y$ and let $P \in \mathcal{P}_e(A, B)$. Then for $\lambda$ in the set (3.7) or (3.15) the following formulae hold:

\begin{equation}
(3.22) \quad \text{nul} \left[ \mathcal{F} \left( A \otimes I, I \otimes B \right) - \lambda I \otimes \alpha I \right] = \sum_{(\mu, \nu) \in \Delta_1(\lambda) \cup \Delta_2(\lambda) \cup \Delta_1(\lambda)} \sum_{p, q = 1}^{\infty} n(p, q; \mu, \nu) \tilde{n}_p(A - \mu I) \tilde{n}_q(B - \nu I);
\end{equation}

\begin{equation}
(3.23) \quad \text{def} \left[ \mathcal{F} \left( A \otimes I, I \otimes B \right) - \lambda I \otimes \alpha I \right] = \sum_{(\mu, \nu) \in \Delta_1(\lambda) \cup \Delta_2(\lambda) \cup \Delta_1(\lambda)} \sum_{p, q = 1}^{\infty} n(p, q; \mu, \nu) \tilde{d}_p(A - \mu I) \tilde{d}_q(B - \nu I);
\end{equation}
\[ \text{ind} \left[ \tilde{F} \left( A \otimes I, I \otimes B \right) - \lambda I \right] \]

\begin{equation}
\begin{align*}
(3.24) \quad & = \sum_{(\mu, \nu) \in \Delta_{12}(\lambda)} \text{ind}(B - \nu I) \sum_{p=1}^{\ell(A; \mu)} n(p, q(\mu, \nu); \mu, \nu) \eta_p(A - \mu I) \\
& \quad + \sum_{(\mu, \nu) \in \Delta_{21}(\lambda)} \text{ind}(A - \mu I) \sum_{q=1}^{\ell(B; \nu)} n(p(\mu, \nu), q; \mu, \nu) \eta_q(B - \nu I).
\end{align*}
\end{equation}

Here for \((\mu, \nu) \in \Delta_1(\lambda),\)

\[ \begin{align*}
\tilde{\eta}_p(A - \mu I) &= n_p(A - \mu I), \\
\tilde{d}_p(A - \mu I) &= d_p(A - \mu I), \\
\tilde{\eta}_q(B - \nu I) &= n_q(B - \nu I), \\
\tilde{d}_q(B - \nu I) &= d_q(B - \nu I),
\end{align*} \]

\(p = 1, 2, \ldots,\)

\(q = 1, 2, \ldots;\)

for \((\mu, \nu) \in \Delta_{12}(\lambda),\)

\[ \begin{align*}
\tilde{\eta}_p(A - \mu I) &= n_p(A - \mu I), \\
\tilde{d}_p(A - \mu I) &= d_p(A - \mu I), \\
\tilde{\eta}_q(B - \nu I) &= n_q(B - \nu I), \\
\tilde{d}_q(B - \nu I) &= d_q(B - \nu I),
\end{align*} \]

\(1 < q < q(\mu, \nu),\)

\(1 \leq q < q(\mu, \nu),\)

\(q > q(\mu, \nu);\)

(3.26)

and for \((\mu, \nu) \in \Delta_{21}(\lambda),\)

\[ \begin{align*}
\tilde{\eta}_p(A - \mu I) &= n_p(A - \mu I), \\
\tilde{d}_p(A - \mu I) &= d_p(A - \mu I), \\
\tilde{\eta}_q(B - \nu I) &= n_q(B - \nu I), \\
\tilde{d}_q(B - \nu I) &= d_q(B - \nu I),
\end{align*} \]

\(1 < p < p(\mu, \nu),\)

\(1 \leq p < p(\mu, \nu),\)

\(p > p(\mu, \nu);\)

(3.27)

Therefore the sum \(\sum_{p,q=1}^{\infty}\) is finite and in fact taken over those \(p\) and \(q\) with
1 < p < t(A; μ) and 1 < q < t(B; ν) for (μ, ν) ∈ Δ₁(λ), with 1 < p < t(A; μ) and 1 < q < q(μ, ν) for (μ, ν) ∈ Δ₁₂(λ), and with 1 < p < p(μ, ν) and 1 < q < t(B; ν) for (μ, ν) ∈ Δ₂₁(λ).

The proof of Theorem 3.6 will need a thorough investigation of the case in which either X or Y is of finite dimension. Let us keep in mind again Proposition 2.2.

First we consider the case where both X and Y are of finite dimension. In this case every polynomial P(ξ, η) belongs to \( \mathcal{P}(A, B) \).

**Lemma 3.7.** Let \( \dim X < \infty \) and \( \dim Y < \infty \). Then for every polynomial \( P(ξ, η) \) and every \( \lambda \in \mathbb{C} \)

\[
(3.22)' \quad \text{nul } P_λ = \sum_{(μ, ν) ∈ \Delta_0(λ)} \sum_{p=1}^{t(A; μ)} \sum_{q=1}^{t(B; ν)} n(p, q; μ, ν)n_p(Α - μI)n_q(Β - νI),
\]

\[
(3.23)' \quad \text{def } P_λ = \sum_{(μ, ν) ∈ \Delta_0(λ)} \sum_{p=1}^{t(A; μ)} \sum_{q=1}^{t(B; ν)} n(p, q; μ, ν)d_p(Α - μI)d_q(Β - νI).
\]

**Proof.** A and B may be considered as matrices. Both \( σ(A) \) and \( σ(B) \) consist of a finite number of eigenvalues. We show (3.22)'; (3.23)' follows from this, since the nullity and deficiency of a matrix coincide.

We may assume \( A \) and \( B \) are of the Jordan normal form. We have

\[
X = \sum_{μ ∈ σ(A)} \bigoplus X_μ, \quad X_μ = N[(A - μI)^{t(A; μ)}],
\]

\[
Y = \sum_{ν ∈ σ(B)} \bigoplus Y_ν, \quad Y_ν = N[(B - νI)^{t(B; ν)}].
\]

\( A \) is decomposed by the \( X_μ \) and the part of \( A \) in \( X_μ \) is the sum of \( μI_μ \) and a nilpotent matrix where \( I_μ \) is the identity matrix in \( X_μ \). The nullity of \( (A - μI)^s \) for \( 1 < s < t(A; μ) \) is equal to the nullity of its part in \( X_μ \). The same is true of \( B \). It follows that

\[
X \otimes Y = \sum_{(μ, ν) ∈ σ(A) × σ(B)} \bigoplus (X_μ \otimes Y_ν)
\]

and \( P \) is decomposed by the \( X_μ \otimes Y_ν \). The part of \( P_λ \) in \( X_μ \otimes Y_ν \) is one-to-one if \( P(μ, ν) ≠ λ \). The nullity of \( P_λ \) is the sum of the nullities of the parts of \( P_λ \) in \( X_μ \otimes Y_ν \) with \( (μ, ν) ∈ σ(A) × σ(B) \), \( P(μ, ν) = λ \).

Therefore, to establish (3.22)' it suffices to show that

\[
(3.28) \quad \text{nul } P_λ = \sum_{i=1}^{p} \sum_{j=1}^{q} n(s, t; μ, ν)n_s(A - μI)n_t(B - νI)
\]

in the case where
X = N[(A - μI)^p], \quad \text{dim} \ X = p = t(A; μ);
Y = N[(B - νI)^q], \quad \text{dim} \ Y = q = t(B; ν);
\sigma(A) = \{μ\}, \quad \sigma(B) = \{ν\}, \quad P(μ, ν) = λ.

In this case note that A - μI and B - νI are nilpotent.

First consider the special case in which \text{null}(A - μI) = \text{null}(B - νI) = 1.
In this case A - μI (resp. B - νI) is a square matrix of order p (resp. q) of
the form

\[
\begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
1 & 0 & \ddots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \cdots & \ddots & 0 & 1 \\
\cdots & \cdots & \cdots & 1 & 0
\end{pmatrix}
\]  

Choose bases \{e_s\}_{s=1}^p of X and \{f_t\}_{t=1}^q of Y such that
\[(A - μI)e_s = \begin{cases} e_{s+1}, & (s + 1 \leq p) \\ 0, & (s = p) \end{cases}, \quad (B - νI)f_t = \begin{cases} f_{t+1}, & (t + 1 \leq q) \\ 0, & (t = q) \end{cases}.
\]

Every \( u \) in \( X \otimes Y \) is represented as \( u = \sum_{s=1}^p \sum_{t=1}^q u_{st} e_s \otimes f_t \). We have
\[
0 = [P \{ A \otimes I, I \otimes B \} - λ(I \otimes I)]u
\]
\[
= \sum_{j+k>0} b_{jk}[(A - μI)^j \otimes (B - νI)^k]u
\]
\[
= \sum_{1 \leq s \leq p} \sum_{1 \leq t \leq q} \sum_{1 \leq j \leq s} \sum_{1 \leq k \leq t} b_{-j,k} u_{jk} e_s \otimes f_t
\]
in view of (3.3) and hence (3.19). Then with (3.20) we obtain
\[
\text{null} \ P_λ = pq - r(p, q; μ, ν) = n(p, q; μ, ν),
\]
which proves (3.28) because \( n_s(A - μI) = δ_{sp}, s = 1, 2, \ldots, \) and \( n_t(B - νI) = δ_{tq}, t = 1, 2, \ldots. \)

In the general case in which A - μI and B - νI are nilpotent, \( n_s(A - μI) \)
is the number of the square matrices of order s of the form (3.29) in the
Jordan normal form of A - μI, and the same is true of \( n_t(B - νI) \). This
proves (3.28) in the general case and (3.22)' Q.E.D.

In the following special cases, (a) is due to T. Ando.

**Corollary 3.8.** The same hypothesis as in Lemma 3.7.
(a) 
\[ nul(A \otimes I + I \otimes B - \lambda I \otimes I) = \sum_{(p, q) \in \sigma(A) \times \sigma(B)} \sum_{p=1}^{\infty} (nul(A - \mu I)^p - nul(A - \mu I)^{p-1}) \times (nul(B - \nu I)^p - nul(B - \nu I)^{p-1}). \]

(b) For \( \lambda \neq 0, \)
\[ nul(A \otimes B - \lambda I \otimes I) = \sum_{(p, q) \in \sigma(A) \times \sigma(B)} \sum_{p=1}^{\infty} (nul(A - \mu I)^p - nul(A - \mu I)^{p-1}) \times (nul(B - \nu I)^p - nul(B - \nu I)^{p-1}). \]

and
\[ nul(A \otimes B) = nul A \cdot \dim Y + \dim X \cdot nul B - nul A \cdot nul B. \]

Here both the sums are finite.

**Proof.** We only note that in both the cases the \( n(p, q; \mu, \nu) \) in Lemma 3.7 are given by \( n(p, q; \mu, \nu) = \min(p, q) \). An elementary calculation will yield the formulae. Q.E.D.

Next we consider the case where one of \( X \) and \( Y \), say \( Y \), is of finite dimension while the other, \( X \), is of infinite dimension.

When \( P(\xi, \nu) - \lambda \equiv 0 \) for some \( \nu \in \sigma(B) \), it is easy to see in view of (3.4) that both \( nul P_{\lambda} \) and \( def P_{\lambda} \) are infinite. Therefore the interest is in the case where \( P(\xi, \nu) - \lambda \not\equiv 0 \) for each fixed \( \nu \in \sigma(B) \). In this case \( P(\xi, \nu) - \lambda \) is written as (3.16).

**Lemma 3.9.** Let \( \dim X = \infty \) and \( \dim Y < \infty \). Let \( P \in \mathbb{P}_x(A, B) \). Assume that \( P(\xi, \nu) - \lambda \not\equiv 0 \) for each fixed \( \nu \in \sigma(B) \) or, in particular, that \( \lambda \) does not belong to (3.9). Then:

(a) 
\[ (3.22)' nul P_{\lambda} = \sum_{(p, q) \in \Delta_0(\lambda)} \sum_{p=1}^{p(\mu, \nu)} \sum_{q=1}^{t(B; \nu)} n(p, q; \mu, \nu) \tilde{n}_p(A - \mu I) \eta_q(B - \nu I). \]

(b) Assume \( R[P_{\lambda}] \) is closed.

\[ (3.23)' def P_{\lambda} = \sum_{(p, q) \in \Delta_0(\lambda)} \sum_{p=1}^{p(\mu, \nu)} \sum_{q=1}^{t(B; \nu)} n(p, q; \mu, \nu) \tilde{d}_p(A - \mu I) \tilde{d}_q(B - \nu I). \]

Here the \( \tilde{n}_p(A - \mu I) \) and \( \tilde{d}_p(A - \mu I) \) are given by (3.27).
Proof. (a) Recall (3.11). The proof is reduced to the proof of

\[
\begin{align*}
&\sum_{\nu \in \sigma(B)} \bigoplus \left( N[P(A, \nu) - \lambda I] \otimes N[B - \nu I] \right) \subset N[P_\lambda],
\end{align*}
\]

(3.30)

\[
N[P_\lambda] \subset \sum_{\nu \in \sigma(B)} \bigoplus \left( N[(P(A, \nu) - \lambda I)^{(B;\nu)}] \otimes Y_\nu \right).
\]

In fact, suppose this is established. Set \( P_\lambda(\xi, \nu) = P(\xi, \nu) - \lambda \) again. It is readily seen from (3.30) in view of Propositions 1.2 and 1.4 that \( \text{nul}\ P_\lambda \) is finite if and only if \( \text{nul}\ P_\lambda(A, \nu) \) is finite for each \( \nu \in \sigma(B) \) if and only if \( \text{nul}(A - \mu I) \) is finite for each \((\mu, \nu) \in \Delta_0(\lambda)\). In this case we show (3.30) yields (3.22)". Proposition 1.4 implies that for every positive integer \( j \), \( N[P_\lambda(A, \nu)^{(B;\nu)}] \) is a finite-dimensional subspace of \( D[A^j] \) invariant under \( A^j \). Consequently \( N[P_\lambda(A, \nu)] \otimes Y_\nu \), which is a subspace of \( D[A^j] \otimes Y \) for every positive integer \( j \), is a finite-dimensional subspace of \( X \otimes Y \) invariant under \( P_\lambda \). It follows that \( P_\lambda \) in \( X \otimes Y \) and its restriction to the space on the right of the second inclusion in (3.30) have the same null space. Let \( A_\nu \) be the part of \( A \) in \( N[P_\lambda(A, \nu)^{(B;\nu)}] \) and \( B_\nu \) the part of \( B \) in \( Y_\nu \); the identity operators in both spaces are denoted by the same \( I_\nu \). Then Lemma 3.7 with (3.30) yields

\[
\text{nul}\ P_\lambda = \sum_{\nu \in \sigma(B)} \text{nul}(P \{ A_\nu \otimes I_\nu, I_\nu \otimes B_\nu \} - \lambda (I_\nu \otimes I_\nu)).
\]

(3.31)

\[
= \sum_{\nu \in \sigma(B)} \sum_{\nu \in \sigma(A_\nu)} \sum_{P(\mu, \nu) = \lambda} \sum_{\nu \in \sigma(B_\nu)} n(p, q; \mu, \nu) n_p(A_\nu - \mu I_\nu) n_q(B_\nu - \nu I_\nu).
\]

For the upper bound \( p(\mu, \nu) \) of the summation in \( p \) in (3.31) note Remark at the end of §3.3. Clearly \( \sigma(A_\nu) \subset \sigma(A) \) and if \( \mu \) is an eigenvalue of \( A \) with \( P(\mu, \nu) = \lambda \) then

\[
N[A - \mu I] \subset N[P_\lambda(A, \nu)] \subset N[P_\lambda(A, \nu)^{(B;\nu)}]
\]

by Proposition 1.4, whence \( \mu \in \sigma(A_\nu) \). For every positive integer \( q \), we have \( n_q(B_\nu - \nu I_\nu) = n_q(B - \nu I) \) and

\[
n_p(A_\nu - \mu I_\nu) = \begin{cases} n_p(A - \mu I) & 1 < p < p(\mu, \nu), \\
\text{nul}(A - \mu I)^p - \text{nul}(A - \mu I)^{p-1} & p = p(\mu, \nu), \\
0 & p > p(\mu, \nu). \end{cases}
\]

It follows that (3.31) is nothing but (3.22)".

Thus the proof of (3.22)" will be complete if (3.30) is established. In view of (3.4) the first inclusion in (3.30) is evident. Since \( P_\lambda \) is decomposed by the \( X \otimes Y_\nu \), to establish the second inclusion in (3.30) it suffices to show for each
\( \nu \in \sigma(B) \) that if \( u \) is in \( N[\mathcal{P}_\lambda] \cap (X \otimes Y) \) then \( u \) is in \( N[\mathcal{P}_\lambda(A, \nu)] \otimes Y \).

To simplify the notation write \( Y \) for \( Y_r \) and \( t \) for \( t(B; \nu) \). \( Y \) has the direct sum decomposition (3.12) with (3.13). Then \( u = \sum_{k=1}^t u_k \), where \( u_k \) is in \( D[A^n] \otimes N_k \), \( 1 < k < t \). We show \( u_k \) is in \( N[\mathcal{P}_\lambda(A, \nu)] \otimes N_k \).

The proof is by induction on \( k \) from \( k = t \) to \( k = 1 \). For \( k = t \) we have by (3.4)

\[
0 = \left[ I \otimes (B - \nu I)^{t-1} \right] \left[ P \{ A \otimes I, I \otimes B \} - \lambda(I \otimes I) \right] u = \left[ \mathcal{P}_\lambda (A, \nu) \otimes (B - \nu I)^{t-1} \right] u_t.
\]

If \( N_t \neq \{0\} \), let \( u_k = \sum_{j=1}^{t_1} x_j \otimes y_j \), where the sequences \( \{ x_j \}_{j=1}^{t_1} \subset D[A^m] \) and \( \{ y_j \}_{j=1}^{t_1} \subset N_t \) are linearly independent. Since \( (B - \nu I)^{t-1} \) is one-to-one on \( N_t \), so that \( \{ (B - \nu I)^{t-1} y_j \}_{j=1}^{t_1} \) is linearly independent, there exists a sequence \( \{ y_j \}_{j=1}^{t_1} \subset Y' \) with \( \langle (B - \nu I)^{t-1} y_i, y_j \rangle = \delta_{ij} \), \( i, j = 1, 2, \ldots, i(t) \). It follows that \( \mathcal{P}_\lambda (A, \nu) x_i = 0 \) for all \( i \). Hence \( u_i \) is in \( N[\mathcal{P}_\lambda(A, \nu)] \otimes N_t \). Assume the assertion is valid for \( A > s \), \( 1 < s < t \). Notice this implies in particular \( \sum_{k=s+1}^t u_k \) belongs to \( D[A^j] \otimes Y \) for every positive integer \( j \). Then

\[
0 = \left[ I \otimes (B - \nu I)^{t-1} \right] \left[ P \{ A \otimes I, I \otimes B \} - \lambda(I \otimes I) \right] u = \left[ \mathcal{P}_\lambda (A, \nu) \otimes (B - \nu I)^{t-1} \right] u_t + \left[ I \otimes (B - \nu I)^{t-1} \right] \left[ P \{ A \otimes I, I \otimes B \} - \lambda(I \otimes I) \right] \sum_{s+1}^t u_k.
\]

By the induction hypothesis the second term of the last equation above belongs to \( N[\mathcal{P}_\lambda(A, \nu)] \otimes Y \) and hence to \( D[A^j] \otimes Y \) for every positive integer \( j \). If \( N_s \neq \{0\} \), let \( u_s = \sum_{j=1}^{t_1} x_j \otimes y_j \), where \( \{ x_j \}_{j=1}^{t_1} \subset D[A^m] \) and \( \{ y_j \}_{j=1}^{t_1} \subset N_s \) are linearly independent. Since \( (B - \nu I)^{t-1} \) is one-to-one on \( N_s \), the same argument as in the proof of Proposition 2.2(b) shows \( \{ \mathcal{P}_\lambda (A, \nu) x_i \}_{i=1}^{t_1} \) is included in \( D[A^j] \) for every positive integer \( j \). It follows that \( \{ x_i \}_{i=1}^{t_1} \) is in \( D[A^j] \) and hence \( u_s \) is in \( D[A^j] \otimes N_s \) for every positive integer \( j \).

Thus we can apply \( \mathcal{P}_\lambda (A, \nu)^{t-s} \otimes I \) to the last equation above. Then we obtain by the induction hypothesis,

\[
\left[ \mathcal{P}_\lambda (A, \nu)^{(t-s)} \otimes (B - \nu I)^{t-s} \right] u_s = 0.
\]

Since \( (B - \nu I)^{t-1} \) is one-to-one on \( N_t \), the same argument as for \( k = t \) above will show \( u_s \) belongs to \( N[\mathcal{P}_\lambda(A, \nu)] \otimes N_s \). This proves (3.30).

(b) If \( R[\mathcal{P}_\lambda] \) is closed then \( \text{nul } \mathcal{P}_\lambda = \text{def } \mathcal{P}_\lambda \). We note that \( \sigma(A) = \sigma(A') \), \( \sigma(B) = \sigma(B') \) and \( P(A', \nu) = P(A, \nu) \). Although \( D[A'] \) is dense in \( X' \) in the weak* topology but not in the strong topology in general, the same argument as in (a) will justify that \( \text{def } \mathcal{P}_\lambda (= \text{nul } \mathcal{P}_\lambda) \) is finite if and only if \( \text{nul } \mathcal{P}_\lambda(A', \nu) \) is finite for each \( \nu \in \sigma(B) \) if and only if \( \text{nul } (A' - \mu I') \) is finite for each.
\((\mu, \nu) \in \Delta_0(\lambda)\). In this case, both \(P_\lambda(A, \nu)\) and \(A - \mu I\) necessarily have closed ranges, so that \(\text{nul } P_\lambda(A', \nu)\) and \(\text{nul}(A' - \mu I')\) can be replaced by \(\text{def } P_\lambda(A, \nu)\) and \(\text{def}(A - \mu I)\), respectively. In fact, otherwise both the approximate nullity and approximate deficiency of \(P_\lambda(A, \nu)\) for some \(\nu \in \sigma(B)\) (resp. of \(A - \mu I\) for some \((\mu, \nu) \in \Delta_0(\lambda)\)) are infinite. Then since \(\text{nul}(B - \nu I) = \text{def}(B - \nu I) > 0\), by Lemma 3.2 and by closedness of \(R[P_\lambda]\) we obtain \(\text{nul } P_\lambda = \text{def } P_\lambda = \infty\), a contradiction.

The formula (3.23)" will be now obtained readily from (3.22)" with the above facts. Q.E.D.

**Proof of Theorem 3.6.1.** The case where \(\lambda\) is in the set (3.7). In this case note the sums for \((\mu, \nu)\) in \(A_{12}(X)\) and \(A_{21}(X)\) in (3.22) and (3.23) disappear. Following the proof of Corollary 3.3, we have \(\text{nul } P_\lambda = \text{nul } P_{\lambda_{11}}\) and \(\text{def } P_\lambda = \text{def } P_{\lambda_{11}}\). Hence by Lemma 3.7 we have the formulae (3.22) and (3.23) with \(\Delta_{12}(\lambda)\) and \(\Delta_{21}(\lambda)\) deleted, since

\[
\eta_p(A_1 - \mu I_1) = \eta_p(A - \mu I), \quad d_p(A_1 - \mu I_1) = d_p(A - \mu I)
\]

and the same is true of \(B\). It is clear that \(\text{ind } P_\lambda = 0\).

II. The case where \(\lambda\) is in the set (3.15). Denote the image of the projection of \(\Delta_{10}(\lambda)\) (resp. \(\Delta_{01}(\lambda)\)) into the \(\xi\) (resp. \(\eta\)) coordinate by \(\Delta_{10}(\lambda; A)\) (resp. \(\Delta_{01}(\lambda; B)\)). Since \(P_\lambda\) is Fredholm, the parts \(P_{\lambda_{11}}, P_{\lambda_{12}}, P_{\lambda_{21}}\) and \(P_{\lambda_{22}}\) of \(P_\lambda\) relative to \(\Delta_{10}(\lambda; A)\) and \(\Delta_{01}(\lambda; B)\) are Fredholm. Since \(P \in \mathcal{F}_\epsilon(A, B)\) it follows by Propositions 2.3 and 2.4 with Theorem 2.1 that

\[
\sigma(P_{22}) = P(\sigma(A_2), \sigma(B_2)) = P(\sigma(A) \setminus \Delta_{10}(\lambda; A), \sigma(B) \setminus \Delta_{01}(\lambda; B)).
\]

Consequently \(\lambda \not\in \sigma(P_{22})\) and

\[
\text{nul } P_\lambda = \text{nul } P_{\lambda_{11}} + \text{nul } P_{\lambda_{12}} + \text{nul } P_{\lambda_{21}}, \quad \text{def } P_\lambda = \text{def } P_{\lambda_{11}} + \text{def } P_{\lambda_{12}} + \text{def } P_{\lambda_{21}}.
\]

We apply Lemmas 3.7 and 3.9 to \(P_{\lambda_{11}}, P_{\lambda_{12}}\) and \(P_{\lambda_{21}}\). Before this, note that

\[
\Delta_1(\lambda) = \{((\xi, \eta) \in \Delta_{10}(\lambda; A) \times \Delta_{01}(\lambda; B); P(\xi, \eta) = \lambda),
\]

\[
\Delta_{12}(\lambda) = \{((\xi, \eta) \in \Delta_{10}(\lambda; A) \times (\sigma(B) \setminus \Delta_{01}(\lambda; B)); P(\xi, \eta) = \lambda),
\]

\[
\Delta_{21}(\lambda) = \{((\xi, \eta) \in (\sigma(A) \setminus \Delta_{10}(\lambda; A)) \times \Delta_{01}(\lambda; B); P(\xi, \eta) = \lambda).
\]

Then we obtain

\[
\text{nul } P_{\lambda_{11}} = \sum_{(\mu, \nu) \in \Delta_0(\lambda)} \sum_{p=1}^{t(A;\mu)} \sum_{q=1}^{t(B;\nu)} n(p, q; \mu, \nu) \eta_p(A_1 - \mu I_1) \eta_q(B_1 - \nu I_1),
\]

\[
\text{nul } P_{\lambda_{12}} = \sum_{(\mu, \nu) \in \Delta_{12}(\lambda)} \sum_{p=1}^{t(A;\mu)} \sum_{q=1}^{\varphi(\mu, \nu)} n(p, q; \mu, \nu) \eta_p(A_1 - \mu I_1) \eta_q(B_2 - \nu I_2),
\]

\[
\text{nul } P_{\lambda_{21}} = \sum_{(\mu, \nu) \in \Delta_{21}(\lambda)} \sum_{p=1}^{p(\mu, \nu)} \sum_{q=1}^{t(B;\nu)} n(p, q; \mu, \nu) \eta_p(A_2 - \mu I_2) \eta_q(B_1 - \nu I_1).
\]
However, for \( \mu \in \sigma(A) \setminus \sigma_{eb}(A) \), \( n_p(A_1 - \mu I) = n_p(A - \mu I) \) and for \( \mu \in \sigma_{eb}(A) \setminus \sigma_{em}(A) \), \( \tilde{n}_p(A_2 - \mu I) = \tilde{n}_p(A - \mu I) \), and the same is true of \( B \). This establishes (3.22).

Similarly, formula (3.23) for \( \text{def } P_\lambda \) will be derived.

To get formula (3.24) for \( \text{ind } P_\lambda \) note that \( \text{ind } P_\lambda = \text{ind } P_{A12} + \text{ind } P_{A21} \), because \( \text{nul } P_{A11} = \text{def } P_{A11} \), and that

\[
\tilde{n}_p(A - \mu I) - \tilde{d}_p(A - \mu I) = \begin{cases} 
\text{ind}(A - \mu I), & p = p(\mu, \nu), \\
0, & \text{otherwise};
\end{cases}
\]

\[
\tilde{n}_q(B - \nu I) - \tilde{d}_q(B - \nu I) = \begin{cases} 
\text{ind}(B - \nu I), & q = q(\mu, \nu), \\
0, & \text{otherwise}.
\end{cases}
\]

Hence (3.24) follows. Q.E.D.

Remark. The ascent \( \alpha(T) \) (resp. descent \( \delta(T) \)) of \( T \) is the smallest nonnegative integer \( p \) such that \( N[T^p] = N[T^{p+1}] \) (resp. \( R[T^p] = R[T^{p+1}] \)). If no such \( p \) exists, set \( \alpha(T) = \infty \) and \( \delta(T) = \infty \) (see [24], [25]). Then \( n_p(T) = 0 \) for \( p > \alpha(T) \) and \( d_p(T) = 0 \) for \( p > \delta(T) \). If \( \lambda \) is an isolated, finite-dimensional eigenvalue of \( T \) then \( \alpha(T - \lambda I) = \delta(T - \lambda I) < t(T; \lambda) \).

A careful check will see that all \( t(A; \mu) \) and \( t(B; \nu) \) in Theorem 3.6, Lemmas 3.7 and 3.9 may be replaced by \( \alpha(A - \mu I) \) and \( \alpha(B - \mu I) \), respectively.

3.4. The Schechter essential spectrum.

**Theorem 3.10.** Let \( \alpha \) be a quasi-uniform reasonable norm on \( X \otimes Y \) and let \( P \in \mathcal{P}_e(A, B) \). Then \( \sigma_{em}(P(A \otimes I, I \otimes B)) \) is the union of the set on the right of (3.9) and the set of all \( \lambda \) contained in the set

\[
(3.32) \quad P(\sigma_{em}(A), \sigma(B)) \cup P(\sigma(A), \sigma_{em}(B))
\]

but not in the set on the right of (3.9) such that the index (3.24) does not vanish.

**Proof.** In view of Theorem 3.4, Corollary 3.5 and Theorem 3.6, it suffices to show that every \( \lambda \in \sigma_{em}(P) \setminus \sigma_{em}(P) \) belongs to (3.32). Since \( \text{ind } P_\lambda \neq 0 \), by (3.24) there is a pair \( (\mu, \nu) \) in \( \Delta_{12}(\lambda) \cup \Delta_{21}(\lambda) \) with \( \text{ind}(B - \nu I) \neq 0 \) or \( \text{ind}(A - \mu I) \neq 0 \). Hence either \( \nu \in \sigma_{em}(B) \) or \( \mu \in \sigma_{em}(A) \), in which case \( \lambda = P(\mu, \nu) \) belongs to (3.32). Q.E.D.

3.5. Another polynomial operator. Assume \( \alpha \) is in addition faithful on \( X \otimes Y \). Associated with (0.1) is another polynomial operator (0.3) in \( X \hat{\otimes}^\alpha Y \). In this case, both (0.2) and (0.3) are also closable. Further, if \( P \in \mathcal{P}_e(A, B) \), they have the same closure by [12, Theorem 3.1]; there it has been shown in fact for \( P \in \mathcal{P}(A, B) \) but the same proof is valid in the present case. Therefore all the results in this section are valid for the closure of (0.3).
4. Two special cases. In this section the operators (0.2) and (0.3) in $X \hat{\otimes}_a Y$ associated with the polynomials $P(\xi, \eta) = \xi + \eta$ and $P(\xi, \eta) = \xi \eta$ are considered. Throughout, $X$ and $Y$ are complex Banach spaces and $\alpha$ is a quasi-uniform reasonable norm on $X \otimes Y$.

We follow the same conventions as in §§2 and 3.

We denote $\Delta_0(\lambda), \Delta_1(\lambda)$ and $\Delta_{jk}(\lambda)$ (in (2.9)–(2.14)) for $P(\xi, \eta) = \xi + \eta$ by $A_0(\lambda), A_1(\lambda)$ and $A_{jk}(\lambda)$, and for $P(\xi, \eta) = \xi \eta$ by $\Pi_0(\lambda), \Pi_1(\lambda)$ and $\Pi_{jk}(\lambda)$.

4.1. The case for $P(\xi, \eta) = \xi + \eta$. The corresponding operators are $A \otimes I + I \otimes B$ and $A \hat{\otimes}_a I + I \hat{\otimes}_a B$, which we consider in the same situation as in §4 of [12].

$Z$ being a complex Banach space, a densely defined closed linear operator $T : D[T] \subset Z \to Z$ is said to be of type $(\theta_T, M_T(\theta))$, $0 < \theta_T < \pi$, if the resolvent set $\rho(T)$ includes the complementary set in $\mathbb{C}$ of the sector $S(\theta_T) = \{ z ; |\arg z| < \theta_T \}$ and $\| z (zI - T)^{-1} \| < M_T(\theta)$, $\theta = \arg z$, outside $S(\theta_T)$, where $M_T(\theta)$ is a constant depending only on $\theta = \arg z$. In view of the resolvent equation, it is seen that if $T$ is of type $(\theta_T, M_T(\theta))$ then for each fixed $\theta_T'$ with $0 < \theta_T < \theta_T' < \pi$, $\| z (zI - T)^{-1} \|$ is uniformly bounded in the closure of $\mathbb{C} \setminus S(\theta_T')$.

We assume that $A$ and $B$ are respectively of type $(\theta_A, M_A(\theta))$ and $(\theta_B, M_B(\theta))$ with $0 < \theta_A + \theta_B < \pi$ and that $A \otimes I + I \otimes B$ is closable in $X \otimes_a Y$ with closure $(A \otimes I + I \otimes B)^-$. In this case $\xi + \eta$ is in $\mathcal{D}_e(A, B)$.

**Theorem 4.1.** (a) The Browder essential spectrum.

\[ \sigma_{eb}((A \otimes I + I \otimes B)^-) = (\sigma_{eb}(A) + \sigma(B)) \cup (\sigma(A) + \sigma_{eb}(B)). \]

(b) The set of all isolated, finite-dimensional eigenvalues.

\[ \sigma((A \otimes I + I \otimes B)^-) \setminus \sigma_{eb}((A \otimes I + I \otimes B)^-) \]
\[ = \{ \sigma(A) \setminus \sigma_{eb}(A) \} \cup \{ \sigma(B) \setminus \sigma_{eb}(B) \}, \]
\[ \{ \sigma_{eb}(A) + \sigma(B) \} \cup \{ \sigma(A) + \sigma_{eb}(B) \}. \]

If $\lambda$ is in the set (4.2) then

\[ t((A \otimes I + I \otimes B)^- ; \lambda) = \sum_{(\mu, n) \in \Lambda_1(\lambda)} t(A, \mu) t(B, n). \]

(c) The Wolf essential spectrum.

\[ \sigma_{ew}((A \otimes I + I \otimes B)^-) = (\sigma_{ew}(A) + \sigma(B)) \cup (\sigma(A) + \sigma_{ew}(B)). \]

(d) The intersection of the Browder essential spectrum and the Fredholm domain.
\[ \sigma_{eb}((A \otimes I + I \otimes B)^{-1}) \setminus \sigma_{ev}((A \otimes I + I \otimes B)^{-1}) \]
\[= \left\{ \left\{(\sigma(A) \setminus \sigma_{eb}(A)) + (\sigma_{eb}(B) \setminus \sigma_{ev}(B))\right\} \right. \]
\[\cup \left\{ \left\{(\sigma_{eb}(A) \setminus \sigma_{ev}(A)) + (\sigma(B) \setminus \sigma_{eb}(B))\right\} \right. \]
\[\left\{ \left\{(\sigma_{ev}(A) + \sigma(B)) \cup (\sigma(A) + \sigma_{ev}(B))\right\} \right\} \].

(4.5)

(e) For \( \lambda \) in the set (4.2) or (4.5) the following formulae hold:

\[ \text{nul}((A \otimes I + I \otimes B)^{-1} - \lambda I \hat{\otimes}_a I) \]
\[= \sum_{(\mu, \nu) \in \Lambda_1(\lambda) \cup \Lambda_2(\lambda) \cup \Lambda_2(\lambda)} \left\{ \sum_{p=1}^{\infty} \left( \text{nul}(A - \mu I)^p - \text{nul}(A - \mu I)^{p-1} \right) \cdot \left( \text{nul}(B - \nu I)^p - \text{nul}(B - \nu I)^{p-1} \right) \right\}; \]

(4.6)

\[ \text{def}((A \otimes I + I \otimes B)^{-1} - \lambda I \hat{\otimes}_a I) \]
\[= \sum_{(\mu, \nu) \in \Lambda_1(\lambda) \cup \Lambda_2(\lambda) \cup \Lambda_2(\lambda)} \left\{ \sum_{p=1}^{\infty} \left( \text{def}(A - \mu I)^p - \text{def}(A - \mu I)^{p-1} \right) \cdot \left( \text{def}(B - \nu I)^p - \text{def}(B - \nu I)^{p-1} \right) \right\}; \]

(4.7)

\[ \text{ind}((A \otimes I + I \otimes B)^{-1} - \lambda I \hat{\otimes}_a I) \]
\[= \sum_{(\mu, \nu) \in \Lambda_1(\lambda)}^{t(A; \mu)} \text{ind}(A - \mu I) \sum_{p=1}^{\infty} \left( \text{nul}(A - \mu I)^p - \text{nul}(A - \mu I)^{p-1} \right) \]
\[+ \sum_{(\mu, \nu) \in \Lambda_2(\lambda)}^{t(B; \nu)} \text{ind}(A - \mu I) \sum_{p=1}^{\infty} \left( \text{nul}(B - \nu I)^p - \text{nul}(B - \nu I)^{p-1} \right). \]

(4.8)

The sum \( \sum_{p=1}^{\infty} \) is finite and in fact taken over those \( p \) with \( 1 < p < \min(t(A; \mu), t(B; \nu)) \) for \( (\mu, \nu) \in \Lambda_1(\lambda) \), with \( 1 < p < t(A; \mu) \) for \( (\mu, \nu) \in \Lambda_2(\lambda) \) and with \( 1 < p < t(B; \nu) \) for \( (\mu, \nu) \in \Lambda_2(\lambda) \). All \( t(A; \mu) \) and \( t(B; \nu) \) may be replaced by \( a(A - \mu I) \) and \( a(B - \nu I) \), respectively.

(f) The Schechter essential spectrum.

\[ \sigma_{em}((A \otimes I + I \otimes B)^{-1}) = \sigma_1 \cup \sigma_2, \]

where \( \sigma_1 \) is the set on the right of (4.4) and \( \sigma_2 \) is the set of all \( \lambda \) in the set

\[ \left\{ \left( \sigma_{em}(A) + \sigma(B) \right) \cup \left( \sigma(A) + \sigma_{em}(B) \right) \right\} \setminus \sigma_1 \]

for which the index (4.8) does not vanish.

For \( \alpha \) in addition faithful on \( X \otimes Y \), so that \( A \otimes I + I \otimes B \) and \( A \hat{\otimes}_a I \)
+ I \hat{\otimes}_a B are not only closable but also have the same closure in X \hat{\otimes}_a Y. Theorem 4.1 is also valid with the closure \((A \hat{\otimes}_a I + I \hat{\otimes}_a B)^\sim\) in place of \((A \otimes I + I \otimes B)^\sim\).

Theorem 4.1 enriches Theorem 4.6 in [12], where \(X\) and \(Y\) are Hilbert spaces, \(a\) is the prehilbertian norm \(\sigma\), and \(A\) and \(B\) are \(m\)-sectorial operators with semiangles \(\theta_A\) and \(\theta_B\) with \(0 < \theta_A + \theta_B < \pi/2\); in this case \(A \otimes I + I \otimes B\) is closed itself in \(X \otimes Y\).

4.2. The case for \(P(\xi, \nu) = \xi \eta\). The corresponding operators are \(A \otimes B\) and \(A \otimes_a B\).

We assume that it is not the case that one of the extended spectra of \(A\) and \(B\) contains 0 while the other contains \(\infty\), or, equivalently, that (i) \(A\) and \(B\) are bounded or (ii) \(A\) and \(B\) have everywhere defined bounded inverses or (iii) one of \(A\) and \(B\) is bounded and has an everywhere defined bounded inverse while the other is arbitrary (see [10], [11]). Further assume that \(A \otimes B\) is closable in \(X \otimes_a Y\) with closure \(A \otimes_a B\) and that \(\sigma(A) \cdot \sigma(B) \neq C\). In this case \(\xi \eta\) is in \(\mathcal{P}_e(A, B)\).

**Theorem 4.2.** (a) The Browder essential spectrum.

\begin{equation}
\sigma_{eb}(A \hat{\otimes}_a B) = \sigma_{eb}(A) \cdot \sigma(B) \cup \sigma(A) \cdot \sigma_{eb}(B).
\end{equation}

(b) The set of all isolated, finite-dimensional eigenvalues.

\begin{equation}
\sigma(A \hat{\otimes}_a B) \setminus \sigma_{eb}(A \hat{\otimes}_a B) = (\sigma(A) \setminus \sigma_{eb}(A)) \cdot (\sigma(B) \setminus \sigma_{eb}(B))
\end{equation}

\begin{equation}
\setminus (\sigma_{eb}(A) \cdot \sigma(B) \cup \sigma(A) \cdot \sigma_{eb}(B)).
\end{equation}

If \(\lambda \neq 0\) is in the set (4.11) then

\begin{equation}
t(A \hat{\otimes}_a B; \lambda) = \sum_{(\mu, \nu) \in \Pi_\lambda} t(A; \mu)t(B; \nu).
\end{equation}

(c) The Wolf essential spectrum.

\begin{equation}
\sigma_{ew}(A \hat{\otimes}_a B) = \sigma_{ew}(A) \cdot \sigma(B) \cup \sigma(A) \cdot \sigma_{ew}(B).
\end{equation}

(d) The intersection of the Browder essential spectrum and the Fredholm domain.

\begin{equation}
\sigma_{eb}(A \hat{\otimes}_a B) \setminus \sigma_{ew}(A \hat{\otimes}_a B) = \{\} \cdot \sigma_{eb}(B) \setminus \sigma_{ew}(B)\}
\end{equation}

\begin{equation}
\cup (\sigma_{eb}(A) \setminus \sigma_{ew}(A)) \cdot (\sigma(B) \setminus \sigma_{eb}(B))\}
\end{equation}

\begin{equation}
\setminus (\sigma_{ew}(A) \cdot \sigma(B) \cup \sigma(A) \cdot \sigma_{ew}(B)).
\end{equation}
(e) For $\lambda \neq 0$ in the set (4.11) or (4.14) the following formulae hold:

\[
\text{nul}(A \hat{\otimes}_\alpha B - \lambda I \hat{\otimes}_\alpha I) = \sum_{(\mu, \nu) \in \Pi_i(\lambda) \cup \Pi_{12}(\lambda) \cup \Pi_{21}(\lambda)} \left\{ \sum_{p=1}^{\infty} \left( \text{nul}(A - \mu I)^p - \text{nul}(A - \mu I)^{p-1} \right) \right. \\
\left. - \left( \text{nul}(B - \nu I)^p - \text{nul}(B - \nu I)^{p-1} \right) \right\};
\]

\[
\text{def}(A \hat{\otimes}_\alpha B - \lambda I \hat{\otimes}_\alpha I) = \sum_{(\mu, \nu) \in \Pi_i(\lambda) \cup \Pi_{12}(\lambda) \cup \Pi_{21}(\lambda)} \left\{ \sum_{p=1}^{\infty} \left( \text{def}(A - \mu I)^p - \text{def}(A - \mu I)^{p-1} \right) \right. \\
\left. - \left( \text{def}(B - \nu I)^p - \text{def}(B - \nu I)^{p-1} \right) \right\};
\]

\[
\text{ind}(A \hat{\otimes}_\alpha B - \lambda I \hat{\otimes}_\alpha I) = \sum_{(\mu, \nu) \in \Pi_{12}(\lambda)} \text{ind}(B - \nu I) \sum_{p=1}^{t(A; \mu)} \left( \text{nul}(A - \mu I)^p - \text{nul}(A - \mu I)^{p-1} \right) \\
+ \sum_{(\mu, \nu) \in \Pi_{21}(\lambda)} \text{ind}(A - \mu I) \sum_{p=1}^{t(B; \nu)} \left( \text{nul}(B - \nu I)^p - \text{nul}(B - \nu I)^{p-1} \right).
\]

The sum $\sum_{p=1}^{\infty}$ is finite and in fact taken over those $p$ with $1 < p < \min(t(A; \mu), t(B; \nu))$ for $(\mu, \nu) \in \Pi_i(\lambda)$, with $1 < p < t(A; \mu)$ for $(\mu, \nu) \in \Pi_{12}(\lambda)$ and $1 < p < t(B; \nu)$ for $(\mu, \nu) \in \Pi_{21}(\lambda)$. All $t(A; \mu)$ and $t(B; \nu)$ may be replaced by $\alpha(A - \mu I)$ and $\alpha(B - \nu I)$, respectively.

(f) The Schechter essential spectrum.

\[
\sigma_{em}(A \hat{\otimes}_\alpha B) = \sigma_1 \cup \sigma_2,
\]

where $\sigma_1$ is the set on the right of (4.13) and $\sigma_2$ is the set of all nonzero $\lambda$ in the set

\[
(\sigma_{em}(A) \cdot \sigma(B) \cup \sigma(A) \cdot \sigma_{em}(B)) \setminus \sigma_1
\]

for which the index (4.17) does not vanish.

Remark. For the case $\lambda = 0$ we make some comments. $\text{nul}(A \hat{\otimes}_\alpha B) = 0$ implies $\text{nul} A = \text{nul} B = 0$; the converse is valid if $\alpha$ is in addition faithful on $X \otimes Y$. In case $\text{nul} A > 0$ or $\text{nul} B > 0$, we have

\[
\text{nul}(A \hat{\otimes}_\alpha B) = \text{nul}(A \otimes B) = \dim(N[A] \otimes D[B] + D[A] \otimes N[B]),
\]

if either $X$ or $Y$ is of finite dimension, while otherwise $\text{nul}(A \hat{\otimes}_\alpha B) = \infty$. An analogous argument is possible for $\text{def}(A \hat{\otimes}_\alpha B)$ in case $R[A \hat{\otimes}_\alpha B]$ is closed.
For $A \otimes \sigma B$ closed, $R[A \otimes \sigma B]$ is complementary if and only if both $R[A]$ and $R[B]$ are complementary, in which case $R[A \otimes \sigma B]$ is the closure of $R[A] \otimes R[B]$ and $N[A \otimes \sigma B]$ the closure of $N[A \otimes B]$ in $X \otimes \sigma Y$. For both $X$ and $Y$ Hilbert spaces, $R[A \otimes \sigma B]$ is closed if and only if both $R[A]$ and $R[B]$ are closed, in which case $R[A \otimes \sigma B]$ is the closure of $R[A] \otimes R[B]$ and $N[A \otimes \sigma B]$ the closure of $N[A \otimes B]$ in $X \otimes \sigma Y$.

Remark 2. A very special case of (4.15) is obtained by J. Piepenbrink and P. Rejto [19, (3.37)].
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Note. A part of the results was announced in the Seminars on “Tensor products of infinite-dimensional spaces” (September 26–28, 1974) and “Spectral and scattering theory and related topics” (January 30–February 1, 1975), both held at the Research Institute for Mathematical Sciences, Kyoto University [Brochure No. 228 (Japanese) and 242 (English)].

After the present paper had been accepted for publication it came to the attention of the author that M. Schechter and M. Snow used a different method to treat Theorems 3.1 and 3.4 for the special case where both $A$ and $B$ are bounded linear operators [M. Schechter and M. Snow, The Fredholm spectrum on tensor products, Proc. Roy. Irish Acad. Sect. A 75 (1975), 121–127; M. Snow, A joint Browder essential spectrum, Proc. Roy. Irish Acad. Sect. A 75 (1975), 129–131].
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