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Abstract. Consider the variational inequality: Find \( u \in K \) such that \( \int_Q \nabla u \cdot \nabla (v - u) > \mu \int_Q (v - u) \) for any \( v \in K \), where \( K = \{ w \in H^1_0(Q); |\nabla w| < 1 \} \) and \( Q \) is a 2-dimensional simply connected domain in \( \mathbb{R}^2 \) with piecewise \( C^3 \) boundary. The solution \( u \) represents the stress function in a torsion problem of an elastic-plastic bar with cross section \( Q \). The sets \( E = \{ x \in Q; \ |
abla u(x)| < 1 \} \) and \( P = \{ x \in Q; \ |
abla u(x)| = 1 \} \) are the elastic and plastic sets respectively. The purpose of this paper is to study the free boundary \( \partial E \cap Q \); more specifically, an estimate is derived on the number of points of local maximum of the free boundary.

0. Introduction. Consider the variational inequality described in the abstract, and denote by \( V_i \) the vertices of \( \partial Q \), i.e. the points where \( \partial Q \) is not \( C^3 \). If \( \partial Q \) makes a turn \( > \pi \) as \( V_i \) is crossed then \( V_i \) is called a reentrant corner; otherwise it is a nonreentrant corner.

Let \( \lambda \) be a line segment lying on \( \partial Q \), say on \( x_2 = 0 \). Denote by \( d_{x_1} \) the \( x_1 \)-derivative of the distance function \( d(x) \) to \( \partial Q \), \( x \in \overline{Q} \), and assume that the number of changes of sign from plus to minus of \( d_{x_1} \) along \( \partial Q \setminus \lambda \) is a finite number \( k \). It is known [4] that the plastic set is connected to \( \partial Q \) and, in fact, it is made up of "loops"

\[
\{ \bar{x} \in \overline{Q}; d(\bar{x}, \partial Q) = d(\bar{x}, f(s)) < h(s), s \in \pi_i \}
\]

where \( \pi_i \) are arcs along \( \partial Q \), \( \partial Q \) is given by \( x = f(s) \), and \( f(s) \) is the unique nearest point on \( \partial Q \) to \( \bar{x} \). By [3], the number of \( \pi_i \) in \( \lambda \) with mutually disjoint interior is finite. Denote by \( N_i \) the number of points of local maximum of \( h(s) \), \( s \in \pi_i \).

In this paper it is proved that

\[
\sum_{\pi_i \subset \lambda} N_i < k. \tag{0.1}
\]

In Part I we prove this result in case all the vertices \( V_i \) are nonreentrant corners. In Part II the general case is considered; it is also proved that a similar formula holds for the curve \( r = \rho_i(\theta) \) representing the free boundary which is based on the reentrant corner \( V_i \) (see [4]), i.e.

\[
M_i < k_i \tag{0.2}
\]

where \( M_i \) is the number of points of local maximum of \( \rho_i(\theta) \) and \( k_i \) is the number of changes of sign from plus to minus of \( \partial d/\partial \theta \) along \( \partial Q \setminus V_i \).
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The method for proving (0.1), (0.2) is based on analysis of the level curves \( \partial u/\partial x_1 = 0 \) and \( u_2 = 0 \), respectively, in the elastic set. This study is carried out in §3.

**PART I. NO REENTRANT CORNERS**

1. Preliminaries. Consider the variational inequality: find \( u \) such that

\[
\int_Q \nabla u \cdot \nabla (v - u) \, dx > \mu \int_Q (v - u) \, dx \quad \forall v \in K, \quad u \in K,
\]

where \( Q \) is a bounded simply connected domain in \( \mathbb{R}^2 \) and \( K \) is the convex set

\[
K = \{ v \in W_0^{1,2}(Q) ; |\nabla v| < 1 \text{ a.e.} \}. \quad (1.2)
\]

We recall [2] that the solution \( u \) coincides with the solution of the variational inequality (1.1) with \( K \) replaced by the convex set \( K_0 \) given by

\[
K_0 = \{ v \in W_0^{1,2}(Q) ; v < d \} \quad (1.3)
\]

where \( d = d(x) = \text{distance from } x \text{ to } \partial Q \). Further, by [5] (also by the method of [1]) \( u \in W^{2,p} \) in some \( \Omega \)-neighborhood of \( x^0 \). (Actually \( u \) is in \( W^{2,\infty} \); this can be proved by extending the method of [1] (oral communication from H. Brezis), but it will not be needed here.)

The sets

\[
E = \{ x \in \Omega; |\nabla u(x)| < 1 \}, \quad P = \{ x \in \Omega; |\nabla u(x)| = 1 \}
\]

are called respectively the elastic and plastic subsets of \( \Omega \).

We shall assume:

\[
\partial Q \text{ consists of } C^3 \text{ disjoint arcs } S_1, \ldots, S_t \text{ such that the terminal endpoint } V_i \text{ of } S_i \text{ coincides with the initial endpoint of } S_{i+1} (1 < i < \tau; S_{\tau+1} \equiv S_1). \quad (1.4)
\]

We denote by \( \alpha_i \) the angle formed at \( V_i \) by \( S_i \) and \( S_{i+1} \), which opens into \( Q \). If \( \alpha_i > \pi \) we call \( V_i \) a reentrant corner and, if \( \alpha_i > \pi \), a strict reentrant corner; if \( \alpha_i < \pi \), \( V_i \) is called a nonreentrant corner.

A point \( x^0 \in Q \) is said to belong to the ridge \( R \) if, for any neighborhood \( N \) of \( x^0 \), \( d(x) \) is not in \( W^{2,\infty} \). We recall [3] that

\[
E \cap Q = \{ x \in Q; u(x) < d(x) \}; \quad (1.5)
\]

\[
P \cap Q = \{ x \in Q; u(x) = d(x) \}; \quad (1.6)
\]

every nonreentrant corner has a \( \delta \)-neighborhood \( G_{\delta} \)

such that \( G_{\delta} \cap \Omega \) is elastic;

\[
R \subset E. \quad (1.8)
\]
The last fact implies that
\[ \text{if } x^0 \in P \cap Q \text{ then there is a unique point } y^0 \in \partial Q \]
\[ \text{such that } d(x^0) = |x^0 - y^0|; \]
\[ (1.9) \]
further (see [8]; also [3])
the entire interval \( x^0 \) is plastic. \( (1.10) \)

We introduce the length parameter \( s \) along \( \partial Q, 0 < s < L \), so that \( s = 0 \) and \( s = L \) correspond to the vertex \( V_r \), and as \( s \) increases the curves \( S_1, S_2, \ldots \) are traced in this order. We can represent \( \partial Q \) in the form \( x = f(s) \) \( (0 < s < L) \) where \( x = (x_1, x_2), f = (f_1, f_2) \); let \( s_i \) be the value of \( s \) for which \( f(s_i) = V_i, 1 < i < r \), and write \( s_0 = 0, V_0 = V_r \).

At each point \( f(s), s \not= s_i \), denote by \( \nu(s) \) the unit inner normal to \( \partial Q \) at \( f(s) \), and consider the ray
\[ x = f(s) + \nu(s)\rho \quad (\rho > 0). \]

The following facts follow from [3, §2].

Let \( s \not= s_i \). For any \( \rho_0 > 0 \), if for each \( 0 < \rho < \rho_0 \), the point \( f(s) + \nu(s)\rho \) has a unique nearest point to \( \partial Q \), then this nearest point (does not depend on \( \rho \) and it) is precisely the point \( f(s) \); further, the interval \( I_s = \{ f(s) + \nu(s)\rho, 0 < \rho < \rho_0 \} \) does not intersect the ridge.

Suppose next that \( f(s) + \nu(s)\rho_0 \) has more than one nearest point to \( \partial Q \), and let \( \rho_i(s) = \inf \rho_0 \) for all \( \rho_0 \) with this property. Then the point \( f(s) + \nu(s)\rho_i(s) \) is in the ridge and it is thus in \( E \).

In Part I we assume that
all the \( V_i \) are nonreentrant corners. \( (1.11) \)

It will be convenient to define \( \nu(s) \) as a fixed unit vector at \( V_i \) pointing into \( Q \).

From (1.7), (1.9), (1.10) it then follows that
\[ P \cap Q = \{ f(s) + \nu(s)\rho, 0 < \rho < h(s), s_{i-1} < s < s_i, 1 < i < \tau \} \]
\[ (1.12) \]
where \( 0 < h(s) < \rho_i(s); h(s) = 0 \) in a neighborhood of each \( s_i \).

By [4], if \( h(s^0) > 0 \) then \( h \) is in \( C^{k+\beta} \) (or analytic) in a neighborhood of \( s^0 \) if \( \partial Q \) is \( C^{k+\beta} \) (or analytic) in a neighborhood of \( f(s^0); 0 < \beta < 1 \). These properties imply the continuity of \( h(s) \) for all \( s \).

It follows that there exist a countable number of disjoint intervals \( \{ \alpha_j < s < \beta_j \} \)
such that \( h(s) > 0 \) if and only if \( \alpha_j < s < \beta_j \) for some \( j \). Hence
\[ P \cap Q = \bigcup_j (P_j \cap Q) \]
\[ (1.13) \]
where
\[ P = \{ f(s) + \nu(s)\rho, 0 < \rho < h(s); \alpha_j < s < \beta_j \}. \]
\[ (1.14) \]

Each \( P_j \) is called a plastic loop (or briefly a loop) with base \( \{ f(s), \alpha_j < s < \beta_j \} \); if the base belongs to some arc \( \sigma, \sigma \subset \partial Q \), then we also say that \( P_j \) is based on \( \sigma \). The following fact is proved in [3] (without assuming (1.11)).
If $S_j$ is a line segment then there are only a finite number of loops based on $S_j$. (1.15)

The purpose of Part I is to obtain an estimate on the number of loops based on $S_j$, under the assumption (1.11).

2. Statement of the main result. We choose our notation so that $\lambda = \overline{S}_1$, and

$$\lambda = \{((x_1, 0); 0 < x_1 < b), V_0 = (b, 0), V_1 = (0, 0);$$

we set $\gamma = \overline{S}_2 \cup \cdots \cup \overline{S}_r$, so that $\gamma$ is given by $x = f(s)$, $s_1 < s < L$. Note that $\lambda$ is also given by $x = f(s)$, $0 < s < s_1$ where $b = s_1$, $f_1(s) = b - s$, $f_2(s) \equiv 0$. We assume that a $Q$-neighborhood of $\lambda$ lies in $x_2 > 0$, i.e. moving along $\partial Q$ with increasing $s$, the domain $Q$ is on the right.

The distance function $d(x)$ is differentiable along $x = f(s), s \neq s_i$. Set

$$d_1(s) = \frac{\partial d}{\partial x_1}(f(s))$$

$$d_i(s) = (\partial d/\partial x_1)(f(s_i + 0)) \quad (1 < i < r).$$

We shall assume that

the set $\{s; d_i(s) = 0, 0 < s < L\}$ consists of a finite number of points $A_i$ and intervals $J_k$. (2.1)

It follows that $d_i(s)$ changes sign (from positive to negative or vice versa) a finite number of times. Set

$$k = \text{number of times } d_i(s) \text{ changes sign from positive to negative values as } s \text{ increases from } s = s_1 \text{ to } s = L.$$ (2.2)

Denote by $P_1, \ldots, P_m$ the loops based on $\lambda$. Then

$$P_j = \{((x_1, x_2); 0 < x_2 < \varphi(x_1), a_j < x < b_j)$$

where we take $0 < a_1 < b_1 < a_2 < b_2 < \ldots < a_m < b_m < b$. The function $\varphi(x_1)$ is positive and analytic in each interval $a_j < x_1 < b_j$; it is continuous and equal to zero at $x_1 = a_j, x_1 = b_j$. We extend it by zero to the entire interval $0 < x_1 < b$.

Set

$$P^\lambda = \bigcup_{j=1}^m P_j, \quad \partial P^\lambda = \text{boundary of } P^\lambda,$$

$$\lambda_p = \partial P^\lambda \cap \partial Q \quad \text{(the plastic part of } \lambda),$$

$$\lambda_e = \lambda \setminus \lambda_p \quad \text{(the elastic part of } \lambda),$$

$$\partial_0 P^\lambda = \partial P^\lambda \setminus \lambda_p \quad \text{(the free boundary of the loops based on } \lambda).$$

Similarly we define, for the plastic loops $P_{m+1}, P_{m+2}, \ldots$ based on $\gamma$,

$$P^\gamma = \bigcup_{j>m} P_j, \quad \partial P^\gamma = \text{boundary of } P^\gamma,$$

$$\gamma_p = \partial P^\gamma \cap \partial Q \quad \text{(the plastic part of } \gamma),$$

$$\gamma_e = \gamma \setminus \gamma_p \quad \text{(the elastic part of } \gamma),$$

$$\partial_0 P^\gamma = \partial P^\gamma \setminus \gamma_p \quad \text{(the free boundary of the loops based on } \gamma).$$
Notice that \( \partial_0 P^\lambda = \partial P^\lambda \cap Q \), \( \partial_0 P^\gamma = \partial P^\gamma \cap Q \). Set

\[
\lambda_0 = \bar{\lambda}_E \cup \partial_0 P^\lambda, \\
\gamma_0 = \bar{\gamma}_E \cup \partial_0 P^\gamma.
\] (2.3) (2.4)

These sets are given by \( f(s) + \nu(s)h(s) \) with \( 0 < s < s_1 \) and \( s_1 < s < L \), respectively.

Let \( \delta(s) \) be a positive valued continuous function for \( 0 < s < L \) such that \( \delta(s_i) = 0 \) for all \( i \). For any \( \varepsilon > 0 \) positive and sufficiently small, the curve \( f(s) + \nu(s)(h(s) + \varepsilon \delta(s)) \) is continuous and without self-intersections, and it lies in \( E \cap \bar{Q} \) (sufficiently close to the curve \( f(s) + \nu(s)h(s) \)). Since any point in \( E \cap \bar{Q} \) can be connected to this curve by an arc in \( E \cap \bar{Q} \), the set \( E \cap \bar{Q} \) is connected.

Since every point of \( P \) can be connected to \( \partial Q \) by a line segment lying in \( P \), \( E \cap Q \) is also simply connected.

Notice that

\[
y_0 \cup \lambda_0 = \partial(E \cap Q).
\] (2.5)

The curve \( \lambda_0 \) is also given by

\[
x_2 = \varphi(x_1), \quad 0 < x_1 < b,
\]
with \( \varphi(x_1) \) the function introduced above.

In each interval \( a_j < x_1 < b_j \) (\( 1 < j < m \)), \( \varphi(x) \) has a certain number \( N_j \) of points where it achieves a local maximum (the local maximum is a local strict maximum, since \( \varphi \) is analytic).

We can now state the main result of Part I.

**Theorem 2.1.** Each \( N_j \) is a finite number and

\[
\sum_{j=1}^{m} N_j < k.
\] (2.6)

This result immediately yields:

**Corollary 2.2.** The total number of loops based on \( \lambda \) is \( < k \); if \( m = k \) then in each interval \( a_j < x_1 < b_j \) there is a point \( c_j \) such that \( \varphi(x_1) \) is strictly increasing if \( a_j < x < c_j \), \( \varphi(x_1) \) is strictly decreasing if \( c_j < x < b_j \).

**Corollary 2.3.** If \( Q \) is a convex polygon then for every side \( \lambda_i \) there is at most one loop based on \( \lambda_i \) and, if the loop is given by \( f(s) + \nu(s)h(s) \), \( A_i < s < B_i \), then there is a number \( C_i \), \( A_i < C_i < B_i \) such that \( h(s) \) is strictly increasing if \( A_i < s < C_i \), \( h(s) \) is strictly decreasing if \( C_i < s < B_i \).

This corollary is a generalization of results obtained in [3] for regular polygons.

**3. Auxiliary lemmas.** We assume for definiteness that \( d_i(s) > 0 \) if \( s > s_1 \), \( s - s_1 \) small and \( d_i(s) < 0 \) if \( L - s \) is sufficiently small; the auxiliary lemmas will be valid without this assumption. Setting \( l = 2k \), there is a partition

\[
s_1 = s_{1,1} < s_{1,2} < s_{1,3} < \cdots < s_{1,m_1} \\
= s_{2,1} < s_{2,2} < \cdots < s_{2,m_2} = s_{3,1} < s_{3,2} < \cdots < s_{l,m_l} \\
= s_{l+1,1} < s_{l+1,2} < \cdots < s_{l+1,m_{l+1}} = L
\]

(2.6)
such that
\[ d_1(s) > 0 \quad \text{if} \quad s_{1,1} < s < s_{1,2} \quad (s_{1,1} < s_{1,2}), \]
\[ d_1(s) = 0 \quad \text{if} \quad s_{1,2} < s < s_{1,3} \quad (s_{1,2} < s_{1,3}), \]
\[ d_1(s) > 0 \quad \text{if} \quad s_{1,3} < s < s_{1,4} \quad (s_{1,3} < s_{1,4}), \]
\[ d_1(s) = 0 \quad \text{if} \quad s_{1,4} < s < s_{1,5} \quad (s_{1,4} < s_{1,5}), \]
\[ d_1(s) > 0 \quad \text{if} \quad s_{1,5} < s < s_{1,6} \quad (s_{1,5} < s_{1,6}), \]
\[ \vdots \]
\[ d_1(s) < 0 \quad \text{if} \quad s_{2,1} < s < s_{2,2} \quad (s_{2,1} < s_{2,2}), \]
\[ d_1(s) = 0 \quad \text{if} \quad s_{2,2} < s < s_{2,3} \quad (s_{2,2} < s_{2,3}), \]
\[ d_1(s) < 0 \quad \text{if} \quad s_{2,3} < s < s_{2,4} \quad (s_{2,3} < s_{2,4}), \]
\[ \vdots \]
\[ d_1(s) < 0 \quad \text{if} \quad s_{i+1,1} < s < s_{i+1,2} \quad (s_{i+1,1} < s_{i+1,2}), \]
\[ d_1(s) = 0 \quad \text{if} \quad s_{i+1,2} < s < s_{i+1,3} \quad (s_{i+1,2} < s_{i+1,3}), \]
\[ \vdots \]  
(3.1)

Thus \( d_1(s) \) changes sign at the points \( s_{1,m_1}, s_{2,m_2}, \ldots, s_{l,m_l} \). The vertices \( V_i (2 < i < \tau - 1) \) need not necessarily coincide with points \( f(s_{j,m_j}) \), i.e. \( s_i \) may be a point in some interval \( (s_{r_i}, s_{r_i+1}) \). Some of the intervals \( [s_{i,j}, s_{i,j+1}] \) where \( d_1 \equiv 0 \) may consist of a single point.

Consider the function
\[ \tilde{d}_1(s) \equiv (\partial d / \partial x_1)(f(s) + v(s)h(s)) \quad (0 < s < L) \quad (3.2) \]
at a point \( s = s^0 \) such that \( s^0 \neq s_i \) for \( 1 < i < \tau \), and
\[ d_1(s^0) > 0. \quad (3.3) \]

By continuity, \( d_1(s) > 0 \) in some interval \( |s - s^0| < \delta_0 \). Hence some \( Q \)-neighborhood of \( f(s^0) \) is given by
\[ g(x_2) < x_1 < g(x_2) + \delta_1, \quad |x_2 - x_2^0| < \delta_1, \]
with \( x_1 = g(x_2) \) being a part of \( \partial Q \), and \( f(s^0) = (g(x_2^0), x_2^0) \equiv x^0 \).

Set \( y^0 = f(s^0) + v(s^0)h(s^0) \equiv (y_1^0, y_2^0) \). Suppose \( h(s^0) > 0 \). Then \( x^0 \) is the nearest point on \( \partial Q \) to \( y^0 \). It is clear that, for any \( \eta > 0 \) positive and sufficiently small, the ray initiating at \( y^\eta = (y_1^\eta, y_2^\eta) \) and in the direction \( y^0 x^0 \) intersects \( \partial Q \) at \( (x_1^\eta, x_2^\eta) \equiv x^\eta \) and \( |x^\eta - y^\eta| < |x^0 - y^0| \); in fact, since \( g'(x_2) \) is a bounded function,
\[ |x^\eta - y^\eta| < |x^0 - y^0| - c \eta \quad (c > 0). \]

This implies that \( d(y^\eta) < d(y^0) - c \eta \), so that
\[ \tilde{d}_1(s^0) = d_{x_1}(y^0) > c. \quad (3.4) \]
Since $V(u - d) = 0$ on the free boundary, we conclude that
\[ u_{s_i}(f(s^0) + \nu(s^0)h(s^0)) = \tilde{d}_i(s^0) > c > 0 \quad \text{if } h(s^0) > 0. \] (3.5)

By continuity, the relation (3.5) is satisfied also at any point $s^0$ such that
\[ h(s^0) = 0, \text{ and there exists a sequence } s^k \text{ such that} \]
\[ s^k \to s^0, h(s^k) > 0. \] (3.6)

Suppose next that $h(s^0) = 0$ but (3.6) is not satisfied. Then $h(s) = 0$ in a neighborhood of $s^0$. Consequently, there exists a $Q$-neighborhood $W$ of $x^0$ which is elastic. Since $-\Delta u = \mu > 0$ in $W$, $u > 0$ in $W$, $u = 0$ on $\partial Q$, the strong maximum principle gives $(\partial u / \partial v(s^0)(x^0)) > 0$. Recalling (3.3) we deduce that $u_{s_i}(f(s^0)) > 0$. We have thus proved, in general, that
\[ \text{if } d_i(s^0) > 0 \text{ then } \tilde{d}_i(s^0) > 0, \quad u_{s_i}(f(s^0) + \nu(s^0)h(s^0)) > 0. \] (3.7)

Similarly one can show that if $d_i(s^0) < 0$ then
\[ \tilde{d}_i(s^0) < 0, \quad u_{s_i}(f(s^0) + \nu(s^0)h(s^0)) < 0. \]

Finally, if $d_i(s) = 0$ in an open interval $\alpha < s < \beta$, then \( \{f(s), \alpha < s < \beta\} \) is a line segment parallel to the $x_1$-axis; it follows that
\[ \tilde{d}_i(s) = 0, \quad u_{s_i}(f(s) + \nu(s)h(s)) = 0 \quad \text{if } \alpha < s < \beta. \]

Set
\[ u_1(s) = \frac{\partial u}{\partial x_1}(f(s) + \nu(s)h(s)), \quad 0 < s < L, \] (3.8)

if $s \neq s_i$; we also set $u_1(s_i) = \lim_{s \to s_i} u_1(s)$. Since $V_i$ is a nonreentrant corner, $\Delta u = -\mu$ and $u < Cd^{1+\alpha} (\alpha > 0)$ in a $Q$-neighborhood $W_i$ of $V_i$ (by [3]). It follows that $u \in C^1(\tilde{W})$ and $h(s_i) = 0$; hence $u_1(s_i) = u_{s_i}(V_i)$.

Recalling (3.1), we can sum up what we have proved so far in the following statement.

**Lemma 3.1.** The assertion (3.1) holds with $d_i(s)$ replaced by $\tilde{d}_i(s)$ and by $u_1(s)$; further,
\[ \tilde{d}_i(s) = u_1(s) = 0 \quad \text{if } 0 < s < s_1. \] (3.9)

The proof of Lemma 3.1 shows that the partition, into intervals of constant sign, corresponding to $\tilde{d}_i(s)$, $u_1(s)$ is actually the same partition as for $d_i(s)$ (in (3.1)). This fact will not be needed later on.

**Definition.** The points $f(s) + \nu(s)h(s)$ for which $u_1(s) = 0$ will be called the flat points of the solution. The set of flat points consists of a finite number of isolated points (called isolated flat points) and arcs (called flat intervals).

Notice that the flat intervals correspond to $[0, s_1]$ and to those intervals $[s_{1,2}, s_{1,3}, [s_{1,4}, s_{1,5}], \ldots$ in (3.1) where $d_i(s) \equiv 0$ and which do not reduce to single points.

The function $u_{s_1}$ is harmonic in $E \cap Q$ and vanishes on the flat intervals of $u$. Hence it has harmonic continuation across any point $x^0 \in Q$ of the free boundary provided $x^0$ lies in the interior of a flat interval. Thus, in particular, $u_{s_1}$ has
harmonic continuation across $\partial_0P^\lambda$. It also has harmonic continuation across any open line segment of $\partial Q \cap \bar{E}$ which is parallel to the $x_1$-axis.

At each point $x^0 \in (E \cap Q) \cup \partial_0P^\lambda$ where $u_{x_1}(x^0) = 0$, we can expand the harmonic function $u_{x_1}$ in a $(2\delta)$-neighborhood of $x^0$:

$$u_{x_1} = Ar^n \cos np + \sum_{j=n+1}^{\infty} \left( A_{j-1} \cos j\varphi + B_{j-1} \sin j\varphi \right) \quad (r < 2\delta) \quad (3.10)$$

where $A \neq 0$, $n$ a positive integer and $(r, \varphi)$ are polar coordinates about $x^0$. It follows that the set $\{x; u_{x_1}(x) = 0, |x - x^0| < \delta\}$ consists of $2n$ analytic arcs

$$r = \rho_j(\varphi) \quad (3.11)$$

initiating at $x^0$ and terminating on $\{x; |x - x^0| = \delta\}$. We shall denote by $\delta*(x^0)$ the largest possible $\delta$ for which the expansion (3.10) is valid, and take $\delta = \delta*(x^0)$.

Suppose $x^0 \in E \cap Q$, $w_{x_1}(x^0) = 0$, and consider one of the arcs (3.11). If an endpoint, say $x^1$, lies in $E \cap Q$, we continue it by a different arc initiating at $x^1$ and terminating on $\{x; |x - x^1| = \delta*(x^1)\}$. Proceeding in this way step-by-step, we obtain a piecewise analytic curve $\Gamma$ passing through $x^0$ and lying in $E \cap Q$; the construction stops as soon as $\Gamma$ hits $\partial(E \cap Q)$ (otherwise it continues). We parametrize $\Gamma$ by a parameter $t$, $-\infty < t < \infty$, and denote its equation by $x = \Gamma(t)$.

Notice that $\Gamma$ does not have self-intersections. Indeed, otherwise (since $E \cap Q$ is simply connected) there is a domain in $E \cap Q$ whose boundary is a subset of $\Gamma$. Since $u_{x_1} = 0$ on $\Gamma$, $u_{x_1} \equiv 0$ in this domain, which is impossible.

Notice next that if $\Gamma(t_n) \to y^0$ for some sequence $t_n \to \infty$ (or $t_n \to -\infty$) then $y^0 \not\in E \cap Q$. Indeed, the argument of the previous paragraph shows that $y_0 \not\in \Gamma$. Now if $y^0 \in E \cap Q$ then $\Gamma(t_n)$, for all large $n$, must belong to one of the analytic curves (3.11) about $y^0$. But then also $\Gamma(t)$, for $t > t_n$, lies on this arc, which we denote by $\sigma$. For any $y \in \sigma$, $\delta*(y) > c > 0$. Since in each step of the construction of $\Gamma$, we extend it from a point $y$ to a point lying on $|x - y| = \delta*(y)$ (unless $\partial(E \cap Q)$ is intersected), we get, by taking $y = \Gamma(t_n)$ sufficiently close to $y^0$, that $y^0$ lies on $\Gamma$; a contradiction.

**Lemma 3.2.** $\Gamma_\infty \equiv \lim_{t \to \infty} \Gamma(t)$ exists and belongs to $\partial(E \cap Q)$.

**Proof.** Suppose $t_n \to \infty$, $\tilde{t}_n \to \infty$, and

$$\Gamma(t_n) \to x^0, \quad \Gamma(\tilde{t}_n) \to y^0, \quad x^0 \neq y^0. \quad (3.12)$$

As shown above, $x^0$ and $y^0$ must belong to $\partial(E \cap Q)$. We may assume that $t_n < \tilde{t}_n < t_{n+1}$. Introduce the curves

$$\Gamma_n = \{\Gamma(t); t_n < t < \tilde{t}_n\}$$

and pick a point $z^n$ on $\Gamma_n$. We may assume, for simplicity, that $z = \lim z^n$ exists. By the paragraph preceding Lemma 3.2 we know that $z \not\in E \cap Q$. We also have

$$z \not\in \{\text{int} \lambda_\kappa \} \cup \partial_0P^\lambda. \quad (3.13)$$
Indeed, if \( z \in \text{int} \lambda_0 \) then \( u_{x_1} \) is harmonic in a neighborhood of \( z \). Hence the set
\[
T = \{ x; u_{x_1}(x) = 0, |x - z| < 2\delta \} \quad \text{(for small \( \delta > 0 \)}
\]
consists of a finite number \( l \) of analytic arcs, and therefore \( T \) intersects the circle \(|x - z| = \delta\) a finite number of times. Since however \( z^n \to z, z^n \in \Gamma_n \) and (3.12) holds, \( \Gamma \) enters and exits the disc \(|x - z| < \delta\) an infinite number of times, a contradiction.

The same proof also shows that
\[ z \] does not belong to the interior of any flat interval of \( u \),
so that, in particular, \( z \notin \partial_0 \mathbb{P}^\lambda \); thus (3.13) is proved. Notice next that \( z \) cannot belong to any point of \( \partial \mathbb{P}^\gamma \) where \( u_{x_1}(x^0) \neq 0 \); it also cannot coincide with any point \( f(s^0) \) of \( \gamma_E \) for which \( u_1(s^0) \neq 0 \). Thus, in view of Lemma 3.1, \( z \) must belong to the finite set consisting of the isolated flat points and the endpoints of the flat intervals of \( u \).

But by specifying \( z^n \) in different positions on \( \Gamma_n \), we may achieve any finite number of distinct limit points \( z \). Since these points must belong to a given finite set of points, we get a contradiction.

Lemma 3.2 extends to \( \lim T(t) \) as \( t \to -\infty \). For the sake of reference we summarize:

**Lemma 3.3.** Through each point \( x^0 \in E \cap Q \) where \( u_{x_1}(x^0) = 0 \) there passes a piecewise analytic curve \( \Gamma = \{ \Gamma(t); -\infty < t < \infty \} \) contained in \( E \cap Q \) along which \( u_{x_1} = 0 \). \( \Gamma \) has no self-intersections and
\[
\Gamma_\infty = \lim_{t \to -\infty} \Gamma(t), \quad \Gamma_{-\infty} = \lim_{t \to -\infty} \Gamma(t)
\]
exist and belong to \( \partial(E \cap Q) = \gamma_0 \cup \lambda_0 \).

Consider a loop \( P_j \) (1 \( \leq j \leq m \)); it is given by
\[
0 < x_2 < \varphi(x_1), \quad a_j < x_1 < b_j.
\]
Suppose \( \beta \) is a point of local maximum of \( \varphi \); then
\[
\varphi(x_1) < \varphi(\beta) \quad \text{if} \quad a_j < \beta - \delta_0 < x_1 < \beta + \delta_0 < b_j \quad (3.15)
\]
for some \( \delta_0 > 0 \).

**Lemma 3.4.** There is a piecewise analytic curve \( \Gamma = \{ \Gamma(t); 0 < t < \infty \} \) initiating at \((\beta, \varphi(\beta))\) such that \( \Gamma(t) \in E \cap Q \) for all \( 0 < t < \infty \), and \( u_{x_1} = 0 \) along \( \Gamma \); \( \Gamma \) has no self-intersections, and \( \Gamma_\infty = \lim_{t \to -\infty} \Gamma(t) \) exists and belongs to \( \gamma_0 \).

**Proof.** For any small \( \delta > 0, \delta < \delta_0 \),
\[
u(\beta - \delta, \varphi(\beta)) < d(\beta - \delta, \varphi(\beta)) = \varphi(\beta),
\]
\[
u(\beta + \delta, \varphi(\beta)) < d(\beta - \delta, \varphi(\beta)) = \varphi(\beta).
\]
Hence \( u_{x}(\beta - \delta_1, \varphi(\beta)) > 0, u_{x}(\beta + \delta_2, \varphi(\beta)) < 0 \) for some \( 0 < \delta_1, \delta_2 < \delta \). By continuity,
\[
u_{x}(\beta - \delta_1, \varphi(\beta) + \epsilon) > 0, \quad \nu_{x}(\beta + \delta_2, \varphi(\beta) + \epsilon) < 0
\]
if \( \epsilon > 0 \) is sufficiently small. Consequently there is a number \( \delta_\epsilon, -\delta_1 < \delta_\epsilon < \delta_2 \).
such that
\[ u_x(\beta + \delta, \varphi(\beta) + \varepsilon) = 0. \] (3.16)

The function \( u_x \) is harmonic in a neighborhood of \((\beta, \varphi(\beta))\) and thus has an expansion (3.10) about this point. It follows that the set \( \{u_x = 0\} \) in a neighborhood of \((\beta, \varphi(\beta))\) is given by \( 2n \) analytic arcs (3.11). In view of (3.16), at least one of these arcs has a subarc initiating at \((\beta, \varphi(\beta))\), which is contained in \( E \cap \mathcal{Q} \), except for its initial point. Continuing this subarc in \( E \cap \mathcal{Q} \), the proof of the lemma (except for the last statement) now follows as in the case of the preceding lemma. The fact that \( \Gamma_{\infty} \notin \lambda_0 \) follows by noting that if \( \Gamma_{\infty} \in \lambda_0 \) then there is a domain in \( E \) bounded by \( \Gamma \) and a part of \( \lambda_{\infty} \) such that \( u_{x_1} = 0 \) on its boundary; hence \( u_{x_1} \equiv 0 \), which is impossible. We use here the fact that \( u \in C^1(\overline{\mathcal{Q}}) \). (Notice that in a \( \overline{\mathcal{Q}} \)-neighborhood of a vertex, \( \triangle u = \mu, \ u < C d^{1+\alpha} [3] \), so that \( u \in C^{1+\alpha}, \ 0 < \nu < \alpha \).

4. Proof of Theorem 2.1. Suppose first that \( d_i(s) \) on \((s_1, L)\) is positive near \( s = s_1 \), negative near \( s = L \), and \( k = 1 \).

Denote by \( \gamma_0(s', s'') \) the portion of \( \gamma_0 \) corresponding to \( s' < s < s'' \), and denote by \( \gamma_0(s) \) the point of \( \gamma_0 \) corresponding to \( s \).

Suppose there is a curve \( \Gamma \) as in Lemma 3.3 such that \( T_x \) and \( T_\mathcal{Q} \) both lie on \( \gamma_0 \). Thus
\[ \Gamma_{-\infty} = \gamma_0(\sigma_1), \quad \Gamma_{\infty} = \gamma_0(\sigma_2), \quad s_1 < \sigma_1 < \sigma_2 < L. \]

Denote by \( \gamma_1 \) the curve obtained from \( \gamma_0 \) by replacing \( \gamma_0(\sigma_1, \sigma_2) \) by \( \Gamma \), and parametrize \( \Gamma \) by the parameter \( s, \sigma_1 < s < \sigma_2 \).

Denote by \( E_1 \) the domain bounded by \( \lambda_{\infty}, \gamma_1 \) and suppose that there exists a curve of the type \( \Gamma \), say \( \Gamma^1 \), in \( E_1 \), such that \( \Gamma^1_{-\infty}, \Gamma^1_{\infty} \) lie in \( \gamma_1 \). We modify \( \gamma_1 \) into a curve \( \gamma_2 \) obtained by replacing the part of \( \gamma_1 \) from \( \Gamma^1_{-\infty} \) to \( \Gamma^1_{\infty} \) by \( \Gamma^1 \). We again parametrize \( \Gamma^1 \) by \( s \) so that \( \gamma_2 \) is parametrized by \( s, s_1 < s < L \). We can repeat this process step-by-step. Note however that the points \( \Gamma_{-\infty}, \Gamma_{\infty} \) cannot coincide or lie in the same flat interval of \( u \) (otherwise \( u_{x_1} = 0 \) in some domain). Similarly \( \Gamma^1_{-\infty} \) and \( \Gamma^1_{\infty} \) do not lie on an arc of \( \gamma_1 \) along which \( u_{x_1} \equiv 0 \), etc. Recalling Lemma 3.1 we conclude that the process of constructing the curves \( \gamma_j \) must end at some \( j \). Thus no curves \( \Gamma^j \) (as in Lemma 3.3) which lie in the domain bounded by \( \lambda_{\infty}, \gamma_j \) and along which \( u_{x_1} = 0 \), can satisfy \( \Gamma^j_{-\infty}, \Gamma^j_{\infty} \) lie on \( \gamma_j \).

For simplicity of notation we shall assume that
\[ \gamma_j = \gamma_0; \] (4.1)

thus we shall prove the theorem under the assumption that
\[ \gamma_j = \gamma_0; \] (4.2)

the proof in case \( j > 0 \) is the same.

Consider the curve \( \Gamma \) defined in Lemma 3.4. Let \( \Gamma_{\infty} = \gamma_0(s^0), s_1 < s^0 < L. \)

Denote by \( \lambda_{\infty} \) the part of \( \lambda_0 \) from \( (0, 0) \) to \( (\beta, \varphi(\beta)) \) and by \( \lambda_{02} \) the arc \( \lambda_0 \setminus \lambda_{01} \).

Also, denote by \( D_1 \) the domain bounded by \( \gamma_0(s_1, s^0), \lambda_{01}, \Gamma \) and by \( D_2 \) the domain bounded by \( \gamma_0(s^0, L), \lambda_{02}, \Gamma \).
Consider first the case where
\[ u_1(s) > 0 \quad \text{if } s_1 < s < s^0, \]
\[ u_1(s) < 0 \quad \text{if } s^0 < s < L. \]  
By the maximum principle,
\[ u_{x_1} > 0 \quad \text{in } D_1, \]
\[ u_{x_1} < 0 \quad \text{in } D_2. \]  
From (4.4) it follows that \((u - d)_{x_1} > 0\) in the subset of \(D_1\) consisting of all points \(x\) for which \(d(x) = x_2.\) This inequality easily implies that
the function \(x_2 = \varphi(x_1)\) is monotone increasing for \(0 < x_1 < \beta.\)  
Similarly, we deduce from (4.5) that
the function \(x_2 = \varphi(x_1)\) is monotone decreasing for \(\beta < x_1 < b.\)  
It follows that there can be at most one loop and that \(\varphi(x_1)\) has a unique strict maximum. Thus the proof of the theorem is complete in this case.

Suppose next that (4.3) is not satisfied. Assume for definiteness that for some \(s^*\), \(s^0 < s^* < L,
\[ u_1(s) > 0 \quad \text{if } s_1 < s < s^*, \]
\[ u_1(s) = 0 \quad \text{if } s^0 < s < s^*, \]
\[ u_1(s) < 0 \quad \text{if } s^* < s < s^* + \delta \text{ for some small } \delta > 0, \]
\[ u_1(s) < 0 \quad \text{if } s^* < s < L. \]  
Then the assertion (4.6) follows as before.

Since \(u_1(s)\) changes sign along \(\gamma_0(s^0, L),\) there is a curve \(\Gamma_1\) in \(D_2\) along which \(u_{x_1} = 0.\) By (4.2), \(\Gamma_1(-\infty)\) and \(\Gamma_1(\infty)\) cannot both lie on \(\gamma_0(s^0, L).\) They also cannot both lie in \(\lambda_{02}\). Hence we may take \(\Gamma_1(-\infty) \in \lambda_{02}, \Gamma_1(\infty) \in \gamma_0(s^0, L).\) Let \(\sigma_1\) be defined by \(\gamma_0(\sigma_1) = \Gamma_1(\infty).\) If \(u_1(s)\) changes sign along \(\gamma_0(s^0, \sigma_1)\) (or along \(\gamma_0(\sigma_1, L)\)) then we can construct a curve \(\Gamma_2\) along which \(u_{x_1} = 0,\) lying in the region bounded by \(\Gamma, \Gamma_1, \gamma_0(s^0, \sigma_1)\) (or \(\gamma_0(\sigma_1, L)\)) and a part of \(\lambda_{02}.\) For this curve,
\[ \Gamma_2(-\infty) \in \lambda_{02}, \quad \Gamma_2(\infty) = \gamma_0(\sigma_2) \in \gamma(s^0, \sigma_1) \quad \text{(or } \gamma_0(\sigma_2) \in \gamma_0(\sigma_1, s^*)). \]  
Again if \(u_1(s)\) changes sign along one of the arcs \(\gamma_0(\sigma^1, \sigma^2), \gamma_0(\sigma^2, L)\) (or \(\gamma_0(\sigma^1, \sigma^2), \gamma_0(\sigma^2, L)\)) then we can construct a curve \(\Gamma_3\), along which \(u_{x_1} = 0,\) which starts on \(\lambda_{02}\) and ends at the corresponding arc, at a point \(\sigma^3,\) etc. Since no two terminal points of curves \(\Gamma_i\) can lie in the same flat interval, the process of constructing curves \(\Gamma_i\) must terminate. This implies that there is a curve, say \(\Gamma_j,\) with \(\Gamma_j(-\infty) \in \lambda_{02}, \Gamma_j(\infty) = \gamma_0(\sigma_j)\) such that \(s^0 < \sigma_j < s^*\) and \(u_1(s) \equiv 0\) on \(\gamma_0(\sigma_j, s^*).\) Consequently \(u_1(s) < 0\) on \(\gamma_0(\sigma_j, L)\) and \(u_1(s) > 0\) on \(\gamma_0(s^1, \sigma_j).\)

The argument following (4.3) now shows that \(\varphi(x_1)\) is monotone increasing for \(0 < x_1 < \delta\) and monotone decreasing for \(\delta < x_1 < b,\) where \(\Gamma_j(-\infty) = (\delta, \varphi(\delta)).\) This completes the proof (in case \(k = 1\)) and incidentally shows (since \(\delta\) must coincide with \(\beta\)) that \(\Gamma_j\) must coincide with \(\Gamma,\) i.e., \(s^0 = \sigma_j.\)

Consider now the case of general \(k.\) Let \(\beta_j (1 < j < N)\) be points of strict local maximum for \(\varphi(x_1).\) Construct curves \(\Gamma^j\) as in Lemma 3.4, which initiate at
(βj, φ(βj)); each Γj must terminate on γ0, at some point γ0(σj) and  \( Γ^i \cap Γ^j = \emptyset \) if \( i \neq j \) (otherwise \( u_{x_i} \equiv 0 \) on the boundary of some subdomain of \( E \)). Set \( Γ^0 = γ_0(s_1, σ_1), Γ^{N+1} = γ_0(σ_N, L) \) and denote by \( D_j \) the domain bounded by \( Γ^j, Γ^{j+1}, γ_0(σ_j, σ_{j+1}) \) and \( λ_0γ \), where \( λ_0γ \) is the part of \( λ_0 \) from \( β_j \) to \( β_{j+1} \).

In each \( γ_0(σ_j, σ_{j+1}), 1 < j < N - 1 \), the sign of \( u_1(s) \) cannot be fixed (otherwise \( φ \) would be monotone in \( (β_j, β_{j+1}) \)); also it cannot happen that the sign will change precisely once from plus to minus, for otherwise \( φ(x_1) \) would be increasing in some interval \( (β_1, β_2) \) and decreasing in the interval \( (β_2, β_3) \) (by the proof of Theorem 2.1 in the special case of \( k = 1 \) given above, when applied to \( D_j \); notice that \( u_{x_1} = 0 \) on \( Γ^j, Γ^{j+1} \)).

It follows that \( u_1(s) \) changes sign from minus to plus in each interval \( (σ_j, σ_{j+1}) \). Finally, \( u_1(s) \) cannot be \(< 0 \) in the entire interval \( (0, σ_1) \) (otherwise \( φ(x_1) \) would be decreasing for \( 0 < x_1 < β_1 \) and similarly \( u_1(s) \) cannot be \( > 0 \) in the entire interval \( (σ_{N+1}, L) \). Thus, the number of sign changes of \( u_1(s) \) along \( γ_0 \) from plus to minus is at least \( k \). This completes the proof.

**Remark 1.** If \( ∂Q \) is \( C^3 \) at \( V_1 \) then a \( \overline{Q} \)-neighborhood of \( V_1 \) may be plastic. Theorem 2.1 extends to this case too. In this case there may be a loop based on \( S_1 \cup S_2 \). The part of this loop which is based on \( S_1 \) is given by \( 0 < x_2 < φ(x_1), 0 < x_1 < b_0 \). In (2.6), \( N_1 \) is the number of local maximum points of \( φ(x_1) \) where \( 0 < x_1 < b_0 \).

**Remark 2.** If \( (r, θ) \) are the polar coordinates about the origin, then the function \( u_θ = x_1u_{x_2} - x_2u_{x_1} \) is harmonic in every open set where \( Δu = -μ \). One can then show that all the results of Part I extend to the case where \( λ \) is an arc on a circle \( x_1^2 + x_2^2 = R^2 \) and the functions \( d_1(s), d_1(s), u_1(s) \) are replaced by

\[
\dot{d}_0(s) = \frac{∂d(φ(s))}{∂θ}, \quad \ddot{d}_0(s) = \frac{∂d(φ(s) + ν(s)h(s))}{∂θ},
\]

\[
\frac{∂u}{∂θ}(f(s) + ν(s)h(s)) \text{ respectively.}
\]

We need here the following geometric fact:

if \( d_0(s^0) < 0 \) then \( \ddot{d}_0(s^0) < 0 \).

To prove it, let \( y^0 = f(s^0), x^0 = f(s^0) + ν(s^0)h(s^0) \in Q \) so that \( d(x^0) = |x^0 - y^0| \). Denote by \( 0_0 \) the direction of the tangent to \( ∂Q \) at \( y^0 \) which forms an acute angle with the direction \( 0\tilde{e}_1 \); \( 0 \) the origin of the polar coordinates. Denote by \( \tilde{κ} \) the ray initiating at \( x^0 \) in the direction of \( 0_0 \). Then the angle \( ψ \) between \( x^0\tilde{κ} \) and \( \tilde{κ} \) satisfies \( π/2 < ψ < π \). This implies that \( \ddot{d}_0(s^0) < 0 \). Similarly, \( d_0(s^0) > 0 \) implies \( \ddot{d}_0(s^0) > 0 \).

**Part II. General corners**

5. **Loops based on a line segment.** In Part II we allow some of the vertices \( V_i \) to be reentrant corners. In this section we shall generalize Theorem 2.1 and in the next section we shall study the plastic set near a reentrant corner.

Let \( V_i \) be a reentrant corner and denote by \( S_i (S_{i+1}) \) the ray tangent to \( S_i (S_{i+1}) \) at \( V_i \) and by \( l_i (l_{i+1}) \) the ray perpendicular to \( S_i (S_{i+1}) \) and pointing into \( Q \). Denote by \( Σ_i \) the angular region with opening \(< π \) formed by \( l_i, l_2 \). We introduce polar
coordinates about \( V_i \) so that \( \tilde{S}_i \) is given by \( \theta_i \), \( \tilde{S}_{i+1} \) is given by \( \theta_{i+1} \), \( \theta_{i+1} > \theta_i \), \( \theta_{i+1} = \alpha_i + \theta_i \). Then \( \alpha_i > \pi \), and \( \Sigma_i \) is given by

\[
\tilde{\theta}_i \equiv \theta_i + \frac{\pi}{2} < \theta < \theta_{i+1} - \frac{\pi}{2} \equiv \tilde{\theta}_{i+1}.
\]

According to [3], if \( \alpha_i > \pi \) (i.e. \( V_i \) is a strict reentrant corner) then there exists a continuous positive function \( \gamma(\theta) \), \( \tilde{\theta}_i < \theta < \tilde{\theta}_{i+1} \), such that

\[
\{(r, \theta); 0 < r < \gamma(\theta), \tilde{\theta}_i < \theta < \tilde{\theta}_{i+1}\} \subset P. \tag{5.1}
\]

For each \( \theta \in (\tilde{\theta}_i, \tilde{\theta}_{i+1}) \), set \( h^*(\theta) = \max\{r; (r, \theta) \in P\} \). Then, by (1.8), (1.10) it follows that the nearest point on \( \partial Q \) to \( (h^*(\theta), \theta) \) is \( V_i \).

The free boundary in \( Q \) consists of two parts: the first part is given by

\[
f(s) + i>(s)h(s) \text{ with } s \not= s_i, h(s) > 0, \text{ and the second part consists of curves}
\]

\[
r = h^*(\theta), \quad \tilde{\theta}_i < \theta < \tilde{\theta}_{i+1} \quad (h^*(\theta) > 0)
\]

around each strict reentrant corner. The set

\[
\{(r, \theta); 0 < r < h^*(\theta), \tilde{\theta}_i < \theta < \tilde{\theta}_{i+1}\}
\]

is called a part-loop based on \( V_i \); it is called a loop based on \( V_i \) if \( h^*(\tilde{\theta}_i) = 0 \), \( h^*(\tilde{\theta}_{i+1}) = 0 \). By [4], \( h^*(\theta) \) is analytic for \( \tilde{\theta}_i < \theta < \tilde{\theta}_{i+1} \).

The function \( u \) has bounded first derivatives in \( E \), but they are not continuous at the points \( V_j \) which are strict reentrant corners. Nevertheless, the analysis of the level curves \( \Gamma \) where \( u_{x_i} = 0 \) can be extended to the present case, by using the following Phragmen-Lindelof type result [6].

Let \( D \) be a bounded domain in \( \mathbb{R}^2 \) and let \( x^0 \) be a point of \( \partial D \). Suppose there is a line segment \( \sigma \) such that \( \sigma \cap D = \emptyset \) and \( x^0 \) belongs to the closure of \( \sigma \). Let \( v \) be a bounded harmonic function in \( D \) and let

\[
\gamma_1 = \liminf_{x \to x^0} v(x, y), \quad \gamma_2 = \limsup_{x \to x^0} v(x, y).
\]

Then

\[
\gamma_1 < \liminf_{x \to x^0} v(x, y) < \limsup_{x \to x^0} v(x, y) < \gamma_2.
\]

This result implies that \( \Gamma \) cannot initiate and terminate at the same reentrant corner; similarly, \( \Gamma \) cannot start on \( \lambda_0 \) and terminate at \( V_j \) (\( j = 1 \) or \( j = 0 \); see the notation of §2) even when \( V_j \) is a reentrant corner, etc. Thus the proof of Lemmas 3.2–3.4 can be extended to the present case.

In order to extend Theorem 2.1 to the case where some of the \( V_i \) are reentrant corners, we still have to study the sign of the function \( \partial d/\partial x_1 \) on the part-loops based at strict reentrant corners \( V_i \).

If \( S_i \cup S_{i+1} \) form a curve \( x_1 = l(x_2) \) in a neighborhood of \( V_i \), then \( \partial d/\partial x_1 \) has a fixed sign in a \( Q \)-neighborhood of \( V_i \) as well as for \( x \) in the sector \( \Sigma_i \) (provided \( d(x) = |x - V_i| \)). If \( S_i \cup S_{i+1} \) is not given by \( x_1 = l(x_2) \) then it must have the form \( x_2 = l(x_1) \). Suppose in this case that \( \tilde{S}_i, \tilde{S}_{i+1} \) are not tangent to the \( x_1 \)-axis. Then \( d_1(s) \) changes sign at \( s = s_i \) (from negative to positive if \( x_1 \) is increasing with \( s \) along \( \partial Q \), near \( V_i \)). In \( \Sigma_i \) we have the same change of sign of \( \partial d/\partial x_1 \) from negative
to positive as one crosses the ray \( l_0 \) which initiates at \( V_i \), is parallel to the \( x_2 \)-axis and is pointing into \( Q \).

If \( S_i \) or \( S_{i+1} \) is tangent to the \( x_1 \)-axis (and \( S_1 \cup S_2 \) cannot be written in the form \( x_1 = f(x_2) \)) then \( d_i(s) \) may or may not change sign as one crosses \( s = s_i \), but the same is true of \( \partial d/\partial x_1 \) in \( \Sigma_i \) (as one crosses \( l_0 \)).

We conclude that the change of sign of \( \partial d/\partial x_1 \) along \( \partial E \) when the corresponding nearest point of \( \partial Q \) varies in a neighborhood of a strict reentrant corner \( V_i \) is the same as the change of sign of \( d_i(s) \) at \( s = s_i \). Thus, the number of changes of sign of \( \partial d/\partial x_1 \) along \( \partial E \setminus \lambda_0 \) is the same as the number of changes of sign of \( d_i(s) \) as described in \( \S2 \). This is the content of Lemma 3.1.

The proof of Theorem 2.1 can now be extended with trivial changes to yield the following.

**Theorem 5.1.** Theorem 2.1 remains valid even when some of the vertices \( V_i \) are reentrant corners.

**Remark.** Theorem 5.1 extends to the case where \( \lambda \) is a circular arc (cf. Remark 2 at the end of \( \S4 \)).

6. Loops based on strict reentrant corners. Suppose \( V_i \) is a strict reentrant corner. We introduce polar coordinates as in \( \S5 \). The free boundary of the part-loop based on \( V_i \) is given by \( r = h^*(\theta) \), \( \tilde{\theta}_i < \theta < \tilde{\theta}_{i+1} \). Denote by \( M_i \) the number of points of local maximum of this function.

Let

\[
\hat{d}(s) = (\partial d/\partial \theta)(f(s) + v(s)h(s)) \quad \text{along } \partial Q
\]

and let

\[
k_i = \text{number of changes of the sign of } \hat{d}(s) \text{ from negative to positive values, as } f(s) \text{ moves along } S_{i+1}, S_{i+2}, \ldots, S_r, S_1, \ldots, S_i.
\]

**Theorem 6.1.** \( M_i < k_i \).

The proof is similar to the proof of Theorem 5.1 (cf. the remarks at the end of \( \S\$4, 5 \)).

In [3] the free boundary was analyzed for some special domains having axis of symmetry: regular polygons, cracked disc, and cross-shaped domain; the monotonicity of the free boundary was also derived. All these results can also be obtained by using Theorems 2.1, 5.1 and 6.1. In fact, the present theorems can be applied to much more general domains than in [3]. We consider, as an example, an \( L \)-shaped domain

\[
Q = Q_1 \cup Q_2, \quad Q_1 = \{(x_1, x_2); -b < x_1 < a, 0 < x_2 < c \},
\]

\[
Q_2 = \{(x_1, x_2); 0 < x_1 < a, -d < x_2 < 0 \}.
\]

Using Theorem 5.1 we find that on each side there is precisely one complete loop, given by a graph with a unique point of maximum. There is also a loop based in part at \( 0 = (0, 0) \) and given by \( r = h^*(\theta) \) \((0 < \theta < \pi/2)\); if \( h^*(0) > 0 \) then the loop extends to the region \(-b < x_2 < 0\), and is given there by \( 0 < x_2 < \varphi(x_1) \) where
$\varphi(x_1)$ is strictly monotone increasing for $-\alpha < x_1 < 0$, $\varphi(-\alpha) = 0$; a similar fact holds for $\theta = \pi/2$. Finally, $h^*(\theta)$ $(0 < \theta < \pi/2)$ has at most three points of local maximum.

Consider next a $T$-shaped domain $Q$. Using Theorems 2.1, 5.1 and 6.1 we find that for each side of the boundary there exists at most one loop which is based on this side. At each reentrant corner there is a part-loop based on it and $h^*(\theta)$ $(0 < \theta < \pi/2)$ has at most three points of local maximum. Since the $T$ domain has an axis of symmetry, say the $x_2$-axis, we have $u_{x_1} = 0$ along this axis. By applying the proof of Theorems 2.1 and 5.1 in the part of the $T$ lying in $x_1 < 0$ $(x_1 > 0)$ we find that there cannot actually be a loop which is supported by the side of the $T$ which is parallel to the $x_1$-axis and which has the reentrant corner as an endpoint.

Numerical computations of the plasticity set for $T$-shaped domains are given in [7].
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