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ABSTRACT. A singular Sturm-Liouville operator $L y = -(Py')' + Qy$, defined on an interval $[0, b^*]$ of regular points, but singular at $b^*$, is considered. Examples are the Airy equation on $[0, \infty)$ and the Legendre equation on $[0, 1)$. A mode of oscillation of the successive iterates $f(t)$, $(Lf)(t)$, $(L^2f)(t)$, $\ldots$ of a smooth function $f$ is assumed, and the resulting influence on $f$ is studied. The nature of the mode is that for a fixed integer $N > 0$, each iterate $(L^k f)(t)$ shall have on $(0, b^*)$ exactly $N$ sign changes which are stable, in a certain sense, as $k$ varies. There is quoted from the literature the main characterization of such functions $f$ which additionally satisfy strong homogeneous endpoint conditions at 0 and $b^*$. An extended characterization is obtained by weakening the conditions of $f$ at 0 and $b^*$. The homogeneous endpoint conditions are replaced by a summability condition on the values, or limits of values, of $f$ at 0 and $b^*$.

1. Introduction. Let $L$ be the Sturm-Liouville operator

$$L y = -(Py')' + Qy,$$  \hspace{1cm} (1.1)

defined over an open interval $I$ of regular points, where $P, Q \in C^\infty(I)$ and $P(t) > 0$, $Q(t) > 0$ for all $t \in I$.

Let $f \in C^\infty(I)$. We shall be concerned with the oscillations of the iterates $f(t)$, $(Lf)(t)$, $(L^2f)(t)$, $\ldots$ for $t \in I$. Specifically, we consider the influence on $f$ of the signs and sign changes in $I$ of the iterates $(L^k f)(t)$, $k = 0, 1, 2, \ldots$. This is a question of classical interest and has been the subject of much investigation [2], [4], [6]-[9], [11], [12]. The purpose of the present paper is to extend the results of [2] and [4].

In [2], the spectral theory of regular Sturm-Liouville boundary-value problems was used to generalize D. V. Widder's [11] classical theorems on completely convex functions (those $f \in C^\infty[0, 1]$ with $(-1)^k f^{(2k)}(x) > 0$, $0 < x < 1$, $k = 0, 1, 2, \ldots$). Widder proved in 1940 that a completely convex function is necessarily the restriction to $[0, 1]$ of an entire function of exponential type at most $\pi$, and it is well known [12] that $f$ is completely convex if and only if

$$f(x) = C \sin \pi x + \sum_{k=0}^{\infty} \left[ f^{(2k)}(0) A_k(1-x) + f^{(2k)}(1) A_k(x) \right],$$  \hspace{1cm} (1.2)

where $C > 0$ is a constant and where $A_k(x)$ is the Lidstone polynomial of degree $2k + 1$. In [2] we considered a boundary-value problem
\[ Ly = \lambda y, \quad y(a) = y(b) = 0, \quad (1.3) \]

with \( L \) given by (1.1), on a closed, finite interval \([a, b]\). Assume that (1.3) has eigenvalues \( 0 < \mu_0 < \mu_1 < \ldots \) and eigenfunctions \( u_0(x), u_1(x), \ldots \), with \( u_0(x) > 0 \), and define the sequence \( (q_n(x)) \) by \( Lq_0 = Lq_1 = 0, Lq_{n+2} = q_n, q_n(a) = q_n(b) = 0 \) for \( n > 2 \), and \( q_0(a) = q_1(b) = 1, q_1(a) = q_0(b) = 0 \). Call a function \( f \in C^\infty[a, b] \) L-positive if \( (L^k f)(x) > 0, \quad a < x < b, \quad k = 0, 1, 2, \ldots \). The principal result of [2] is the following.

**Theorem.** A necessary and sufficient condition that \( f \) be L-positive is that

\[ f(x) = C u_0(x) + \sum_{k=0}^{\infty} \left[ (L^k f)(a) q_{2k}(x) + (L^k f)(b) q_{2k+1}(x) \right], \quad (1.4) \]

where \( C > 0 \) is a constant.

When \( P = 1, Q = 0 \) and \([a, b] = [0, 1]\), the L-positive functions are just the completely convex functions, \( u_0(x) = \sin \pi x \), and (1.4) reduces to (1.2).

The present paper is motivated partly by the question of what happens to the representation (1.4) if the problem (1.3) becomes singular at an endpoint.

In [4], Hille considered a more general boundary-value problem

\[ Ly = Ay, \quad B_a y = B_b y = 0, \quad (1.5) \]

where \( L \) (not necessarily selfadjoint) is given by \( Ly = P_2(x)y'' + P_1(x)y' + P_0(x)y, \) and where \( B_a \) and \( B_b \) are certain boundary forms corresponding to the endpoints \( a \) and \( b \). The problem (1.5) may be regular or singular, and \(-\infty < a < b < +\infty \), but it is assumed that (1.5) has a real, discrete spectrum of eigenvalues \( 0 < \nu_0 < \nu_1 < \ldots \), and eigenfunctions \( Y_0(x), Y_1(x), \ldots \) such that each \( Y_k(x) \) has exactly \( k \) sign changes in \((a, b), k = 0, 1, 2, \ldots \). Various other “normalizing” type assumptions are made. Now a finite sum of eigenfunctions

\[ Y(t) = \sum_{j=0}^{N} C_j Y_j(t), \quad C_N \neq 0, \quad (1.6) \]

has the property that its successive iterates

\[ (L^m Y)(t) = \sum_{j=0}^{N} C_j Y_j(t) \]

will have exactly \( N \) sign changes in \((a, b)\) for all \( m \) sufficiently large. It is natural to ask whether a function \( f \) whose iterates \( (L^m f)(t) \) have this property is necessarily of the form (1.6). To this end, Hille introduces a class \( F \) of “admissible” functions \( f \) which satisfy \( f \in C^\infty(a, b) \) and

\[ B_a (L^k f) = B_b (L^k f) = 0, \quad k = 0, 1, 2, \ldots, \quad (1.7) \]

the endpoint conditions being the same that determine the \( Y_k \). If (1.5) is singular, the hypothesis \( L^k f \in L^2(a, b), k = 0, 1, 2, \ldots, \) is also required. Finally, let \( F_N \) be the subclass of \( F \) consisting of all \( f \in F \) such that each of \( (L^m f)(t) \) has exactly \( N \) sign changes in \((a, b)\) for all \( m \) sufficiently large. Then the following holds [4].
Theorem (Hille). A necessary and sufficient condition that \( f \in F_N \) is that

\[
f(t) = \sum_{j=0}^{N} C_j Y_j(t),
\]

where the \( C_j \) are constant and \( C_N \neq 0 \).

In the present paper we give a representation which includes the version of (1.8) pertinent to our hypotheses as a special case, and which yields the analogy of (1.4) for singular problems. We do not obtain a direct generalization of Hille's theorem, in the sense of linearly weaker hypotheses; we give an example to show why such an extension is not possible.

For simplicity, we take the basic interval to be \([0, b^*)\), where \( 0 < b^* < \infty \), there being no difficulty in extending our regime to other intervals. We shall suppose that \( L_1 \), given by (1.1), is regular at each \( t \in [0, b^*) \) but is singular at \( b^* \). We consider a boundary-value problem

\[
L_y = \lambda y, \quad y(0) = 0, \quad B^*(y) = 0,
\]

where \( B^* \), defined below, is a boundary form associated with the singular endpoint \( b^* \). We assume that (1.9) has a discrete spectrum, \( 0 < \lambda_0 < \lambda_1 < \ldots \), with eigenfunctions \( \{y_k\}_{k=0}^{\infty} \) such that each \( y_k \) has exactly \( k \) sign changes in \((0, b^*)\), \( k = 0, 1, 2, \ldots \). The representation we derive has the form

\[
f(t) = \sum_{k=0}^{\infty} \left[ (L^k f)(0) p_{2k}(t) + B^*(L^k f)p_{2k+1}(t) \right] + \sum_{j=0}^{N} C_j y_j(t),
\]

where the sequence \( \{p_k\} \) is defined analogously to the \( \{q_k\} \) of [2], and where the last nonvanishing \( C_j \) reflects the frequency of oscillation of \((L^m f)(t)\), for \( m \) large. On \([0, b^*)\) the conditions (1.7) become

\[
(L^k f)(0) = B^*(L^k f) = 0, \quad k = 0, 1, 2, \ldots,
\]

and in this case (1.10) reduces to (1.8). In the case of \( L \)-positive functions on \([0, b^*)\) we show \( N = 0 \) in (1.10), thus yielding the analogy of (1.4).

2. Preliminaries. We require certain general information about singular boundary-value problems, most of which can be found in [3]. Using the notation of [3], let \( \lambda \) be a complex parameter and define the functions \( \psi(t, \lambda) \) and \( \varphi(t, \lambda) \) by

\[
L \psi = \lambda \psi, \quad L \varphi = \lambda \varphi,
\]

\[
\psi(0, \lambda) = P(0) \psi'(0, \lambda) = 0, \quad \varphi(0, \lambda) = P(0) \varphi'(0, \lambda) = 0.
\]

Then \( \psi \) and \( \varphi \) are entire functions of \( \lambda \). Let \( m(\lambda) \) be the function defined by \( m(\lambda) = \lim_{t \to \infty} (-\varphi(t, \lambda)/\psi(t, \lambda)) \). We will suppose that \( m(\lambda) \) is meromorphic in the \( \lambda \)-plane with real, simple poles \( \lambda_0, \lambda_1, \lambda_2, \ldots \) where \( 0 < \lambda_0 < \lambda_1 < \ldots \). Then \( S = \{\lambda_k\}_{k=0}^{\infty} \) is the spectrum of one of two possible types of boundary-value problems on \([0, b^*)\), corresponding to the limit-point or limit-circle cases.

For each \( \lambda \in S \), the function \( \chi(t, \lambda) = \varphi(t, \lambda) + m(\lambda) \psi(t, \lambda) \) satisfies \( \chi(0, \lambda) = 1 \), \( P(0) \chi'(0, \lambda) = m(\lambda) \), and \( \chi(t, \lambda) \in L^2([0, b^*) \). Thus for all \( \lambda \notin S \) there is always at least one nontrivial solution to \( L \psi = \lambda \psi \) of class \( L^2([0, b^*) \). If \( \chi \) is the only
independent solution in $L^2[0, b^*)$, then $L$ is said to be of limit-point type at $b^*$. Otherwise, every solution to $Ly = \lambda y$, for every $\lambda$, is in $L^2[0, b^*)$, and $L$ is said to be of limit-circle type at $b^*$. If the limit-point case prevails, the problem

$$Ly = \lambda y, \quad y(0) = 0, \quad y \in L^2[0, b^*)$$

is selfadjoint and has spectrum $S$. That is, $(Lf, g) = (f, Lg)$ whenever $f, g, Lf, Lg \in L^2[0, b^*)$ and $f(0) = g(0) = 0$, and the only nontrivial solutions to (2.2) are the multiples of $\psi(t, \lambda_k)$, $k = 0, 1, 2, \ldots$. In the limit-circle case, a boundary condition at $b^*$ must be introduced. First recall Green's identity

$$\int_a^b (gLf - fLg) \, dt = [fg](\beta) - [fg](\alpha),$$

where $[fg](t) = P(t)[f(t)g'(t) - f'(t)g(t)]$. Recalling $0 \notin S$, put $\chi(t) = \chi(t, 0)$ into (2.3) in place of $f$, take $\alpha = 0$, $\beta = b^*$ and let $Lg \in L^2[0, b^*)$. There results

$$-\int_0^{b^*} \chi Lg \, dt = [\chi g](b^*) - [\chi g](0).$$

In particular, the limit $[\chi g](b^*)$ exists whenever $Lg \in L^2[0, b^*)$, and this turns out to be the necessary expression for a boundary condition at $b^*$. Thus we define $B^*(y) = [\chi y](b^*) = \lim_{a \to b^*} [\chi y](a)$, whenever the limit exists. Then [3] the problem

$$Ly = \lambda y, \quad y(0) = 0, \quad B^*(y) = 0$$

is selfadjoint, in that $(Lf, g) = (f, Lg)$ when $f, Lf, g, Lg \in L^2[0, b^*)$ and $f(0) = g(0) = 0$. Again, the spectrum of (2.5) is $S$, and the nontrivial solutions to (2.5) are the multiples of $\psi(t, \lambda_k)$, $k = 0, 1, 2, \ldots$.

An example of the limit-point case is Airy's equation on $[0, \infty)$; i.e., the boundary-value problem

$$-y'' + xy = \lambda y, \quad y(0) = 0,$$

is of limit-point type at $\infty$. Its eigenvalues are the zeros of the Airy function $Ai(-x)$ (see [1], $x = 2.338, 4.087, 5.521, \ldots$ approximately). The problem associated with Legendre's equation on $[0, 1)$,

$$-\left[(1-x^2)y'\right]' = \lambda y, \quad y(0) = 0, \quad \lim_{x \to 1} (1-x^2)y'(x) = 0,$$

is of limit-circle type at $b^* = 1$ and has $S = \{2, 12, 30, \ldots \}$.

It so happens (Lemma 2.2) that in the limit-point case, the condition $B^*(y) = 0$ is automatically satisfied if $y, Ly \in L^2[0, b^*)$. Therefore, condition (2.5) together with $y \in L^2[0, b^*)$ serve to define the eigenfunctions for either the limit-point or limit-circle case.

We denote the normalized eigenfunctions by $y_k(t)$,

$$y_k(t) = \frac{\psi(t, \lambda_k)}{\left(\int_0^{b^*} \psi^2(t, \lambda_k) \, dt\right)^{1/2}}, \quad k = 0, 1, 2, \ldots$$

Then the eigenfunction expansion associated with either problem has the form $f(t) = \sum_k \phi_k(\psi, y_k) y_k(t)$, and this is valid for all $f \in L^2[0, b^*)$ sufficiently smooth (say $f \in C^\infty[0, b^*)$) with $f(0) = B^*(f) = 0$. The convergence is absolute and uniform on compact subsets of $[0, b^*)$ (see [10]). We will also need the summability
Our last hypothesis pertains to the limit-circle case only. If \( L \) is of limit-circle type at \( b^* \) we will suppose that
\[
\lambda_k^{-1} |y_k(t)| < K_0 (k + 1)^{-p}, \quad k = 0, 1, 2, \ldots, \quad 0 < t < b^*,
\]
where \( K_0 > 0 \) is a constant and \( p > 1 \), and that
\[
y_0(t) > y_0 > 0, \quad t \text{ sufficiently near } b^*,
\]
where \( y_0 \) is a constant. If \( b^* = \infty \) the latter condition is assumed to hold for all \( t \) sufficiently large. These hypotheses are patterned after the Legendre polynomials which arise in example (2.6). One can verify [1, Chapter 8] for this example that
\[
\lambda_k^{-1} y_k(t) = (-1)^k \left( \frac{\pi^2 (2k + \frac{1}{2})}{\pi^2 + \psi(2k + 2)} \right)^{1/2}, \quad k = 0, 1, 2, \ldots,
\]
where \( \psi(x) \) is the logarithmic derivative of the gamma function. Recalling \( P_{2k+1}(1) = 1, (lc-1) \) and (lc-2) follow easily.

Now consider the functions \( \psi, \varphi, \chi \). First note that the function \( \psi(t) = \psi(t, 0) \) can be substituted for \( g \) in (2.4) even if \( \psi \notin L^2(0, b^*) \). Then
\[
B^*(\psi) = [\chi \psi](b^*) = [\chi \psi](t) = [\chi \psi](0) = 1, \quad 0 < t < b^*. \tag{2.8}
\]
Also, trivially,
\[
[\chi \chi](b^*) = B^*(\chi) = 0. \tag{2.9}
\]
If we put \( f(t) = \psi(t, \lambda) \) and \( g = \varphi(t, \lambda) \) into (2.3) with \( \alpha = 0 \) and \( \beta = T > 0 \), we get
\[
0 = [\psi \varphi](T) - [\varphi \psi](0), \quad T > 0,
\]
or
\[
[\psi \varphi](T) = [\varphi \psi](0) = -1.
\]
Then
\[
\frac{d}{dt} \left( \frac{\varphi(t, \lambda)}{\psi(t, \lambda)} \right) = \frac{[\psi \varphi](t)}{P(t) \psi^2(t, \lambda)} = \frac{-1}{P(t) \psi^2(t, \lambda)},
\]
and so the quotient \( \varphi(t, \lambda)/\psi(t, \lambda) \) is decreasing on \((0, b^*)\) wherever it is defined. Note that solutions to \( Ly = \lambda y \) also satisfy the fundamental identity
\[
P y y' \big|_a^\beta = \int_a^\beta \left\{ P(y')^2 + (Q-\lambda)y^2 \right\} dt. \tag{2.10}
\]
If \( \lambda < 0 \), our hypotheses on \( P \) and \( Q \) imply that \( \psi(t, \lambda) \) and \( \varphi(t, \lambda) \) are positive on \((0, b^*)\) with \( \psi(t, \lambda) \) increasing. Thus the quotient \( \{-\varphi(t, \lambda)/\psi(t, \lambda)\} \) increases through negative values to \( m(\lambda) \) as \( t \to b^* \). That is
\[
-\frac{\varphi(t, \lambda)}{\psi(t, \lambda)} < m(\lambda) < 0, \quad \lambda < 0,
\]
and so the function \( \chi(t) = \chi(t, 0) = \varphi(t, 0) + m(0)\psi(t, 0) \) satisfies
\[
\chi(t) > 0, \quad 0 < t < b^*.
\] (2.11)

In the following lemma and subsequently throughout this paper, all functions considered are assumed to be of continuity class \( C^\infty[0, b^*] \).

**Lemma 2.1.** Let \( f \) satisfy \( f(t) > 0 \) and \( (Lf)(t) > 0 \) on \([0, b^*]\). Then
\[
0 < f(t) - f(0)\chi(t) < [\chi f](0)\psi(t),
\] (2.12)
and
\[
0 < f'(t) - f(0)\chi'(t) < [\chi f](0)\psi'(t), \quad 0 < t < b^*.
\] (2.13)

**Proof.** Consider a subinterval \([a, b]\), where \(0 < a < b < b^*\). Define
\[
\chi_a(t) = \varphi(t) - \frac{\psi(b)}{\psi(b)}\psi(t), \quad \psi_a(t) = \frac{\psi(t)}{\psi(b)}.
\]
Here, \( \varphi(t) = \varphi(t, 0) \) and \( \psi(t) = \psi(t, 0) \). Note that \( \chi_a(t) \to \chi(t) = \chi(t, 0) \) as \( b \to b^* \).

Let
\[
p_0(t; a, b) = \chi_a(t)/\chi_a(a), \quad p_1(t; a, b) = \frac{\psi(t) - \psi(a)p_0(t; a, b)}{\psi(b)}, \quad a < t < b.
\]
Recall \( \chi_a(b) = 0, \psi(0) = 0 \) and that neither \( \chi_a \) nor \( \psi \) can have two zeros by (2.10). Then \( Lp_0 = Lp_1 = 0 \) and \( p_0(a; a, b) = p_1(b; a, b) = 1, \) and \( p_0(b; a, b) = p_1(a; a, b) = 0 \). The Green’s function for \( L \) on \([a, b]\) is given by
\[
G_{ab}(t, \tau) = \begin{cases} 
p_0(t; a, b)p_1(\tau; a, b), & a < \tau < t < b, \\
p_1(t; a, b)p_0(\tau; a, b), & a < t < \tau < b.
\end{cases}
\] (2.14)

The integral operator \( S_{ab} \) defined by
\[
(S_{ab} h)(t) = \int_a^b G_{ab}(t, \tau)h(\tau) \, d\tau
\]
gives the unique solution to the problem \( Ly = h, y(a) = y(b) = 0 \). This leads to the identity
\[
f(t) = f(a)p_0(t; a, b) + f(b)p_1(t; a, b) + (S_{ab} Lf)(t),
\] (2.15)
for \( a < t < b \). Identity (2.10) shows that \( p_0(t; a, b) \) and \( p_1(t; a, b) \), thus \( G_{ab}(t, \tau) \), are nonnegative in \([a, b]\). Hence \( f(t) > 0 \) and \( (Lf)(t) > 0 \) imply
\[
f(t) > f(a)p_0(t; a, b)
\] (2.16)
and
\[
f(t) > f(b)p_1(t; a, b), \quad 0 < a < t < b < b^*.
\] (2.17)
Letting \( b \to b^* \) in (2.16) yields \( f(t) > f(a)\chi(t)/\chi(a) \), \( a < t \). Therefore the quotient \( f/\chi \) is increasing on \((0, b^*)\). In particular,
\[
f(t)/\chi(t) > f(0)/\chi(0) = f(0), \quad t > 0,
\]
and this is the left side of (2.12). But 0 < (f/\chi)' = (f'f - f\chi')\chi^{-2}, and so
\[ f'(t) > (f(t)/\chi(t))\chi'(t) > f(0)\chi'(t), \]
which is the left side of (2.13).

Now put \( g(t) = f(t) - f(0)\chi(t) \). Then \( g(0) = 0, g(t) > 0 \) and \( (Lg)(t) = (Lf)(t) > 0 \).
To complete the proof it suffices to show
\[ g(t) < P(0)g(0)\psi(t) \quad \text{and} \quad g'(t) < P(0)g'(0)\psi'(t). \]
(2.18)
If we put \( g \) into (2.17) and let \( a \to 0 \) we obtain
\[ g(t) > g(b)\psi(t)/\psi(b), \quad 0 < t < b. \]
(2.19)
Letting \( t \to 0 \) gives \( (P(0)\psi'(0) = 1) \)
\[ g(b)/\psi(b) < 7>(0)g'(0). \]
Since \( b < b^* \) is arbitrary, this proves the first of (2.18). By (2.19), \( g/\psi \) is decreasing on \((0, b^*)\) and so\[ 0 > (g/\psi)' = (g'\psi - g\psi')\psi^{-2}, \]
or\[ g'(t) < (g(t)/\psi(t))\psi'(t) < P(0)g'(0)\psi'(t). \]
This completes the proof of (2.18), thus the lemma.

The lemma can be thought of as a minimum-maximum principle: positive solutions of the differential inequality \( Lf > 0 \) lie between two distinguished solutions of \( Lf = 0 \).

**Corollary 2.1.** Suppose that \( (L^k\bar{f})(t) > 0, k = 0, 1, 2, \ldots, 0 < t < b^* \). Then
\[ 0 < (L^k\bar{f})(t) - (L^k\bar{f})(0)\chi(t) < \left[ \chi(L^k\bar{f}) \right](0)\psi(t), \]
and
\[ 0 < (L^k\bar{f})'(t) - (L^k\bar{f})(0)\chi'(t) < \left[ \chi(L^k\bar{f}) \right]'(0)\psi(t), \]
k = 0, 1, 2, \ldots.

In the limit-circle case, \( \chi \) and \( \psi \) belong to \( L^2[0, b^*) \) and so the same must be true of \( f \) in (2.12).

**Corollary 2.2.** Suppose \( L \) is of limit-circle type at \( b^* \). Then \( f(t) > 0 \) and \( (Lf)(t) > 0 \) imply \( f \in L^2[0, b^*) \). If \( (L^k\bar{f})(t) > 0, k = 0, 1, 2, \ldots, \) then \( L^k\bar{f} \in L^2[0, b^*], k = 0, 1, 2, \ldots. \)

**Lemma 2.2.** Suppose \( L \) is of limit-point type at \( b^* \) and let \( f, Lf \in L^2[0, b^*) \). Then \( B^*(f) = 0 \). If \( L^k\bar{f} \in L^2[0, b^*], k = 0, 1, 2, \ldots, \) then \( B^*(L^k\bar{f}) = 0, k = 0, 1, 2, \ldots. \)

**Proof.** Let \( a \to 0 \) and \( b \to b^* \) in (2.14) to obtain the Green’s function for \( L \) on \([0, b^*)\),
\[ G(t, \tau) = \begin{cases} \chi(t)\psi(\tau), & 0 < \tau < t < b^*, \\ \psi(t)\chi(\tau), & 0 < t < \tau < b^*. \end{cases} \]
The corresponding integral operator is
\[ (\oplus h)(t) = \int_0^{b^*} G(t, \tau)h(\tau) \, d\tau \]
\[ = \chi(t)\int_0^t \psi(\tau)h(\tau) \, d\tau + \psi(t)\int_t^{b^*} \chi(\tau)h(\tau) \, d\tau. \]
This is defined for \( h \in L^2[0, b^*) \). By writing out expressions for the pertinent derivatives, one can show that

\[
L \delta h = h, \quad B^*(\delta h) = 0, \quad (\delta h)(0) = 0. \tag{2.20}
\]

Moreover

\[
\delta h \in L^2[0, b^*) \quad \text{when} \quad h \in L^2[0, b^*). \tag{2.21}
\]

From the identity \( L(f - \delta Lf) = 0 \) (or by letting \( a \to 0, \ b \to b^* \) in (2.15)) we obtain

\[
f = c_1 \chi + c_2 \psi + \delta Lf \quad \text{for certain constants} \quad c_1 \quad \text{and} \quad c_2. \tag{2.22}
\]

Since \( \chi(0) = 1 \) and \( \psi(0) = 0 \), we have in view of (2.8), (2.9) and (2.20),

\[
L(f) = f(0)\chi(t) + B^*(f)\psi(t) + (\delta Lf)(t). \tag{2.23}
\]

By (2.21), each term in this equation belongs to \( L^2[0, b^*] \) except \( \psi(t) \). Hence \( B^*(f) = 0 \).

**Lemma 2.3.** Let \( f(t) > 0 \) and \( (Lf)(t) > 0 \). Then the limits \( B^*(f) \) and \( \lim_{t \to b^+}[f(t)/\psi(t)] \) exist and are equal,

\[
0 < B^*(f) = \lim_{t \to b^+} [f(t)/\psi(t)] < \infty. \tag{2.24}
\]

**Proof.** First we show \( \chi'(t) < 0, 0 < t < b^* \). If \( \chi'(t_0) > 0 \) for some fixed \( t_0 > 0 \), then \( \chi''(t_0) > 0 \) for all \( b \) sufficiently near \( b^* \). Since \( \chi(0) = 1 \) and \( \chi(b) = 0 \), we must have \( \chi''(t_1) < 0 \) for some \( t_1 \in [0, b) \). Then \( \chi''(t) \) must vanish at some point \( t \neq b \). However, (2.10) implies that \( \chi''(t) \chi''(t) \) can vanish at most once in \( [0, b^*) \), and this contradiction proves \( \chi'(t) < 0, \ t > 0 \).

Multiply (2.13) by \( P(t)\chi(t) \), multiply (2.12) by \( -P(t)\psi(t) \), and add the resulting inequality. There results

\[
0 < \int_0^{b^*} \chi Lf \ dt < \infty,
\]

for \( f \) satisfying the hypotheses of this lemma.

If \( a = 0 \), (2.15) becomes

\[
f(t) = f(0)\chi_b(t) + \frac{f(b)}{\psi(b)}\psi(t) + \chi_b(t)\int_0^t \psi(t) Lf \ dt + \psi(t) \int_0^b \chi_b Lf \ dt. \tag{2.25}
\]

Since all terms are positive,

\[
f(t) > (f(b)/\psi(b))\psi(t), \quad 0 < t < b.
\]

This says that the quotient \( f/\psi \) is decreasing on \( (0, b^*) \), and therefore that the limit \( c = \lim_{b \to b^*}[f(b)/\psi(b)] \) exists. Noting (2.24), we can allow \( b \to b^* \) in (2.25).
and use the Dominated Convergence Theorem to yield
\[ f(t) = f(0)\chi(t) + c\psi(t) 
+ \chi(t)\int_0^t \psi Lf \, d\tau + \psi(t)\int_t^{b^*} \chi Lf \, d\tau. \quad (2.26) \]

This expression is valid even though we do not assume \( Lf \in L^2[0, b^*] \). Equation (2.26) can be differentiated to give
\[ f'(t) = f(0)\chi'(t) + c\psi'(t) 
+ \chi'(t)\int_0^t \psi Lf \, d\tau + \psi'(t)\int_t^{b^*} \chi Lf \, d\tau. \quad (2.27) \]

Multiply (2.26) by \( P(t)x'(t) \), (2.27) by \(-P(t)x(t))\), and add the results. We find in view of (2.8) that
\[ [\chi f](t) = c + \int_t^{b^*} \chi Lf \, d\tau. \quad (2.28) \]

Letting \( t \to b^* \) gives the desired result.

Since \( \chi(t) \) satisfies the hypothesis of the lemma (by (2.11)) we have

**Corollary 2.3.** \( \lim_{t \to b^*} [\chi(t)/\psi(t)] = 0. \)

The following shows that the conditions \( f(t) > 0 \), \( (Lf)(t) > 0 \) may be replaced by \( Lf \in L^2[0, b^*] \) in Lemma 2.3.

**Corollary 2.4.** Let \( Lf \in L^2[0, b^*] \). Then \( B^*(f) = \lim_{t \to b^*}[f(t)/\psi(t)]. \)

**Proof.** Start with (2.25). This time the integral in (2.24) is finite by the Cauchy-Schwarz inequality. Proceed by the Dominated Convergence Theorem to (2.26), and from there to (2.28). This gives \( c = B^*(f) \). Now divide (2.26) by \( \psi(t) \), note Corollary 2.3 and let \( t \to b^* \). There follows \( c = \lim_{t \to b^*}[f(t)/\psi(t)] \), which completes the proof.

**Corollary 2.5.** If \( L \) is of limit-point type at \( b^* \) and \( f, Lf \in L^2[0, b^*] \), then \( \lim_{t \to b^*}[f(t)/\psi(t)] = 0. \)

**Proof.** Use Lemma 2.2 and Corollary 2.4.

**Corollary 2.6.** If \( h \in L^2[0, b^*] \), then \( \lim_{t \to b^*}[(\mathcal{G}h)(t)/\psi(t)] = 0. \)

**Proof.** This follows from (2.20) and Corollary 2.4.

We will need to consider limits of quotients \( f(t)/\varphi(t, \lambda) \) for \( \lambda < 0 \).

**Lemma 2.4.** Let \( f \) satisfy \( \lim_{t \to 0^+}[f(t)/\psi(t)] = 0. \) Then for \( \lambda < 0 \) and \( |\lambda| \) sufficiently large, \( \lim_{t \to 0^+}[f(t)/\varphi(t, \lambda)] = 0. \)

**Proof.** Put \( \varphi_\lambda(t) = \varphi(t, \lambda) \). By Green's identity,
\[ (\lambda-\mu)\int_0^x \varphi_\mu \varphi_\lambda \, dt = \int_0^x (\varphi_\mu L\varphi_\lambda - \varphi_\lambda L\varphi_\mu) \, dt 
= [\varphi_\lambda \varphi_\mu]_0^x - P(\varphi_\lambda \varphi_\mu - \varphi_\mu \varphi_\lambda)_0^x 
= P(x)\varphi_\lambda^2(x)(\varphi_\mu/\varphi_\lambda)'(x). \]
We have already noted that $\varphi(x(t))$ and $\psi(t, \lambda)$ are positive for $\lambda < 0$. Thus if $\mu < \lambda < 0$, $(\varphi_\mu/\varphi_\lambda)(x(t)) > 0$, so $(\varphi_\lambda/\varphi_\mu)$ is decreasing. Since $(\varphi_\lambda/\varphi_\mu)(0) = 1$, we have $\varphi(x(x)) < \varphi_\mu(x)$, $x > 0$. Hence $\varphi(x)$ is decreasing as a function of $\lambda$ in the range $\lambda < 0$. Consequently,

$$\int_0^x \varphi(x) \psi dt > \int_0^x \varphi_\mu \psi dt, \quad \lambda < 0. \quad (2.29)$$

Another application of Green's identity gives

$$-\lambda \int_0^x \varphi(x) \psi dt = -\int_0^x \psi L \varphi dt$$

$$= \left[ \psi \varphi \right]_0^x = P(x) \psi^2(x) (\varphi_\lambda/\psi)'(x) + 1.$$

Using (2.29), we have

$$P(x) \psi^2(x) (\varphi_\lambda/\psi)'(x) > -\lambda \int_0^x \varphi_\mu \psi dt,$$

and it follows that $(\varphi_\lambda/\psi)'(x) > 0$ for large enough $x$, $\lambda < 0$, and $|\lambda|$ sufficiently large. For such $\lambda$, $(\psi/\varphi_\lambda)(x)$ is eventually decreasing, therefore its limit at $b^*$ exists.

Writing

$$f(t)/\varphi_\lambda(t) = (f(t)/\psi(t))(\psi(t)/\varphi_\lambda(t)),$$

the assertion of the lemma follows readily.

The relevance of Lemma 2.4 is found in the identity

$$(L-\lambda)f = -\frac{1}{\varphi_\lambda} \frac{d}{dt} \left( P \varphi^2 \frac{d}{dt} \left( \frac{f}{\varphi_\lambda} \right) \right). \quad (2.30)$$

If $f$ satisfies the boundary conditions $f(0) = 0$ and $[f(t)/\psi(t)] \to 0$ as $t \to b^*$, then $(f/\varphi_\lambda)$ vanishes at $t = 0$ and $t = b^*$, for $\lambda < 0$ and $|\lambda|$ sufficiently large, by the lemma. Two applications of Rolle's Theorem in (2.30) show that each sign change of $f(t)$ in $(0, b^*)$ produces at least one sign change of $(L-\lambda)f(t)$ in $(0, b^*)$. (A sign change of $f$ at $x_0$ means that $f(x_0) = 0$, that there is a $\delta > 0$ such that $f$ does not vanish in either $(x_0-\delta, x_0)$ or $(x_0, x_0 + \delta)$, and that $f(t)$ has opposite signs in the two half-intervals.) In Hille's terminology, the operator $L-\lambda$ is oscillation preserving with respect to the class of all $f$ such that $f(0) = 0$ and $(f/\varphi_\lambda) \to 0$, $t \to b^*$, for all $\lambda$ large and negative.

Recall that the eigenfunctions of (2.5) are positive multiples of $\psi(t, \lambda_k)$. We are assuming that each $\psi_k(t)$ has exactly $k$ sign changes in $(0, b^*)$, $k = 0, 1, 2, \ldots.$

**Lemma 2.5.** For each nonnegative integer $k$ there exists a constant $\gamma_k > 0$ such that

$$|\psi_k(t)/\psi_0(t)| > \gamma_k \quad (2.31)$$

for all $t$ sufficiently near $b^*$ (sufficiently large if $b^* = \infty$).

**Proof.** For each $k > 0$

$$\int_0^x y_0 y_k dt = \int_0^x (y_k L y_0 - y_0 L y_k) dt = \left[ y_0 y_k \right]_0^x$$

$$= P(x) y_0^2(x)(y_k/y_0)'(x). \quad (2.32)$$
Since \( y_k(x) \) has only \( k \) sign changes in \((0, b^*)\), it is ultimately of constant sign as \( x \) increases. If \( y_k(x) > 0 \) for all large \( x \) (near \( b^* \)) then the left side of (2.32) is eventually decreasing. It tends to 0 by orthogonality. Thus \((y_k/y_0)'(x) > 0\), so that \((y_k/y_0)\) is increasing (and positive) for all \( x \) near \( b^* \), whence (2.31). On the other hand, if \( y_k(x) < 0 \) for all \( x \) near \( b^* \) then the left side of (2.32) is eventually increasing to 0. That is, \((y_k/y_0)'(x) < 0\), so \((y_k/y_0)\) is decreasing for \( x \) near \( b^* \). Therefore \(|y_k/y_0|\) is increasing, implying that (2.31) holds in this case also.

3. Series expansions. Recall that all functions \( f \) considered are assumed to be of class \( C^\infty[0, b^*) \). Suppose \( L^k f \in L^2[0, b^*) \), \( k = 0, 1, 2, \ldots \). Define \( p_0(t) = \chi(t) \) and \( p_1(t) = \psi(t) \). Then (2.22) becomes

\[
f(t) = f(0)p_0(t) + B^*(f)p_1(t) + (\mathcal{S}L^k f)(t)
\]

in the limit-circle case, and

\[
f(t) = f(0)p_0(t) + (\mathcal{S}L^k f)(t)
\]

in the limit-point case (Lemma 2.2). Define \( p_{2k}(t) = (\mathcal{S}^k p_0)(t) \), \( k = 0, 1, 2, \ldots \), and if \( L \) is of limit-circle type at \( b^* \) let \( p_{2k+1}(t) = (\mathcal{S}^k p_1)(t) \), \( k = 0, 1, 2, \ldots \). Thus the sequence \( \{p_k\} \) satisfies

\[
LP_0 = LP_1 = 0, \quad LP_{k+2} = p_k, \quad p_{k+2} = \mathcal{S}p_k, \quad k = 0, 1, 2, \ldots
\]

By (2.20) and the definitions of \( p_0 \) and \( p_1 \),

\[
p_0(0) = 1, \quad p_1(0) = 0, \quad B^*(p_0) = 0, \quad B^*(p_1) = 1,
\]

\[
p_k(0) = B^*(p_k) = 0, \quad k = 2, 3, 4, \ldots
\]

The \( p_{2k+1} \) remains undefined in the limit-point case.

Replace \( f \) by \( Lf \) in (3.1) and (3.2), apply the operator \( \mathcal{S} \) to the resulting equations and substitute the expressions for \( \mathcal{S}L^k f \) back into (3.1) and (3.2). This gives

\[
f(t) = f(0)p_0(t) + B^*(f)p_1(t) + (L^2 f)(0)p_2(t) + B^*(L f)p_3(t) + (\mathcal{S}L^2 f)(t)
\]

or

\[
f(t) = f(0)p_0(t) + (L f)(0)p_2(t) + (\mathcal{S}L^2 f)(t),
\]

according as \( L \) is of limit-circle or limit-point type at \( b^* \). Continuing this procedure, we are led to the identities

\[
f(t) = \sum_{k=0}^{m-1} [(L^k f)(0)p_{2k}(t) + B^*(L^k f)p_{2k+1}(t)] + (\mathcal{S}L^m f)(t)
\]

or

\[
f(t) = \sum_{k=0}^{m-1} (L^k f)(0)p_{2k}(t) + (\mathcal{S}L^m f)(t),
\]

depending on which case prevails. To economize notation we adopt a convention which will combine (3.5) and (3.6). If the limit-point case holds at \( b^* \) we define \( p_{2k+1}(t) = 0 \) for \( k = 1, 2, 3, \ldots \). We already have \( B^*(L^k f) = 0 \), if \( L^k f \in L^2[0, b^*) \), by Lemma 2.2. With this interpretation, (3.6) is subsumed by (3.5).
Theorem 3.1. Let $L^k f \in L^2[0, b^*)$, $k = 0, 1, 2, \ldots$, and suppose
\[ \lim_{k \to \infty} \lambda_0^{-k} \|L^k f\|_2 = 0. \]
Then
\[ f(x) = \sum_{k=0}^{\infty} \left[ (L^k f)(0)p_{2k}(x) + B^*(L^k f)p_{2k+1}(x) \right], \tag{3.7} \]
with uniform convergence on compact subsets of $[0, b^*)$.

Proof. We apply the expansion $f = \sum_0^\infty (f, y_k)y_k$ to a typical remainder term
\( (\delta^m L^m f)(x) \) in (3.5). By selfadjointness, $(\delta^m L^m f, y_k) = \lambda_k^{-m}(L^m f, y_k)$, so we have
\[ (\delta^m L^m f)(x) = \sum_{k=0}^{\infty} \lambda_k^{-m}(L^m f, y_k)y_k(x), \]
with uniform convergence on compact subsets. Note that
\[ \lambda_k^{-1}y_k(x) = (\delta y_k)(x) = \int_0^{b^*} G(x, t)y_k(t) \, dt, \]
so the Cauchy-Schwarz inequality gives
\[ |(\delta^m L^m f)(x)| \leq \left( \int_0^{b^*} G^2(x, t) \, dt \right)^{\frac{1}{2}}. \]
Considering the definition of $G$, it follows that the sequence $\{\lambda_k^{-1}y_k(x)\}$ is uniformly bounded on compact subsets. Thus for any compact set $K \subseteq [0, b^*)$ there is a constant $M > 0$ such that
\[ |(\delta^m L^m f)(x)| \leq M \sum_{k=0}^{\infty} \lambda_k^{-m+1}|(L^m f, y_k)|, \quad x \in K, \]
when $m$ is large enough for the series to converge. By hypothesis, $\lambda_0^{-m}(L^m f, y_k) = \varepsilon_m$, where $\varepsilon_m \to 0$ as $m \to \infty$. Hence
\[ |(\delta^m L^m f)(x)| \leq \lambda_0 M \varepsilon_m \sum_{k=0}^{\infty} (\lambda_0/\lambda_k)^{m-1} \leq \lambda_0 M \varepsilon_m \sum_{k=0}^{\infty} (\lambda_0/\lambda_k)^2, \]
for $m = 3, 4, 5, \ldots$ and $x \in K$. Here we have used (2.7). Since the remainder tends to 0, (3.7) holds.

If $\lambda$ is complex, $|\lambda| < \lambda_0$, then the function $\chi(t, \lambda)$ satisfies the hypotheses of Theorem 3.1. In the limit-circle case the same is true of the function $\psi(t) = \psi(t, \lambda)$. For these functions (3.7) becomes
\[ \chi(t, \lambda) = \sum_{k=0}^{\infty} p_{2k}(t)\lambda^k, \quad \psi(t, \lambda) = \sum_{k=0}^{\infty} B^*(\psi) p_{2k+1}(t)\lambda^k. \tag{3.8} \]
We can view these as the power series expansions, in the variable $\lambda$, of $\chi(t, \lambda)$ and $\psi(t, \lambda)$. We have, for example, the property that $\{p_{2k}(t)\lambda^k\}$ and $\{p_{2k+1}(t)\lambda^k\}$ are uniformly bounded on compact sets. That is, given $\lambda$ complex, $|\lambda| < \lambda_0$, and a compact set $K \subseteq [0, b^*)$, there exists a constant $M > 0$, depending only on $K$ and $\lambda$, such that
\[ |p_{2k}(t)\lambda^k| < M, \quad |p_{2k+1}(t)\lambda^k| < M, \quad t \in K, \quad k = 0, 1, 2, \ldots \tag{3.9} \]
The latter inequality trivially holds in the limit-point case since then $p_{2k+1}(t) = 0$ for $k = 1, 2, 3, \ldots$.
Theorem 3.2. Let $f$ satisfy $L^k f \in L^2[0, b^*)$, $k = 0, 1, 2, \ldots$, and
\[
\sum_{k=0}^{\infty} |\lambda^{-k}| \left( |(L^k f)(0)| + |B^*(L^k f)| \right) < \infty \tag{3.10}
\]
for some $\lambda, |\lambda| < \lambda_0$. Then the series
\[
S(x) = \sum_{k=0}^{\infty} \left( (L^k f)(0)p_{2k}(x) + B^*(L^k f)p_{2k+1}(x) \right) \tag{3.11}
\]
converges absolutely and uniformly on compact subsets of $[0, b^*)$.

Proof. Express the terms in the series as
\[
(L^k f)(0)p_{2k}(x) = \{\lambda^{-k}(L^k f)(0)\} \{\lambda^k p_{2k}(x)\},
\]
and similarly for the term $B^*(L^k f)p_{2k+1}(x)$. Now use (3.9), (3.10) and the Weierstrass M-test.

The series $S(x)$ does not necessarily converge to $f(x)$. For instance, if $f$ is taken to be an eigenfunction $y_k(x)$, then $S(x) \equiv 0$.

Definition. The class $c(\lambda)$, $\lambda$ complex and $|\lambda| < \lambda_0$, consists of all functions $f$ such that $L^k f \in L^2[0, b^*)$, $k = 0, 1, 2, \ldots$, and such that (3.10) holds.

Theorem 3.3. Let $f \in c(\lambda)$. Then
\[
f(x) = \sum_{k=0}^{\infty} \left( (L^k f)(0)p_{2k}(x) + B^*(L^k f)p_{2k+1}(x) \right) + R(x), \tag{3.12}
\]
with absolute and uniform convergence on compact subsets of $[0, b^*)$, where $R$ satisfies $L^k R \in L^2[0, b^*)$, $(L^k R)(0) = 0$, and $B^*(L^k R) = 0$, $k = 0, 1, 2, \ldots$.

Proof. By identity (3.5) and Theorem 3.2, (3.12) holds with $R(x) = \lim_{m \to \infty} (S^m f)(x)$. Thus there remains only to establish the properties of $R(x)$. Let $S(x)$ be given by (3.11) so that $f(x) = S(x) + R(x)$.

The first step is to show that the series
\[
\sum_{k=m}^{\infty} \left( (L^k f)(0)p_{2k-2m}(x) + B^*(L^k f)p_{2k-2m+1}(x) \right)
\]
represents an $L^2[0, b^*)$ function. It converges for all $x$ by (3.9) and (3.10). Now the operator norm of $S$ is $\lambda_0^{-1}$ (see [5]); that is,
\[
\|Sf\|_2 < \lambda_0^{-1}\|f\|_2, \quad f \in L^2[0, b^*).
\]
Then $\|P_{2k}\|_2 = \|Q^{k}p_0\|_2 < \lambda_0^{-k}\|x\|_2$ and $\|P_{2k+1}\|_2 < \lambda_0^{-k}\|\psi\|_2$ in the limit-circle case. Thus by the triangle inequality
\[
\left\| \sum_{k=m}^{\infty} \left( (L^k f)(0)p_{2k-2m} + B^*(L^k f)p_{2k-2m+1} \right) \right\|_2
\]
\[< \lambda_0^{-m} \sum_{k=m}^{\infty} \lambda_0^{-k} \left\{ |(L^k f)(0)| \|x\|_2 + |B^*(L^k f)| \|\psi\|_2 \right\},
\]
and this is finite by (3.10). In the limit-point case, the terms involving $\psi$ are omitted. The case $m = 0$ shows $S \in L^2[0, b^*)$; thus $R \in L^2[0, b^*)$. 
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We now show that the operator $L$ can be applied termwise to $S(x)$. Let $n$ be a positive integer. Then

$$\left| \sum_{k=1}^{n} \left[ (L^k f)(0)G(x, t)p_{2k-2}(t) + B^*(L^k f)G(x, t)p_{2k-1}(t) \right] \right|$$

$$< \sum_{k=1}^{n} \left[ ((L^k f)(0)|G(x, t)p_{2k-2}(t) + |B^*(L^k f)|G(x, t)p_{2k-1}(t) \right]$$

$$< \sum_{k=1}^{\infty} \left[ ((L^k f)(0)|G(x, t)p_{2k-2}(t) + |B^*(L^k f)|G(x, t)p_{2k-1}(t) \right], \quad (3.13)$$

recalling $G(x, t) > 0$. The infinite series in (3.13) converges by (3.9) and (3.10). By the Monotone Convergence Theorem the infinite series in (3.13) can be integrated termwise with respect to $t$, resulting in

$$\sum_{k=1}^{\infty} \left[ ((L^k f)(0)|p_{2k}(x) + |B^*(L^k f)|p_{2k+1}(x) \right]$$

by (3.3). Thus the first finite series in (3.13) represents a function $S_n(t)$, suppressing for the moment the variable $x$, which is dominated for all $n$ by an $L^1[0, b^*)$ function, namely the last series in (3.13). By the Dominated Convergence Theorem the corresponding infinite series can be integrated termwise, so that we have

$$\mathcal{g} \left( \sum_{k=1}^{\infty} \left[ ((L^k f)(0)p_{2k-2}(x) + B^*(L^k f)p_{2k}(x) \right] \right)(x)$$

$$= \sum_{k=1}^{\infty} \left[ ((L^k f)(0)p_{2k}(x) + B^*(L^k f)p_{2k+1}(x) \right]$$

$$= S(x) - f(0)p_0(x) - B^*(f)p_1(x), \quad 0 < x < b^*.$$ 

Apply the operator $L$ to both sides of this equation, note (2.20) and (3.3), and obtain

$$(LS)(x) = \sum_{k=1}^{\infty} \left[ ((L^k f)(0)p_{2k-2}(x) + B^*(L^k f)p_{2k}(x) \right].$$

The argument for the higher iterates is much the same, as is the proof that $L^k S \in L^2[0, b^*)$. Thus we have

$$(L^m S)(x) = \sum_{k=m}^{\infty} \left[ ((L^k f)(0)p_{2k-2m}(x) + B^*(L^k f)p_{2k-2m+1}(x) \right] \quad (3.14)$$

and

$$\|L^m S\|_2 \leq \lambda_0^{-m} \sum_{k=m}^{\infty} \lambda_0^{-k} \left\{ \|(L^k f)(0)| \|x\|_2 + |B^*(L^k f)| \|\psi\|_2 \right\}.$$ 

The latter inequality shows $\lambda_0^{-m} \|L^m S\|_2 \to 0$ as $m \to \infty$. 
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Since $L^mR = L^m - L^mS$, then $L^mR \in L^2[0, b^*)$. Putting $x = 0$ in (3.14) and using (3.4) shows $(L^mR)(0) = 0$, $m = 0, 1, 2, \ldots$. There remains only to show $B^*(L^mR) = 0$.

It follows from the proof of Lemma 2.3 that $[xP_{2k}](b) > 0$ and $[xP_{2k+1}](b) > 0$ for $0 < b < b^*$. Moreover,

$$\frac{d}{dt}[xP_{2k}](t) = -x(t)p_{2k-2}(t) < 0,$$

and similarly for $p_{2k+1}$. Then,

$$0 < [xP_{2k}](b) < [xP_{2k}](0) = P(0)p_{2k}(0), \quad k = 1, 2, 3, \ldots \quad (3.15)$$

Also

$$P(0)p_{2k}(0) = \int_0^{b^*} \chi(\tau)(g^{k-1}\chi)(\tau) d\tau < \lambda_0^{-k+1}\|x\|^2,$$

and putting this together with (3.15) we find $0 < \lambda_0^k[xP_{2k}](b) < M$, where $M$ is some constant. A similar result holds in the limit-circle case for $p_{2k+1}$. Then for each integer $m$,

$$\left| \sum_{k=m}^\infty (L^k f)(0)[xP_{2k}](b) + B^*(L^k f)[xP_{2k+1}](b) \right| < M \sum_{k=m}^\infty \lambda_0^{-k} \{ |(L^k f)(0)| + |B^*(L^k f)| \},$$

and this tends to 0 as $m \to \infty$. Therefore the infinite series

$$\sum_{k=0}^\infty \left[ (L^k f)(0)[xP_{2k}](b) + B^*(L^k f)[xP_{2k+1}](b) \right]$$

(3.16)

converges uniformly in the variable $b$. The proof that it converges to $[xS](b)$ amounts to showing that the series for $S(x)$ can be differentiated termwise. From $p_{2k} = \delta p_{2k-2}$ we have

$$p_{2k}'(x) = \int_0^{b^*} \frac{\partial}{\partial x} G(x, t)p_{2k-2}(t) dt$$

and the Cauchy-Schwarz inequality yields

$$|p_{2k}'(x)| < M\|p_{2k-2}\|_2 < M\lambda_0^{-k+1}\|x\|_2,$$

(3.17)

where $x$ ranges over a compact set $K$ and $M$ depends only on $K$. In particular the sequence $\{\lambda_0^k p_{2k}'(x)\}$ is uniformly bounded on compact sets, and the same can be said for $\{\lambda_0^k p_{2k+1}'(x)\}$. Using (3.10) one can now easily show $S' = \sum_{k=0}^\infty (L^k f)(0)p_{2k}' + B^*(L^k f)p_{2k+1}'$. We conclude that (3.16) equals $[xS](b)$. By uniform convergence
of (3.16), we can let $b \to b^*$ and use (3.4) to get $B^*(R) = B^*(f) - B^*(S) = 0$. The proof for higher iterates $L^kR$ is the same. This completes the proof.

**Corollary 3.1.** Let $f \in c(\lambda)$ and let $S(x)$ be given by (3.11). Then
\[ \lim_{m \to \infty} \lambda^{-m}(L^mS)(x) = 0 \quad \text{and} \quad \lim_{m \to \infty} \lambda^{-m}(L^mS)'(x) = 0, \quad \text{uniformly on compact subsets of } [0, b^*]. \]

**Proof.** By (3.14) and the method of the preceding proof, we have for $j = 0, 1,$
\[ |\lambda^{-m}(L^mS)'(x)| = \left| \lambda^{-m} \sum_{k=m}^{\infty} \left[ (L^k f)(0)p_{2k-2m}(x) + B^*(L^k f)p_{2k-2m+1}(x) \right] \right| \]
\[ < \sum_{k=m}^{\infty} \left| \lambda^{-k} \left\{ |(L^k f)(0)| \right\} \right| + |B^*(L^k f)| \]
\[ < M \sum_{k=m}^{\infty} \left| \lambda^{-k} \right| |(L^k f)(0)| \]
where $M > 0$ is a constant. This expression tends to 0 as $m \to \infty$.

There will be occasion to apply the operators $L$ and $B^*$ termwise to certain eigenfunction series $\sum c_k y_k$. If $f \in L^2[0, b^*)$ it has a formal expansion $f \sim \sum_{k=0}^{\infty} f_k y_k$. Since $\mathcal{S} f \in L^2[0, b^*)$ and $(\mathcal{S} f)(0) = B^*(\mathcal{S} f) = 0$ we have $(\mathcal{S} f, y_k) = \lambda_k^{-1}((\mathcal{S} f, L y_k) = \lambda_k^{-1}(f, y_k)$. Therefore $(\mathcal{S} f)(x) = \sum_{k=0}^{\infty} \lambda_k^{-1}(f, y_k)y_k(x)$ with absolute and uniform convergence on compact subsets of $[0, b^*)$.

Let $f \in L^2[0, b^*)$ be such that the series $f_1(x) = \sum_{k=0}^{\infty} \lambda_k(f, y_k)y_k(x)$ converges absolutely and uniformly on compact sets. Then $f_1 \in L^2[0, b^*)$, $\mathcal{S} f_1 = f$, and $f(0) = B^*(f) = 0$. Moreover, $L f = L(\mathcal{S} f_1) = f_1$ by (2.20). These remarks establish the following.

**Lemma 3.1.** Let $f \in L^2[0, b^*)$ have an absolutely convergent representation $f(x) = \sum_{k=0}^{\infty} \lambda_k(f, y_k)y_k(x)$, uniformly on compact sets, and suppose that the series $\sum_{k=0}^{\infty} \lambda_k(f, y_k)y_k(x)$ converges absolutely and uniformly on compact sets. Then $f(0) = B^*(f) = 0$ and $(L f)(x) = \sum_{k=0}^{\infty} \lambda_k(f, y_k)y_k(x)$.

**Lemma 3.2.** Let $0 < \alpha < \lambda_0$ and let $\chi_0(t) = \chi(t, \alpha), \psi_0(t) = \psi(t, \lambda), w_0(t) = \chi_0(t) - \chi(t), \text{and } \sigma_0(t) = \psi_0(t) - B^*(\psi_0)\psi_0(t).$ Then the functions $[w_0(t)/y_0(t)]$ and, in the limit-circle case, $[\sigma_0(t)/y_0(t)]$ are bounded on $(0, b^*)$.

**Proof.** First observe that
\[ (p_0^*, y_0) = (\chi, y_0) = \int_0^{b^*} \chi y_0 \, dt = \lambda_0^{-1} \int_0^{b^*} \chi L y_0 \, dt \]
\[ = \lambda_0^{-1} \left[ \chi y_0 \left( \right) - \left[ \chi y_0 \left( \right) \right] \right] = \lambda_0^{-1} \left[ \chi y_0 \left( \right) \right] = \lambda_0^{-1} P(0) y_0(0). \]
Then for fixed \( t \),

\[
P(t)x_\lambda^3(t)(y_0/x_\lambda)'(t) = [x_\lambda y_0](t) = [x_\lambda y_0](0) + \int_0^t [y_0 L x_\lambda - x_\lambda L y_0] \, d\tau
\]

\[
= P(0)y_0'(0) + (\lambda - \lambda_0) \int_0^t x_\lambda y_0 \, d\tau
\]

\[
= P(0)y_0'(0) + (\lambda - \lambda_0) \int_0^t \left( \sum_{k=0}^{\infty} p_{2k} \lambda^k \right) y_0 \, d\tau
\]

\[
= P(0)y_0'(0) + (\lambda - \lambda_0) \sum_{k=0}^{\infty} \left( \int_0^t p_{2k} y_0 \, d\tau \right) \lambda^k
\]

\[
= P(0)y_0'(0) + (\lambda - \lambda_0) \sum_{k=0}^{\infty} (p_{2k}, y_0) \lambda^k
\]

\[
> P(0)y_0'(0) + (\lambda - \lambda_0) (p_0, y_0) \sum_{k=0}^{\infty} (\lambda/\lambda_0)^k
\]

\[
= P(0)y_0'(0) + (\lambda - \lambda_0)(p_0, y_0)(1 - \lambda_0^{-1})^{-1}
\]

\[
= P(0)y_0'(0) - \lambda_0(p_0, y_0) = 0.
\]

This implies \((y_0/x_\lambda)'(t) > 0\), and so \([x_\lambda(t)/y_0(t)]\) must be decreasing on \((0, b^*)\). Thus it has a limit as \( t \to b^* \), so the same must be true for \([x(t)/y_0(t)]\) since \(0 < x(t) < x_\lambda(t)\). Hence \([w_\lambda(t)/y_0(t)]\) is bounded on intervals \([\epsilon, b^*], \epsilon > 0\). By (3.8), \(w_\lambda(t) = \sum_{k=1}^{\infty} p_{2k}(t) \lambda^k\). It follows from (3.17) that this series can be differentiated termwise, and there results

\[
|w_\lambda'(0)| < M \lambda_0 \|x\|_2 \sum_{k=1}^{\infty} (\lambda/\lambda_0)^k.
\]

Since \(y_0'(0) \neq 0\), L'Hospital's rule implies that \([w_\lambda(t)/y_0(t)]\) is bounded in neighborhoods of \( t = 0 \). This completes the proof for \(w_\lambda(t)\).

Now suppose the limit-circle case holds. The eigenfunction expansions for the functions \(p_{2m+1}(t)\) are \(p_{2m+1}(t) = \sum_{k=0}^{\infty} \lambda_k^{-m}(p_{11}, y_k) y_k(t), \ m = 0, 1, 2, \ldots\). By (lc-1) the function \(p_3(t)\) is bounded on \((0, b^*)\), indeed

\[
|p_3(t)| < \sum_{k=0}^{\infty} |(p_{11}, y_k) \lambda_k^{-1} y_k(t)| < K_0 \|p_1\|_2 \sum_{k=0}^{\infty} (k + 1)^{-p}.
\]

If \(m > 2\), use (lc-1) again to find

\[
|\lambda_0^m p_{2m+1}(t)| < \lambda_0^m \sum_{k=0}^{\infty} |(p_{11}, y_k) (\lambda_0/\lambda_k)^{m-1} \lambda_k^{-1} y_k(t)|
\]

\[
< \lambda_0^m \|p_1\|_2 K_0 \sum_{k=0}^{\infty} (\lambda_0/\lambda_k)^{m-1}(k + 1)^{-p}.
\]

It follows that the sequence \(\{\lambda_0^m p_{2m+1}(t)\}_{t=1}^{\infty}\) is uniformly bounded on \([0, b^*], m = 1, 2, 3, \ldots\) (3.18)
By (3.8), $x_\lambda(t) = \sum_{k=1}^{\infty} B^* (\psi_\lambda) p_{2k+1}(t) \lambda^k$, and so (3.18) gives
$$|x_\lambda(t)| < K_1 B^* (\psi_\lambda) \sum_{k=1}^{\infty} (\lambda/\lambda_0)^m.$$ Therefore $x_\lambda(t)$ is bounded on $[0, b^*)$. By (lc-2), $[x_\lambda(t)/y_0(t)]$ is bounded on intervals $[e, b^*)$, $e > 0$. To finish the proof apply L'Hospital's rule, using a bound on $p'_{2k+1}(t)$ analogous to (3.17).

**Definition.** Let $N$ be a positive integer and let $0 < \lambda < \lambda_0$. The class $c(\lambda, N)$ is the subclass of $c(\lambda)$ consisting of all $f \in c(\lambda)$ for which there exist disjoint, open, finite subintervals $J_1, J_2, \ldots, J_N$ of $(0, b^*)$ and constants $m_1 > 0, m_2 > 0$ such that:

(i) for all large $m$, $(L^m f)(t)$ has exactly one sign change in each of $J_1, J_2, \ldots, J_N$;
(ii) for all large $m$, we have
$$\left| \frac{d}{dt} (\lambda^m (L^m f)(t)) \right| > m_1, \quad t \not\in J_1 \cup J_2 \cup \cdots \cup J_N;$$
(iii) for all large $m$, we have
$$\left| \frac{d}{dt} \lambda^m f(t) \right| > m_2, \quad t \in J_1 \cup J_2 \cup \cdots \cup J_N.$$ For $N = 0$ define $c(\lambda, 0)$ by dropping (i) and (iii) but requiring (ii) to hold everywhere in $(0, b^*)$.

We are now ready to prove the main result of this paper.

**Theorem 3.4.** Let $f \in c(\lambda)$, $0 < \lambda < \lambda_0$. Then a necessary and sufficient condition that $f \in c(\lambda, N)$ is that
$$f(t) = \sum_{k=0}^{\infty} [(L^k f)(0) p_{2k}(t) + B^* (L^k f) p_{2k+1}(t)] + \sum_{j=0}^{N} c_j y_j(t), \quad (3.19)$$
where $c_N \neq 0$.

**Remarks.** We are going to express, via Theorem 3.3, $f(x) = S(x) + R(x)$, $L^m f = L^m S + L^m R$, where $(L^m R)(0) = B^* (L^m R) = 0$, and then apply Hille’s method to the function $R$. But first we have to have precise information about the sign changes of $L^m R$. Conditions (ii) and (iii) will insure that the sign changes of $L^m f$ will correspond one-to-one with those of $L^m R$ in $J_1 \cup \cdots \cup J_N$. There may be other sign changes of $L^m f$ outside $J_1 \cup \cdots \cup J_N$, so that the total number of oscillations of $L^m f$ may exceed $N$. Note, however, that if $(L^m f)(0) = B^* (L^m f) = 0$ for all $m$, then (ii) implies that $L^m f$ does not have sign changes outside $J_1 \cup \cdots \cup J_N$. A direct generalization of Hille’s theorem would say that if $L^m f$ has $N$ sign changes in $(0, b^*)$ for all large $m$ then (3.19) holds with the same $N$. Hence that type of extension is impossible. As an example, take the function $x_\lambda(t, \lambda_1) = \varphi(t, \lambda_1) - [\varphi(b, \lambda_1)/\psi(b, \lambda_1)]\psi(t, \lambda_1), 0 < \lambda_1 < \lambda_0$, and assume the limit-circle case holds. Here $x_\lambda(b, \lambda_1) = 0$, and this is the only sign change of $L^m x_\lambda(t, \lambda_1) = \lambda^n x_\lambda(t, \lambda_1)$. By Theorem 3.1, $x_\lambda(t, \lambda_1)$ is represented by its infinite series expansion in (3.19), so the eigenfunction part vanishes identically.
Proof of the theorem. Let \( f \in c(\lambda, N), N > 0 \), and write via (3.12) \( f(x) = S(x) + R(x) \). Then \( \lambda^{-m}(L^mS)(x) = \lambda^{-m}(L^mR)(x) \) for \( j = 0, 1 \) and \( m = 0, 1, 2, \ldots \). By Corollary 3.1, \( \lambda^{-m}(L^mS)(x) \) tends to 0 uniformly on compact subsets of \([0, b^*]\). By condition (iii), \( |\lambda^{-m}(L^mR)(x)| > m_2/2 \) (say) for \( x \in J_1 \cup J_2 \cup \cdots \cup J_N \), and for all \( m \) sufficiently large. Then in \( J_1 \cup \cdots \cup J_N \), for such \( m \), \( L^mR \) is monotone, so it can have at most one sign change in each of \( J_1, \ldots, J_N \).

Rewrite the equation \( L^m f = L^m S + L^m R \) as

\[
\frac{(L^m f)(t) - (L^m f)(0)}{\lambda^m y_0(t)} = \frac{(L^m R)(t)}{\lambda^m y_0(t)} + \sum_{k=1}^{\infty} \left[ \frac{(L^{m+k} f)(0)}{\lambda^{m+k} y_0(t)} \frac{\lambda^{p_{2k}}(t)}{\lambda^{m+k}} + \frac{B^*(L^{m+k} f)}{\lambda^{m+k}} \frac{\lambda^{p_{2k+1}}(t)}{y_0(t)} \right].
\]

(3.20)

By Lemma 3.2 and the representations of \( \chi(t, \lambda) \) and \( \psi(t, \lambda) \) by (3.8), we have

\[
\frac{\lambda^{p_{2k}}(t)}{y_0(t)} < M, \quad \frac{\lambda^{p_{2k+1}}(t)}{y_0(t)} < M, \quad 0 < t < b^*, \quad k = 1, 2, 3, \ldots,
\]

where the constant \( M \) depends only on \( \lambda \). Then the infinite series in (3.20) is dominated by

\[
M \sum_{k=m+1}^{\infty} \lambda^{-k} \{|(L^m f)(0)| + |B^*(L^m f)|\},
\]

and this tends to 0 by (3.10). By (ii)

\[
\left| \frac{(L^m R)(t)}{\lambda^m y_0(t)} \right| > \frac{m_1}{2}, \quad t \notin J_1 \cup \cdots \cup J_N,
\]

for all \( m \) sufficiently large. Therefore \( L^m R \) can experience sign changes only in \( J_1 \cup \cdots \cup J_N \) if \( m \) is large enough.

Let \( J_1 = (\alpha_1, \beta_1) \). The terms \( \lambda^{-m}(L^m f)(0)\chi(t)[y_0(t)]^{-1} \) and \( \lambda^{-m}B^*(L^m f)\psi(t)[y_0(t)]^{-1} \) each tend to 0, \( m \to \infty \), at \( t = \alpha_1 \) and \( t = \beta_1 \). By (ii),

\[
\left| \frac{(L^m f)(t)}{\lambda^m y_0(t)} \right| > \frac{m_1}{2}, \quad m \text{ sufficiently large},
\]

at \( t = \alpha_1 \) and \( t = \beta_1 \). Noting that the infinite series in (3.20) also tends to 0 at \( t = \alpha_1 \) and \( t = \beta_1 \), we find

\[
\frac{(L^m f)(t) - L^m R(t)}{\lambda^m y_0(t)} \to 0, \quad m \to \infty, \quad t = \alpha_1 \quad \text{and} \quad t = \beta_1.
\]

Since \( (L^m f)(t) \) has precisely one sign change in \( J_1 \) the signs of \( (L^m f)(t) \) at \( \alpha_1 \) and \( \beta_1 \) have to be different. By the preceding estimates the same must be true of \( (L^m R)(t) \). The same argument holds for \( J_2, \ldots, J_N \). Consequently,

\[
\text{for } N > 0, \quad (L^m R)(t) \text{ has precisely one sign change in each of } J_1, \ldots, J_N \text{ and no other sign changes for } m \text{ sufficiently large. (3.21)}
\]
If $N = 0$, (ii) is required to hold for all $t$. Again one shows that the infinite series in (3.20) is small for large $m$. Thus $\lambda^{-m}(L^m R)(t)\{y_0(t)\}^{-1}$ is bounded away from 0, and we have

for $N = 0$ and $m$ sufficiently large,

\[(L^m R)(t)\) has no sign changes in $(0, b^*)\].

Now let $m_0$ be so large that (3.21) or (3.22) holds for $m > m_0$, and also sufficiently large that the conclusion of Lemma 2.4 holds with $\lambda = -\lambda_m, m > m_0$. That is, the operator $L + \lambda_m$ is oscillation-preserving with respect to the class of all $f$ such that $f(0) = B^*(f) = 0$. At this point we could invoke Hille’s theorem and conclude that $R$ is a finite sum of eigenfunctions. The argument is simple, however, and so we give the gist of it for completeness.

Introduce the function

\[\Phi_{m,k}(t) = \sum_{n=0}^{\infty} \left\{ \frac{4\lambda_m \lambda_n}{(\lambda_m + \lambda_n)^2} \right\}^k (R, y_n)y_n(t),\]

for nonnegative integers $m$ and $k$. The bracketed expression is at most 1, and since $(L^m R)(0) = B^*(L^m R) = 0$ for all $m$, we have

\[\|(R, y_n)\| = \|\lambda_n^{-p}(L^p R, y_n)\| < \lambda_n^{-p}\|L^p R\|_2 \quad \text{for } p = 0, 1, 2, \ldots .\]

By Lemma 3.1,

\[(L^p \Phi_{m,k})(t) = \sum_{n=0}^{\infty} \left\{ \frac{4\lambda_m \lambda_n}{(\lambda_m + \lambda_n)^2} \right\}^k \lambda_n^p(R, y_n)y_n(t),\]

and

\[(L^p \Phi_{m,k})(0) = B^*(L^p \Phi_{m,k}) = 0 \quad \text{for all } p, m, k.\]

Obviously, then,

\[((L + \lambda_m)^p \Phi_{m,k})(0) = B^*((L + \lambda_m)^p \Phi_{m,k}) = 0\]

for all $p, m, k$.

Let $V(f)$ denote the number of sign changes in $(0, b^*)$ of a given function $f$. Then by (3.23) and our remarks following (2.30), we have $V[((L + \lambda_m)^p \Phi_{m,k})] > V(\Phi_{m,k}), m > m_0$. Note that

\[((L + \lambda_m)^{2k} \Phi_{m,k})(t) = (4\lambda_m)^k \sum_{n=0}^{\infty} \lambda_n^k(R, y_n)y_n(t) = (4\lambda_m)^k(L^k R)(t).\]

By (3.21) and (3.22), $V[(L + \lambda_m)^{2k} \Phi_{m,k}] = N, k > m_0, m > m_0$ and so

\[V(\Phi_{m,k}) < N, \quad k > m_0, m > m_0.\]

We will show that (3.24) is not possible unless $R$ reduces to a finite sum of eigenfunctions.
If infinitely many coefficients \((R, y_n)\) do not vanish, we choose \(m\) so that 
\[ m > m_0, \quad m > N \quad \text{and} \quad (R, y_m) \neq 0. \]
With this \(m\), divide the series for \(\Phi_{mk}\) as follows,
\[
\Phi_{mk}(t) = \sum_{n \neq m} \left\{ \frac{4\lambda_m \lambda_n}{(\lambda_m + \lambda_n)^2} \right\}^k (R, y_n)y_n(t) + (R, y_m)y_m(t). \]
Let \(\delta_m = \max_{n \neq m} \{(4\lambda_m \lambda_n)/(\lambda_m + \lambda_n)^2\}\), so that
\[
|\Phi_{mk}(t) - (R, y_m)y_m(t)| < \sum_{n \neq m} \delta_m \|(R, y_n)y_n(t)\|. \]
Let \([\epsilon, b]\) be a compact subset of \((0, b*)\) containing all the sign changes of \(y_m(t)\). There is a constant \(T\) such that \(\sum_{n=0}^{\infty} |(R, y_n)y_n(t)| < T\) for all \(t \in [\epsilon, b]\). Thus on 
\([\epsilon, b]\),
\[
|\Phi_{mk}(t) - (R, y_m)y_m(t)| < T\delta_m^{k-1} \quad k > m_0, \quad m > m_0, \quad m > N. \]
Since \(\delta_m < 1, \delta_m^k \to 0\) as \(k \to \infty\). Pick \(k\) so large that each sign change of \(y_m(t)\) in 
\([\epsilon, b]\) is accompanied by a sign change of \(\Phi_{mk}(t)\). As \(V[y_m] = m > N\), we have 
contradicted (3.24). This proves that \((R, y_n) = 0\) for all \(n\) sufficiently large, that is
\[
\lambda_t = \sum_{n=0}^{N_t} c_n y_n(t), \quad N_t < \infty. \]
Since \(V[L^mR] = N, m\) large, it is easy to see that \(N_1 = N\). This completes the 
proof of sufficiency.

Let \(f \in c(\lambda)\) and suppose (3.19) holds. Then
\[
\lambda^{-m}(L^{mf})^{(i)}(t) = \lambda^{-m}(L^{mf})^{(i)}(t) + \sum_{j=0}^{N} c_j(\lambda_j/\lambda)^m y_j^{(i)}(t) \tag{3.25} \]
for \(i = 0, 1\) and \(m = 0, 1, 2, \ldots\). Choose finite, open, disjoint intervals 
\(J_1, J_2, \ldots, J_N\) and a constant \(m_3 > 0\) such that \(|y_N(t)| > m_3\) for \(t \in J_1\) 
\(\cup \cdots \cup J_N\), and such that \(y_N\) has exactly one sign change in each of \(J_1, J_2, J_N\).
The infinite series part of (3.25) tends uniformly to 0 on \(J_1 \cup \cdots \cup J_N, m \to \infty\), 
by Corollary 3.1. Since \(c_N \neq 0\) and \(0 < \lambda < \lambda_0 < \cdots < \lambda_N\), the term in the sum 
in (3.25) corresponding to \(j = N\) will become more dominant as \(m \to \infty\). Thus it is 
clear that (i) and (iii) hold for sufficiently large \(m\).

Now write
\[
\left| \frac{(L^{mf})(t) - (L^{mf})(0)X(t) - B^*(L^{mf})\psi(t)}{\lambda^m y_0(t)} \right| = \sum_{j=0}^{N} c_j(\lambda_j/\lambda)^m \left| \frac{y_j(t)}{y_0(t)} \right| \tag{3.26} \]
for \(\lambda > 0\) and \(m \to \infty\). Write the \(j\)-sum in (3.26) as
\[
(\lambda_N/\lambda)^m c_N(y_N/y_0) \sum_{j=0}^{N} (c_j/c_N)(\lambda_j/\lambda_N)^m (y_j/y_N). \]
By Lemma 2.5 \(|y_N/y_0|\) is increasing for all \(t\) sufficiently large. Arguing as in Lemma 2.5, one can also show that \(|y_j/y_N|\) is bounded for all \(t\) sufficiently near \(b^*\). Clearly \((y_j/y_0) \to (y_j'(0)/y_0'(0))\) as \(t \to 0\). Hence the \(j\)-sum is bounded away from 0 off of \(J_1 \cup \cdots \cup J_N\). This proves (ii).

For functions with positive iterates, the constraints imposed by the class \(c(\lambda, N)\) can be avoided.

**Theorem 3.5.** Let \(f\) satisfy \(L^k f \in L^2[0, b^*), k = 0, 1, 2, \ldots\) Then a necessary and sufficient condition that \((L^k f)(t) > 0, k = 0, 1, 2, \ldots, 0 < t < b^*,\) is that \((L^k f)(0) > 0, B^*(L^k f) > 0,\) for all \(k,\) and
\[
f(t) = \sum_{k=0}^{\infty} \left[ (L^k f)(0)p_{2k}(t) + B^*(L^k f)p_{2k+1}(t) \right] + c_0y_0(t), \tag{3.27}
\]
where \(c_0 > 0\).

**Proof.** For the sufficiency it is enough to note that the operator \(L\) can be applied termwise to (3.27). We omit the details of the argument.

By (2.23) all terms in (3.5) are nonnegative. We let \(m \to \infty\) to obtain
\[
f(t) = \sum_{k=0}^{\infty} \left[ (L^k f)(0)p_{2k}(t) + B^*(L^k f)p_{2k+1}(t) \right] + R(t).
\]
Using positivity and arguing as in Theorem 3.3 we can show that
\[
(L^m f)(t) = \sum_{k=0}^{\infty} \left[ (L^{m+k} f)(0)p_{2k}(t) + B^*(L^{m+k} f)p_{2k+1}(t) \right] + (L^m R)(t),
\]
where \(m = 0, 1, 2, \ldots\) In particular, using the one term involving \(p_1(t) = \psi(t)\) leads to
\[
0 < ((L^m R)(t))/\psi(t) < ((L^m f)(t))/\psi(t) - B^*(L^m f). \tag{3.28}
\]
Let \(t \to b^*\) and use Lemma 2.3 to find \(B^*(L^m R) = 0.\) Obviously \((L^m R)(0) = 0,\)
\(m = 0, 1, 2, \ldots.\)

Now pick up the argument of the preceding theorem at the definition of \(\Phi_{m,k}(t)\) and put \(N = 0.\) Unless \((R, y_n) = 0\) for \(n > 0,\) \((L^m R)(t)\) will have a sign change for all large \(m,\) at variance with (3.28).
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