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Abstract. Motivated by Wiener’s work on generalized harmonic analysis, we consider the Marcinkiewicz space \( \mathcal{V}^p(\mathbb{R}) \) of functions of bounded upper average \( p \)-power and the space \( \mathcal{V}(\mathbb{R}) \) of functions of bounded upper \( p \)-variation. By identifying functions whose difference has norm zero, we show that \( \mathcal{V}^p(\mathbb{R}) \), \( 1 < p < \infty \), is a Banach space. The proof depends on the result that each equivalence class in \( \mathcal{V}^p(\mathbb{R}) \) contains a representative in \( L^p(\mathbb{R}) \). This result, in turn, is based on Masani’s work on helixes in Banach spaces.

Wiener defined an integrated Fourier transformation and proved that this transformation is an isometry from the nonlinear subspace \( \mathcal{V}^2(\mathbb{R}) \) of \( \mathcal{V}^2(\mathbb{R}) \) consisting of functions of bounded average quadratic power, into the nonlinear subspace \( \mathcal{V}^2(\mathbb{R}) \) of \( \mathcal{V}^2(\mathbb{R}) \) consisting of functions of bounded quadratic variation. By using two generalized Tauberian theorems, we prove that Wiener’s transformation \( W \) is actually an isomorphism from \( \mathcal{V}^2(\mathbb{R}) \) onto \( \mathcal{V}^2(\mathbb{R}) \). We also show by counterexamples that \( W \) is not an isometry on the closed subspace generated by \( \mathcal{V}^p(\mathbb{R}) \).

1. Introduction. The purpose of this paper is to find out how Wiener’s generalized harmonic analysis [18] fits into the framework of contemporary functional analysis.

For a complex valued Borel measurable function \( f \) on \( \mathbb{R} \) such that \( \lim_{T \to \infty} (2T)^{-1} \int_{-T}^{T} |f(x)|^2 \, dx \) exists, Wiener [18] defined the integrated Fourier transformation \( g = W(f) \) of \( f \) as

\[
g(u) = \frac{1}{2\pi} \left( \int_{-\infty}^{-1} f(x) e^{-ix} \, dx + \int_{1}^{\infty} f(x) e^{-ix} \, dx \right) \cdot e^{\frac{1}{ix}} - \frac{1}{ix} \int_{-1}^{1} f(x) \, dx.
\]

We call \( W \) the Wiener transformation. By using a deep Tauberian theorem, he then proved that the mean square modulus of the above function \( f \) equals the quadratic variation of its transformation \( g \), i.e.

\[
\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |f(x)|^2 \, dx = \lim_{h \to 0^+} \frac{1}{2h} \int_{-\infty}^{\infty} |g(u + h) - g(u - h)|^2 \, du. \tag{1.1}
\]

Now, for all \( f \in L^2_{\text{loc}}(\mathbb{R}) \), let

\[
\|f\| = \|f\|_{\mathcal{V}^2} = \lim_{T \to \infty} \left( \frac{1}{2T} \int_{-T}^{T} |f(x)|^2 \, dx \right)^{1/2}. \tag{1.2}
\]
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and
\[ \mathfrak{M}^2(\mathbb{R}) = \{ f : f \in L^1_{\text{loc}}(\mathbb{R}), \| f \| < \infty \}. \]

Note that the set of functions \( \mathfrak{M}^2(\mathbb{R}) \) for which the limit on the left-hand side of (1.1) exists and is finite is a nonlinear subspace of the linear space \( \mathfrak{M}^2(\mathbb{R}) \).

Next, for all Borel measurable \( g \) on \( \mathbb{R} \), let
\[ \| g \| = \| g \|_{\mathfrak{V}} = \lim_{h \to 0^+} \left( \int_{-\infty}^{\infty} (g(u + h) - g(u - h))^2 \, du \right)^{1/2} \]  
(1.3)

and\[ \mathfrak{V}^2(\mathbb{R}) = \{ g : g \text{ is Borel measurable and } \| g \| < \infty \}. \]

Then the set of functions for which the limit on the right-hand side of (1.1) exists and is finite is a nonlinear subspace of the linear space \( \mathfrak{V}^2(\mathbb{R}) \).

Similarly, we can define the classes of functions \( \mathfrak{M}^p(\mathbb{R}) \) and \( \mathfrak{V}(\mathbb{R}) \). Both \( \mathfrak{M}^p(\mathbb{R}) \) and \( \mathfrak{V}(\mathbb{R}) \) are normed linear spaces when two functions in any one of the spaces whose differences have norm zero are identified. Marcinkiewicz [13] and independently Bohr and Følner [3] showed that \( \mathfrak{M}^p(\mathbb{R}) \) is complete, but the question of the completeness of \( \mathfrak{V}(\mathbb{R}) \) has been open.

In §3, we show that \( \mathfrak{V}(\mathbb{R}) \) is complete for \( 1 < p < \infty \). For this, we find that all usual methods of proving completeness (cf. e.g. [5], [12]) fail. We have to appeal to the theory of helixes in a Banach space \( X \), i.e. continuous functions \( x_0 \) on \( \mathbb{R} \) to \( X \) such that for all \( a, b, t \in \mathbb{R}, U_t(x_b - x_a) = x_{b+t} - x_{a+t}, \) where \( \{ U_t \}_{t \in \mathbb{R}} \) is a strongly continuous group of isometries [8], [14]. Using results from the theory of helixes, we are able to show that each equivalence class in \( \mathfrak{V}(\mathbb{R}), 1 < p < \infty, \) contains a function in \( L^p(\mathbb{R}) \). This enables us to get hold of a limit for any Cauchy sequence in \( \mathfrak{V}(\mathbb{R}), 1 < p < \infty. \)

The case \( p = 1 \) has been considered by Nelson recently [17]; he showed that \( \mathfrak{V}(\mathbb{R}) \) is isometric isomorphic to the space of countably additive, Borel measures on \( \mathbb{R} \) with finite variation. Hence \( \mathfrak{V}(\mathbb{R}) \) is also complete.

Equation (1.1) shows that the Wiener transformation \( W \) is an isometry on the nonlinear subspace \( \mathfrak{M}^2(\mathbb{R}) \) of \( \mathfrak{M}^2(\mathbb{R}) \). In §5, we show that \( W \) is an isomorphism from \( \mathfrak{M}^2(\mathbb{R}) \) onto \( \mathfrak{V}^2(\mathbb{R}) \) with
\[ \| W \| = \left( \int_0^\infty \hat{h}(x) \, dx \right)^{1/2} \quad \text{and} \quad \| W^{-1} \| = \left( \max_{x \geq 0} xh(x) \right)^{-1/2} \]  
(1.4)

where \( h(x) = (2\sin^2x)/\pi x^2, x > 0, \) and \( \hat{h}(x) = \sup_{x \geq 0} h(t), x > 0 \) (i.e., \( \hat{h} \) is the smallest decreasing function which dominates \( h \)). The proof depends on two special types of Tauberian theorems which we will develop in §4 (Theorems 4.5 and 4.6).

It follows from (1.4) that
\[ \| W \| = \left( \int_0^\infty \hat{h}(x) \, dx \right)^{1/2} > \left( \int_0^\infty \frac{2\sin^2x}{\pi x^2} \, dx \right)^{1/2} = 1 \]
and

$$||W^{-1}|| = \left( \max_{x > 0} \frac{2\sin^2 x}{\pi x} \right)^{-1/2} > 1.$$  

(Numerically, $||W|| \approx 1.05$ and $||W^{-1}|| \approx 1.49$.) In view of (1.1), it is natural to ask whether $W$ restricted on $\mathcal{Q}(\mathbb{R})$, the closed linear subspace generated by $\mathcal{Q}(\mathbb{R})$, is an isometry. We answer this question negatively and thereby disprove a conjecture by Masani [16].

Finally, we observe that the Wiener transformation $W$ is also a bounded linear operator from $\mathcal{D}'(\mathbb{R})$ into $\mathcal{D}'(\mathbb{R})$, $1 < p < 2$, $1/p + 1/p' = 1$.  
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2. The space $\mathcal{M}(\mathbb{R})$. Throughout, we assume that $f$ is a complex valued, Borel measurable function on $\mathbb{R}$. Let $w$ be a positive Borel measurable function. We will use $L^p(\mathbb{R}, w(x) \, dx)$ to denote the Banach space of functions $f$ such that

$$||f|| = \left( \int_{-\infty}^{\infty} |f(x)|^p w(x) \, dx \right)^{1/p} < \infty.$$  

Let $M^p(\mathbb{R})$, $1 < p < \infty$, denote the set of locally $p$-integrable functions $f$ such that

$$||f|| = \sup_{1 < T < \infty} \left( \frac{1}{2T} \int_{-T}^{T} |f(x)|^p \, dx \right)^{1/p} < \infty.$$  

Let $I^p(\mathbb{R})$ be the subspace of $f$ in $M^p(\mathbb{R})$ such that

$$\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |f(x)|^p \, dx = 0.$$  

Let $\mathcal{M}(\mathbb{R})$ be the Marcinkiewicz space defined as in the introduction and let $\mathcal{D}(\mathbb{R})$ be the set of $f$ in $\mathcal{M}(\mathbb{R})$ such that

$$\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |f(x)|^p \, dx$$

exists.

**Proposition 2.1.** Let $1 < p < \infty$ and let $a > 0$. Then

$$M^p(\mathbb{R}) \subsetneq L^p \left( \mathbb{R}, \frac{dx}{1 + |x|^{1+a}} \right).$$
Proof. For any \( T > 1 \),
\[
\int_{-T}^{T} \frac{|f(x)|^p}{1 + |x|^{1+a}} \, dx = \int_{-T}^{T} \frac{1}{1 + |x|^{1+a}} \, d\left( \int_{0}^{x} |f(y)|^p \, dy \right)
\]
\[
= \frac{1}{1 + T^{1+a}} \int_{-T}^{T} |f(y)|^p \, dy + (1 + a) \int_{0}^{T} \frac{x^a}{(1 + x^{1+a})^2} \left( \int_{-x}^{x} |f(y)|^p \, dy \right) \, dx
\]
\[
< \frac{2T}{1 + T^{1+a}} \frac{1}{2T} \int_{-T}^{T} |f(y)|^p \, dy + 2(1 + a) \int_{0}^{T} \frac{1}{1 + x^{1+a}} \left( \frac{1}{2x} \int_{-x}^{x} |f(y)|^p \, dy \right) \, dx.
\]
This implies
\[
\int_{-\infty}^{\infty} \frac{|f(x)|^p}{1 + |x|^{1+a}} \, dx < k(\|f\|_{M^p})^p
\]
where
\[
k = 2(1 + a) \int_{0}^{\infty} \frac{dx}{1 + x^{1+a}}.
\]
Hence
\[
M^p(\mathbb{R}) \subseteq L^p \left( \mathbb{R}, \frac{1}{1 + |x|^{1+a}} \right).
\]
The strict inclusion follows from the fact that \( f(x) = (\log x)^{1/p} \chi_{[1, \infty)}(x) \) is in \( L^p(\mathbb{R}, 1/(1 + |x|^{1+a})) \) but is not in \( M^p(\mathbb{R}) \). \( \square \)

Proposition 2.2. Let \( 1 < p < \infty \). Then
(i) \( M^p(\mathbb{R}) \) is a Banach space,
(ii) \( \Omega^p(\mathbb{R}) \) is isometric isomorphic to the quotient space \( M^p(\mathbb{R})/I^p(\mathbb{R}) \) under the natural identification.

Proof. We leave the simple proof of (i) to the reader. To prove (ii), we identify functions in \( \Omega^p(\mathbb{R}) \) whose differences have zero norm. We will still use \( f \) to denote the equivalence class of \( f \) in \( \Omega^p(\mathbb{R}) \). The map \( \tau: M^p(\mathbb{R}) \rightarrow \Omega^p(\mathbb{R}) \) with \( \tau(f) = f \) is clearly a contraction. It is also a surjection, for if \( f \) is in \( \Omega^p(\mathbb{R}) \), we let
\[
f'(x) = \begin{cases} 
 f(x), & |x| > 1, \\
 0, & |x| < 1.
\end{cases}
\]
Then \( f' \in M^p(\mathbb{R}) \) and \( \|f - f'\|_{M^p} = 0 \). Hence \( \tau(f') = f' = f \) in \( \Omega^p(\mathbb{R}) \). Also note that \( \tau^{-1}(0) = I^p(\mathbb{R}) \). This induces a bijection \( \bar{\tau}: M^p(\mathbb{R})/I^p(\mathbb{R}) \rightarrow \Omega^p(\mathbb{R}) \) and \( \|\bar{\tau}\| < 1 \). To show that \( \bar{\tau} \) is an isometry, we need only show that
\[
\inf_{g \in I^p(\mathbb{R})} \|f + g\|_{M^p} \leq \lim_{T \rightarrow \infty} \left( \frac{1}{2T} \int_{-T}^{T} |f(x)|^p \, dx \right)^{1/p}.
\]
But this follows directly from
\[
\sup_{1 < T} \left( \frac{1}{2T} \int_{-T}^{T} |f(x) - f_{\chi_{(0, a)}}(x)|^p \, dx \right) 
\leq \sup_{a < T} \left( \frac{1}{2T} \int_{-T}^{T} |f(x)|^p \, dx \right) \quad \forall \ a > 1. \quad \square
\]

In the following, we will give an example that $\mathcal{W}^p(\mathbb{R})$ is not a linear subspace in $\mathfrak{M}^p(\mathbb{R})$: Let $E_n = [(2n)! \to (2n + 1)!!]$, $n > 0$, and let $f = \chi_{\bigcup_{n} E_n}$,

\[
g(x) = \begin{cases} \chi_{\cup E_n}(x) - \frac{1}{2}, & x > 0, \\ 0, & x < 0, \end{cases} \quad \text{and} \quad h(x) = \begin{cases} \frac{1}{2}, & x > 0, \\ 0, & x < 0. \end{cases}
\]

It is clear that $f = g + h$,

\[
\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |g|^p \, dx = \lim_{T \to \infty} \frac{1}{2T} \int_{0}^{T} \left( \frac{1}{2} \right)^p \, dx = \left( \frac{1}{2} \right)^{p+1}
\]

and

\[
\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |h|^p \, dx = \left( \frac{1}{2} \right)^{p+1}.
\]

Hence $g, h \in \mathfrak{W}^p(\mathbb{R})$. Observe also that

\[
\lim_{n \to \infty} \frac{1}{2(2n)!} \int_{-2n}^{2n} |f|^p \, dx = \lim_{n \to \infty} \frac{1}{2(2n)!} \int_{0}^{(2n-1)!} |f|^p \, dx < \lim_{n \to \infty} \frac{(2n - 1)!}{2(2n)!} = 0
\]

and

\[
\lim_{n \to \infty} \frac{1}{2(2n + 1)!} \int_{-2n-1}^{2n+1} |f|^p \, dx = \lim_{n \to \infty} \frac{1}{2(2n + 1)!} \int_{0}^{(2n+1)!} |f|^p \, dx > \lim_{n \to \infty} \frac{(2n + 1)! - (2n)!}{2(2n + 1)!} = \frac{1}{2}.
\]

This shows that $f \notin \mathfrak{W}^p(\mathbb{R})$ and $\mathcal{W}^p(\mathbb{R})$ is not a linear subspace of $\mathfrak{M}^p(\mathbb{R})$.

We remark that in [9], we prove that for $1 < p < \infty$, each $f \in \mathfrak{W}^p(\mathbb{R})$ with $\|f\| = 1$ is an extreme point of the unit sphere $\mathcal{S}(\mathfrak{M}^p(\mathbb{R}))$. The set of such $f$, however, does not exhaust all extreme points of $\mathcal{S}(\mathfrak{M}^p(\mathbb{R}))$. For $p = 1$, $\mathcal{S}(\mathfrak{M}^1(\mathbb{R}))$ does not contain any extreme points. The nonlinear subspace $\mathcal{W}^p(\mathbb{R})$ has also been studied by Masani in [15] where he introduced vector graph theory and conditional Banach spaces. For other properties of $\mathfrak{M}^p(\mathbb{R})$ and its subspaces, the reader may refer to [1], [3] and [9].

3. The spaces $\mathfrak{W}^p(\mathbb{R})$ and their completeness. For each $h \in \mathbb{R}$, we define $\tau_h$ and $\Delta_h$ as

\[
(\tau_h f)(x) = f(x + h) \quad \text{and} \quad \Delta_h f = (\tau_h - 1)f
\]

where $x \in \mathbb{R}$ and $f$ is a Borel measurable function on $\mathbb{R}$. Let $\mathcal{W}^p(\mathbb{R})$ be defined as in the introduction; it follows directly from the definition that for $f \in \mathcal{W}^p(\mathbb{R})$,
\[
\|f\| = \lim_{h \to 0^+} \left( \frac{1}{2h} \int_{-\infty}^{\infty} \left| (\tau_h - \tau_{-h}) f(x) \right|^p \, dx \right)^{1/p}
= \lim_{h \to 0^+} \left( \frac{1}{h} \int_{-\infty}^{\infty} \left| (\tau_h - 1) f(x) \right|^p \, dx \right)^{1/p}.
\]

By identifying functions whose differences have zero norm, it is easy to prove that \((\mathcal{V}^p(\mathbb{R}), \| \cdot \|)\) is a normed linear space. In the following, we will show that each \(f \in \mathcal{V}^p(\mathbb{R}), 1 < p < \infty\), is equivalent to a \(g \in L^p(\mathbb{R})\), i.e., \(\|f - g\|_p = 0\). This fact will be useful in proving the completeness of \(\mathcal{V}^p(\mathbb{R}), 1 < p < \infty\) (Theorem 3.6) and the surjectivity of the Wiener transformation from \(\mathcal{M}^2(\mathbb{R})\) onto \(\mathcal{V}^2(\mathbb{R})\) (Theorem 5.2).

Let \(A\) be a subset in a Banach space \(X\); we will use \(\langle A \rangle\) to denote the closed linear subspace generated by \(A\). Let \(x(\cdot)\) be a continuous function on \(\mathbb{R}\) to \(X\); we call \(\mathcal{S}_x = \langle \{x_b - x_a : a, b \in \mathbb{R}\} \rangle\) the chordal subspace of the curve \(x(\cdot)\). The function \(x(\cdot)\) is a helix in \(X\) if there exists a strongly continuous group of isometries \(\{U_t\}_{t \in \mathbb{R}}\) on \(\mathcal{S}_x\) onto \(\mathcal{S}_x\) such that, for any \(t\) in \(\mathbb{R}\),

\[
U_t(x_b - x_a) = x_{b+t} - x_{a+t};
\]

\(\{U_t\}_{t \in \mathbb{R}}\) is called the shift group of the helix \(x(\cdot)\).

**Theorem 3.1 (Masani [14])**. Let \(x(\cdot)\) be a helix in \(X\) with shift group \(\{U_t\}_{t \in \mathbb{R}}\). Then

\[
\alpha_x = \int_0^\infty e^{-t}(x_0 - x_t) \, dt
\]

(Bochner integral) exists and is in \(\mathcal{S}_x\). Moreover,

\[
x_b - x_a = \left( U_b - U_a - \int_a^b U_t \, dt \right)(\alpha_x) \quad \forall a, b \in \mathbb{R}.
\]

We call \(\alpha_x\) the average vector of the helix \(x(\cdot)\).

**Lemma 3.2**. Let \(1 < p < \infty\) and let \(f \in \mathcal{V}^p(\mathbb{R})\). If \(x_t = \tau_t f - f\), then \(x(\cdot)\) is a helix in \(L^p(\mathbb{R})\) with shift group \(\{\tau_t\}_{t \in \mathbb{R}}\) and the average vector is given by

\[
\int_0^\infty e^{-t}(f - \tau_t f) \, dt \in \mathcal{S}_x \subseteq L^p(\mathbb{R}).
\]

**Proof**. Since \(f \in \mathcal{V}^p(\mathbb{R})\), \(x_t = (\tau_t - 1)f \in L^p(\mathbb{R})\) and

\[
\lim_{h \to 0^+} \int_{-\infty}^{\infty} |(\tau_{-h} - \tau_{t}) f(\lambda)|^p \, d\lambda = 0.
\]

It follows that for any \(t \in \mathbb{R}\),

\[
\lim_{h \to 0^+} \int_{-\infty}^{\infty} |x_{t+h}(\lambda) - x_t(\lambda)|^p \, d\lambda
= \lim_{h \to 0^+} \int_{-\infty}^{\infty} |(\tau_{t+h} - \tau_t) f(\lambda)|^p \, d\lambda
= \lim_{h \to 0^+} \int_{-\infty}^{\infty} |(\tau_{h} - 1) f(\lambda)|^p \, d\lambda = 0.
\]

Hence \( x_{(t)} : \mathbb{R} \to L^p(\mathbb{R}) \) is continuous. By definition, we can show that, for any \( a, b \) and \( \tau \in \mathbb{R} \), \( \tau (x_b - x_a) = x_{a+t} - x_{a+\tau} \). This implies that \( \{\tau_t\}_{t \in \mathbb{R}} \) is a strongly continuous group of isometries from \( \mathfrak{S}_x \) onto \( \mathfrak{S}_x \) and \( x_{(t)} \) is a helix in \( L^p(\mathbb{R}) \) with shift group \( \{\tau_t\}_{t \in \mathbb{R}} \). Finally, by Theorem 3.1, there is a \( g \in \mathfrak{S}_x \subseteq L^p(\mathbb{R}) \) such that

\[
g = \int_0^\infty e^{-i}(x_0 - x_t)\ dt = \int_0^\infty e^{-i}(f - \tau_t f)\ dt. \quad \square
\]

**Theorem 3.3.** Let \( f \in \mathcal{C}^p(\mathbb{R}) \), \( 1 < p < \infty \). Then there exists a \( g \in L^p(\mathbb{R}) \) such that \( \|f - g\|_p = 0 \).

**Proof.** Let \( g = \int_0^\infty e^{-i}(x_0 - x_t)\ dt \) be as in Lemma 3.2. For any \( h > 0 \), we have (Theorem 3.1)

\[
(t_h - t_{-h})(g - f) = \int_{-h}^h t_{t}g\ dt
\]

and ([8, p. 82])

\[
\left\| \int_{-h}^h t_{t}g\ dt \right\|_p < \int_{-h}^h \|t_{t}g\|_p\ dt < 2h\|g\|_p.
\]

Hence

\[
\|f - g\|_p = \lim_{h \to 0^+} \left( \frac{1}{2h} \right)^{1/p} \|(t_h - t_{-h})(g - f)\|_p = 0. \quad \square
\]

The theorem is not true for \( p = 1 \) as \( \mathcal{C}^1(\mathbb{R}) \) is isometric isomorphic to the space of countably additive Borel measures on \( \mathbb{R} \) with finite variation [17].

In the following, we will consider the completeness of \( \mathcal{C}^p(\mathbb{R}) \), \( 1 < p < \infty \). The case \( p = 1 \) follows directly from the above isometric characterization of \( \mathcal{C}^1(\mathbb{R}) \).

Let \( B(L^p(\mathbb{R})) \) denote the space of bounded linear operators on \( L^p(\mathbb{R}) \). For any \( a, b \) in \( \mathbb{R} \) with \( a < b \), we let

\[
I_{a, b} = \frac{1}{b - a} \int_a^b \tau_t\ dt,
\]

the integral being a Riemann integral in the strong operator topology in \( B(L^p(\mathbb{R})) \) ([8, pp. 62–67]). We note the following facts:

\[
\forall s \in \mathbb{R}, \quad \tau_s I_{a, b} = I_{a, b} \tau_s, \quad (3.1)
\]

\[
\forall f \in L^p(\mathbb{R}), \quad \lim_{h \to 0^+} I_{0, h}(f) = f \quad \text{in} \ L^p(\mathbb{R}), \quad (3.2)
\]

\[
\forall h > 0, \quad \|I_{0, h}\| < 1, \quad (3.3)
\]

\[
\forall a, b \in \mathbb{R}, \ a < b \quad \text{and} \quad \forall f \in L^p(\mathbb{R}), \quad I_{a, b}(f) \in \mathfrak{D}_A, \quad (3.4)
\]

where \( \mathfrak{D}_A \) is the domain of the infinitesimal generator \( A \) of the translation group \( \{\tau_h\}_{h \in \mathbb{R}} \) on \( L^p(\mathbb{R}) \) ([8, p. 307]). It is well known that \( A \) is the restriction of the differential operator on \( \mathfrak{D}_A \) and \( \mathfrak{D}_A = \{f \in L^p(\mathbb{R}) : f \) is absolutely continuous and \( f' \in L^p(\mathbb{R})\} \). Let \( g \in \mathfrak{D}_A \); then
\[ \lim_{h \to 0^+} \left( \frac{1}{2h} \int_{-\infty}^{\infty} |(\tau_h - \tau_{-h})g|^p \right)^{1/p} = \lim_{h \to 0^+} \left( \frac{1}{2h} (\tau_h - \tau_{-h})g \right)_p = 0 \cdot ||g||_p = 0. \]

Therefore, we have

**Proposition 3.4.** For \( 1 < p < \infty \), let \( f \in L^p(\mathbb{R}) \) be absolutely continuous and \( f' \in L^p(\mathbb{R}). \) Then \( ||f||_p = 0. \)

Let \( a < b \); then (3.4) and Proposition 3.4 imply that \( ||I_{a,b}(f)||_p = 0 \) for all \( f \in L^p(\mathbb{R}), 1 < p < \infty. \) From this, we immediately draw the following conclusion:

**Lemma 3.5.** Let \( 1 < p < \infty, f, f_1, \ldots, f_k \in L^p(\mathbb{R}) \) and let \( a_1, \ldots, a_k, b_1, \ldots, b_k \in \mathbb{R} \) with \( a_n < b_n. \) Then

\[ \left\| f - \sum_{n=1}^{k} I_{a_n,b_n}(f_n) \right\|_p = ||f||_p. \]

**Theorem 3.6.** For \( 1 < p < \infty, \) the normed linear space \( \mathcal{C}^p(\mathbb{R}) \) is complete.

**Proof.** For convenience, we let \( I_{a,b} = I_b. \) Let \( \{f_n\} \) be a Cauchy sequence in \( \mathcal{C}^p(\mathbb{R}); \) it suffices to show that \( \{f_n\} \) has a convergent subsequence. Without loss of generality, we assume that

\[ ||f_{n+1} - f_n||_p < 1/2^{n+1}. \]

Also, by Theorem 3.3, we may assume that \( f_n \in L^p(\mathbb{R}) \). For \( n > 1, \) select a decreasing sequence of positive numbers \( \{h_n\} \) in \((0, 1)\) such that \( \lim_{n \to \infty} h_n = 0 \) and for \( 0 < h < h_n, \)

\[ (1/2h)^{1/p} \left\| (\tau_h - \tau_{-h})(f_{n+1} - f_n) \right\|_p < 1/2^n. \] (3.5)

Define \( e_1 = 1 \) and \( e_n, n > 2 \) satisfying

\[ \{e_n\} \downarrow 0 \quad \text{as} \quad n \to \infty, \quad (3.6) \]

\[ \left\| (I_{e_n} - 1)f_i \right\|_p < (2h_n)^{1/p}/2^n, \quad (3.7) \]

\[ \left\| (I_{e_n} - 1)(f_m - f_l) \right\|_p < (2h_n)^{1/p}/2^n, \quad m = n, n-1 \quad \text{and} \quad l = 1, \ldots, m-1. \quad (3.8) \]

((3.7) and (3.8) follow from (3.2).) For any positive integers \( j < k, \)

\[ \left\| \sum_{n=j}^{k} (I_{e_{n+1}} - I_{e_n})f_n \right\|_p < \sum_{n=j}^{k} \left( \left\| (I_{e_{n+1}} - 1)(f_n - f_i) \right\|_p \right. \]

\[ + \left. \left\| (I_{e_n} - 1)(f_n - f_i) \right\|_p \right) + \left. \left\| (I_{e_{n+1}} - 1)f_i \right\|_p + \left( I_{e_n} - 1)f_i \right\|_p \right) < 1/2^j - 4 \quad \text{(by (3.7) and (3.8))}. \]
Therefore, the sequence
\[
\left\{ I_1(f_1) + \sum_{n=1}^{k} (I_{a+1} - I_a)(f_n) \right\}_{k=1}^{\infty}
\]
is Cauchy in $L^p(\mathbb{R})$ and converges to, say, $f \in L^p(\mathbb{R})$, i.e.,
\[
f = I_a(f_1) + \sum_{n=1}^{\infty} (I_{a+1} - I_a)f_n \quad \text{in } L^p(\mathbb{R}).
\] (3.9)
Note that for each $g \in L^p(\mathbb{R})$, by (3.2) and the telescoping of the terms,
\[
g = I_a(g) + \sum_{n=1}^{\infty} (I_{a+1} - I_a)g \quad \text{in } L^p(\mathbb{R}).
\] (3.10)
We will estimate the term $\|f - f_k\|_{L^p}$:
\[
\|f - f_k\|_{L^p} = \lim_{h \to 0^+} \left( \frac{1}{2h} \right)^{1/p} \| (\tau_h - \tau_{-h}) (f - f_k) \|_p \\
= \lim_{h \to 0^+} \left( \frac{1}{2h} \right)^{1/p} \left\{ \| (\tau_h - \tau_{-h}) \left( I_1(f_1 - f_k) + \sum_{n=1}^{\infty} (I_{a+1} - I_a)(f_n - f_k) \right) \|_p \right. \\
\left. \quad \text{(by (3.9), (3.10))} \right.
\]
\[
= \lim_{h \to 0^+} \left( \frac{1}{2h} \right)^{1/p} \left\{ \| (\tau_h - \tau_{-h}) \sum_{n=1}^{\infty} (I_{a+1} - I_a)(f_n - f_k) \|_p \right. \\
\left. \quad \text{(by Lemma 3.5)} \right.
\]
For abbreviation, for any positive integers $r < l$ and $h > 0$, let
\[
A_{h,r,l} = \left( \frac{1}{2h} \right)^{1/p} \left\{ \| (\tau_h - \tau_{-h}) \sum_{n=r+1}^{l} (I_{a+1} - I_a)(f_n - f_k) \|_p \right. \\
\left. \right.
\]
Fix $h \in (0, h_0)$ and let $q > k$ be the unique integer such that $h_q < h < h_{q-1}$. For $l > q$, we have $A_{h,k,l} < A_{h,k,q} + A_{h,q,l}$. Observe that
\[
A_{h,k,q} = \left( \frac{1}{2h} \right)^{1/p} \left\{ \| (\tau_h - \tau_{-h}) \sum_{n=1}^{q} (I_{a+1} - I_a) \sum_{j=k+1}^{n} (f_j - f_{j-1}) \|_p \right. \\
\]
\[
= \left( \frac{1}{2h} \right)^{1/p} \left\{ \| (\tau_h - \tau_{-h}) \sum_{j=k+1}^{q} (I_{a+1} - I_a)(f_j - f_{j-1}) \|_p \right. \\
\left. \quad \text{(changing order of summation and adding up telescoping terms)} \right.
\]
\[
< \left( \frac{1}{2h} \right)^{1/p} \sum_{j=k+1}^{q} \| (I_{a+1} - I_a)(\tau_h - \tau_{-h})(f_j - f_{j-1}) \|_p \\
< 2 \left( \frac{1}{2h} \right)^{1/p} \sum_{j=k+1}^{q} \| (\tau_h - \tau_{-h})(f_j - f_{j-1}) \|_p \quad \text{(by (3.3))} \\
< 1/2^{k-2} \quad \text{(by (3.5))}
\]
We have shown that for any integer $k$, for any $A \in (0, A_0)$, and for large integer $I$ (i.e., $I > q$ as defined previously), $A_{h,k,I} < 1/2^{k-3}$. This implies that
\[ |f - f_k|_q < 1/2^{k-3} \]
and hence $\{f_k\}$ converges to $f$ in $C^p(R)$. □

We conclude this section by considering a related space, $C^p(C) = [0, 2\pi]$, which consists of those Borel measurable functions on $R$ with period $2\pi$ and
\[ \|f\| = \lim_{h \to 0^+} \left( \frac{1}{h} \int_0^{2\pi} |\Delta_h f|^p \right)^{1/p} < \infty. \]

By identifying functions whose differences have zero norm, it is easy to show that $C^p(C)$ is a normed linear space. If we consider functions on $C$ as $2\pi$-periodic functions on $R$, we can prove the following (compare this to Theorem 3.3):

**Theorem 3.7.** For $1 < p < \infty$, $C^p(C) \subset L^p(C)$.

**Remark.** In [6], Hardy and Littlewood proved that $C^p(C) \cap L^1(C) \subset L^p(C)$, $1 < p < \infty$.

The proof depends on two results due to Carroll [4] and Boas [2]: Let $\Delta L^p(C)$ denote the set of functions $f$ (not necessarily measurable) on $C$ such that $\Delta_h f = (\tau_h - 1)f$ is in $L^p(C)$. Carroll proved that if $f \in \Delta L^p(C)$, $1 < p < \infty$, then $f$ admits a decomposition $f = g + H + S$ where $g \in L^p(C)$,
\[ H(h) = \int_0^{2\pi} \Delta_h f(x) \, dx, \]
which is additive on $C$, and $\Delta_h S(x) = 0$ for almost all $x$. Moreover, Boas proved that if the above $S$ is measurable, then $S$ is constant a.e.

**Proof of Theorem 3.7.** Let $f \in C^p(C)$. Then $\Delta_h f \in L^p(C)$. Let $g$, $H$ and $S$ be defined as above. Since $f$ is measurable and $\Delta_h f$ is integrable on $C$, Tonelli's theorem applied to $(\Delta_h f)^+$ and $(\Delta_h f)^-$ shows that $H$ is measurable. In addition, the expression for $H$ shows that $H$ is additive and periodic on $R$, so that it is identically zero. This implies that $S$ is measurable and hence $S$ is a constant a.e. Therefore $f = g + C$ a.e. and $f \in L^p(R)$. □

By using Theorem 3.7 and the same argument as in Theorem 3.6, we obtain

**Theorem 3.8.** For $1 < p < \infty$, $C^p(C)$ is a Banach space.
4. Tauberian theorems. In proving the identity (1.1), Wiener introduced a fairly general form of Tauberian theorem which applies to functions in $\mathcal{M}^2(\mathbb{R})$. In this section, we will consider two similar types of theorems which apply to functions in $\mathcal{M}(\mathbb{R})$.

Let $g$ be a function of bounded variation on $[a, b]$. For all $x \in (a, b]$, let $\mu_g(a, x] = g(x +) - g(a +)$. Then it is well known that $\mu_g$ has a unique countably additive, regular extension to the $\sigma$-algebra of Borel subsets of $[a, b]$. The following integration by parts holds.

**Lemma 4.1.** Let $f, g$ be measurable functions on $[a, b]$ such that $f$ is integrable and $g$ is of bounded variation. Then

$$\int_a^b f(x)g(x) \, dx = \left( \int_a^b f(x) \, dx \right)g(b) - \int_a^b \left( \int_a^x f(t) \, dt \right) d\mu_g(x).$$

**Proof.** The result follows by applying the Fubini theorem to the right-hand side of the identity

$$\int_a^b f(x)g(x) \, dx = \int_a^b f(x) \left( \int_a^x d\mu_g(t) + g(a +) \right) \, dx. \quad \Box$$

Let $S^+$ denote the set of positive Borel measurable functions on $[0, \infty]$ such that

$$\sup_{1 < T} \frac{1}{T} \int_0^T f(x) \, dx < 1.$$ 

For any $T, \alpha > 0$ and for any $f \in S^+$, the substitution $x = t/T$ shows that

$$\int_0^\alpha f(Tx) \, dx = \alpha \left( \frac{1}{\alpha T} \int_0^{\alpha T} f(t) \, dt \right) \leq \alpha.$$

**Proposition 4.2.** Let $h$ be a positive decreasing integrable function on $[0, \infty)$. Then

(i) $\int_0^\infty f(Tx)h(x) \, dx < \int_0^\infty h(x) \, dx$ for all $f \in S^+, T > 1$,

(ii) $\lim_{\alpha \to \infty} \int_0^\alpha f(Tx)h(x) \, dx = 0$ uniformly for all $f \in S^+, T > 1$.

**Proof.** (i) Note that because $h$ is a decreasing function, the corresponding measure $\mu_h$ is negative. Hence for any $\beta > 0, f \in S^+$,

$$\int_0^\beta f(Tx)h(x) \, dx = \left( \int_0^\beta f(Tx) \, dx \right)h(\beta) - \int_0^\beta \left( \int_0^x f(Tt) \, dt \right) \, d\mu_h(x)$$

$$< \beta h(\beta) - \int_0^\beta x \, d\mu_h = \int_0^\beta h(x) \, dx.$$

Letting $\beta \to \infty$, we obtain (i). To prove (ii), we observe that by (i), for each $f \in S^+, T > 0, \int_0^\infty f(Tx)h(x) \, dx < \infty$; hence

$$\lim_{\alpha \to \infty} \int_0^\alpha f(Tx)h(x) \, dx = 0.$$

In order to obtain the uniform convergence for $f \in S^+$ and $T > 1$, we let

$$h_\alpha(x) = \begin{cases} h(\alpha), & \text{if } x < \alpha, \\
 h(x), & \text{if } x > \alpha. \end{cases}$$
By applying (i) to \( h_a \), we have for \( f \in S^+, T > 1, \)
\[
\int_a^\infty f(Tx)h(x) \, dx < \int_0^\infty f(Tx)h_a(x) \, dx
\]
\[
< \int_0^\infty h_a(x) \, dx = ah(a) + \int_a^\infty h(x) \, dx.
\]
Note that because \( h \) is decreasing,
\[
\frac{\alpha}{2} h(\alpha) < \int_{\alpha/2}^\alpha h(x) \, dx \to 0 \quad \text{as } \alpha \to \infty.
\]
Also,
\[
\int_a^\infty h(x) \, dx \to 0 \quad \text{as } \alpha \to \infty.
\]
This implies that
\[
\lim_{\alpha \to \infty} \int_a^\infty f(Tx)h(x) \, dx = 0 \quad \text{uniformly for all } f \in S^+, T > 1. \quad \square
\]

**Lemma 4.3.** Let \( h \) be a positive continuous function on \([0, \infty)\) and let \( \tilde{h}(x) = \sup_{t \geq x} h(t) \). Suppose that \( \tilde{h} \in L^1[0, \infty) \) and suppose there exist disjoint intervals \((a_i, b_i), i = 1, \ldots, k, \) in \([0, \infty)\) such that for each \( x \in (a_i, b_i), h(x) < h(b_i). \) Let
\[
\eta = \sum_{i=1}^k \left( h(b_i)(b_i - a_i) - \int_{a_i}^{b_i} h(x) \, dx \right).
\]
Then
\[
\sup_{f \in S^+} \left( \lim_{T \to \infty} \int_0^\infty f(Tx)h(x) \, dx \right) \geq \int_0^\infty h(x) \, dx + \eta.
\]
**Proof.** It suffices to show that for any \( 0 < \epsilon < \eta \), there exists an \( f \in S^+ \) such that
\[
\lim_{T \to \infty} \int_0^\infty f(Tx)h(x) \, dx \geq \int_0^\infty h(x) \, dx + (\eta - \epsilon). \tag{4.1}
\]
We will consider the case \( k = 1 \) only. The case \( k > 1 \) follows from the same idea of proof. We write \( a_1 = a \) and \( b_1 = b \) and without loss of generality assume that \( a > 0. \) Otherwise, let \( \{a_n\} \searrow 0 \) and let
\[
\eta_n = h(b)(b - a_n) - \int_{a_n}^b h(x) \, dx;
\]
then \( \{\eta_n\} \to \eta. \) We can prove (4.1) for \( (\tilde{a}_n, b) \) and \( \eta_n. \)
Since \( h \) is continuous, for \( \epsilon > 0, \) we can find \( 0 < \epsilon_1, 0 < \delta < \epsilon/8 \) such that
\[
|x - b| < \delta \text{ implies that } |h(x) - h(b)| < \epsilon_1 \text{ and}
\]
\[
\eta - \epsilon \frac{\epsilon}{2} < (h(b) - \epsilon_1)(b + \delta - a) - \int_a^{b+\delta} h(x) \, dx. \tag{4.2}
\]
Since \( \tilde{h} \) is decreasing and integrable, Proposition 4.2(ii) implies that there exists an \( \alpha > b + \delta \) such that
\[
\int_{a}^{\infty} p(Tx) h(x) \, dx < \int_{a}^{\infty} p(Tx) \tilde{h}(x) \, dx < \delta \quad \forall p \in S^+, \, T > 1.
\]
In particular,
\[
\int_{a}^{\infty} h(x) \, dx < \delta.
\]

Let \( \{\delta_n\} \) be a sequence of positive numbers such that \( \sum_{n=1}^{\infty} \delta_n < \delta \) and let \( M \) be the upper bound of \( h \). Let \( T_1 > 1 \) and let
\[
f_1(x) = \begin{cases} 1, & 0 < x < aT_1, \\ 0, & aT_1 \leq x. \end{cases}
\]
Suppose we have chosen \( T_{n-1}, f_{n-1} \). Select \( T_n \) such that
\[
T_n > \max \left\{ \frac{\alpha}{a} T_{n-1}, \frac{aM}{\delta_n} T_{n-1} \right\}
\]
and define
\[
f_n(x) = \begin{cases} 0, & 0 < x < aT_{n-1}, \\ 1, & aT_{n-1} \leq x < aT_n, \\ 0, & aT_n \leq x < bT_n, \\ \frac{b + \delta - a}{\delta}, & bT_n \leq x < (b + \delta)T_n, \\ 1, & (b + \delta)T_n \leq x < aT_n, \\ 0, & aT_n \leq x. \end{cases}
\]
Note that the functions \( \{f_n\} \) have disjoint supports. Let \( f = \sum_{n=1}^{\infty} f_n \). It is easy to show that
\[
\frac{1}{T} \int_{0}^{T} f(x) \, dx = 1 \quad \text{for} \, T \in \left[ 1, \infty \right) \setminus \bigcup_{n=2}^{\infty} (aT_n, (b + \delta)T_n)
\]
and
\[
\frac{1}{T} \int_{0}^{T} f(x) \, dx < 1 \quad \text{for} \, T \in \bigcup_{n=2}^{\infty} (aT_n, (b + \delta)T_n).
\]
Hence \( f \in S^+ \). We will show that
\[
\lim_{n \to \infty} \int_{0}^{\infty} f(T_n x) h(x) \, dx \geq \int_{0}^{\infty} h(x) \, dx + (\eta - \epsilon).
\]
For $n > 1$,
\[
\left| \int_{0}^{\infty} f(T_n x) h(x) \, dx - \int_{0}^{a} f_n(T_n x) h(x) \, dx \right| \\
< \left| \int_{0}^{a} f(T_n x) h(x) \, dx - \int_{0}^{a} f_n(T_n x) h(x) \, dx \right| + \delta \\
< \sum_{i=1}^{n-1} \int_{0}^{a} f_i(T_n x) h(x) \, dx + \sum_{i=n+1}^{\infty} \int_{0}^{a} f_i(T_n x) h(x) \, dx + \delta \\
< \sum_{i=1}^{n-1} \frac{M}{T_n} \int_{0}^{a} f_i(x) \, dx + 0 + \delta \\
< \sum_{i=1}^{n-1} \frac{M}{T_n} \alpha T_i + \delta < \sum_{i=1}^{n-1} \delta_{i+1} + \delta < 2\delta
\]

and
\[
\int_{0}^{a} f_n(T_n x) h(x) \, dx \\
= \int_{aT_n^{-1}/T_n}^{a} h(x) \, dx + \int_{b}^{b+\delta} \frac{(b + \delta - a)}{\delta} h(x) \, dx + \int_{b+\delta}^{a} h(x) \, dx \\
> \int_{0}^{a} h(x) \, dx - M \frac{\delta}{M} + (b + \delta - a)(h(b) - \epsilon) + \int_{b+\delta}^{a} h(x) \, dx \\
> \int_{0}^{a} h(x) \, dx - \delta_n + \left( \eta - \frac{\epsilon}{2} \right) \quad \text{(by (4.2))} \\
> \int_{0}^{\infty} h(x) \, dx + \eta - \left( 2\delta + \frac{\epsilon}{2} \right).
\]

Combining the above two estimations we have, for $n > 1$,
\[
\int_{0}^{\infty} f(T_n x) h(x) \, dx > \int_{0}^{\infty} h(x) \, dx + (\eta - \epsilon). \quad \Box
\]

**Proposition 4.4.** Let $h$ be a positive continuous function on $[0, \infty)$. Let $\tilde{h}(x) = \sup_{x \geq t} h(x)$ and assume that $\tilde{h}$ is integrable. Then
\[
\sup_{f \in S^+} \left( \lim_{T \to \infty} \int_{0}^{\infty} f(T x) h(x) \, dx \right) = \int_{0}^{\infty} \tilde{h}(x) \, dx.
\]

**Proof.** Since $\tilde{h}$ is decreasing, by Proposition 4.2(i),
\[
\sup_{f \in S^+} \left( \lim_{T \to \infty} \int_{0}^{\infty} f(T x) h(x) \, dx \right) \leq \sup_{f \in S^+} \left( \lim_{T \to \infty} \int_{0}^{\infty} f(T x) \tilde{h}(x) \, dx \right) \\
< \int_{0}^{\infty} \tilde{h}(x) \, dx.
\]

We will prove the reverse inequality. That $\tilde{h}$ is integrable yields an $\alpha > 0$ such that $\int_{x}^{\infty} \tilde{h}(x) \, dx < \epsilon$. Since $\tilde{h}$ is continuous, so is $\tilde{h}$; hence the set \{ $x \in (0, \alpha)$: $\tilde{h}(x) > \tilde{h}(x)$\} is the union of a (finite or infinite) sequence of disjoint open intervals
{(a_1, b_1)} in (0, a). Let 1 < r < \infty be the number of such intervals. Note that \( \tilde{h} \) is constant on each \((a_1, b_1)\). It follows that

\[
\int_0^a h(x) \, dx = \int_0^a h(x) \, dx + \sum_{i=1}^r \left( h(b_i)(b_i - a_i) - \int_{a_i}^{b_i} h(x) \, dx \right).
\]

Lemma 4.3 implies that for any integer \( k \), \( 0 < k < r \),

\[
\sup_{f \in S^+} \left( \lim_{T \to \infty} \int_0^\infty f(Tx)h(x) \, dx \right) > \int_0^a h(x) \, dx + \sum_{i=1}^k \left( h(b_i)(b_i - a_i) - \int_{a_i}^{b_i} h(x) \, dx \right).
\]

Hence,

\[
\sup_{f \in S^+} \left( \lim_{T \to \infty} \int_0^\infty f(Tx)h(x) \, dx \right) > \int_0^a \tilde{h}(x) \, dx
\]

and the proof is completed by observing that \( \int_0^a \tilde{h}(x) \, dx < \varepsilon \). \( \square \)

Let \( \mathcal{N}^+ \) denote the class of positive Borel measurable functions \( f \) on \([0, \infty)\) such that \( \lim_{T \to \infty}(1/T)\int_0^T f(x) \, dx < \infty \). The following is the first main result of this section.

**Theorem 4.5.** Let \( h \) be a positive, continuous function on \([0, \infty)\). Assume that (i) \( \tilde{h}(x) = \sup_{T \to x} h(t) \) is integrable and \( C_1 = \int_0^\infty \tilde{h}(x) \, dx \), and (ii) \( f \in \mathcal{N}^+ \). Then

\[
\lim_{T \to \infty} \int_0^\infty f(Tx)h(x) \, dx < C_1 \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x) \, dx.
\]

Moreover, \( C_1 \) is the best estimation of the inequality for the class of functions \( f \) in \( \mathcal{N}^+ \).

**Proof.** For any function \( p \) which is integrable on \([0, \rho)\) and vanishes on \([\rho, \infty)\),

\[
\lim_{T \to \infty} \int_0^\infty p(Tx)h(x) \, dx = \lim_{T \to \infty} \frac{1}{T} \int_0^\rho p(t)h\left(\frac{t}{T}\right) \, dt
\]

\[
< \left( \lim_{T \to \infty} \frac{1}{T} \right) \left( M \int_0^\rho p(t) \, dt \right) = 0 \tag{4.3}
\]

where \( M = \sup_{t \geq 0} h(t) \). Let \( f_\rho = f_{[\rho,\infty)} \), \( \rho > 1 \). It follows from (4.3) that

\[
\lim_{T \to \infty} \int_0^\infty f(Tx)h(x) \, dx = \lim_{T \to \infty} \int_0^\infty f_\rho(Tx)h(x) \, dx. \tag{4.4}
\]

Applying Proposition 4.4 with \((\sup_{T \to \rho}(1/T)f_\rho)^{-1} f_\rho \in S^+\), we get

\[
\lim_{T \to \infty} \int_0^\infty f_\rho(Tx)h(x) \, dx < C_1 \sup_{T \to \rho} \frac{1}{T} \int_0^T f(x) \, dx, \quad \rho > 0.
\]

Hence by (4.4),

\[
\lim_{T \to \infty} \int_0^\infty f(Tx)h(x) \, dx < C_1 \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x) \, dx.
\]
To prove the last assertion, it suffices to show that for any $\varepsilon > 0$, there exists an $f_\varepsilon$ such that

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T f_\varepsilon(x) \, dx < 1 \quad \text{and} \quad \lim_{T \to \infty} \int_0^\infty f_\varepsilon(Tx) h(x) \, dx < (C_1 - \varepsilon).$$

But this inequality is obvious from Proposition 4.4. □

Our second main result in this section is:

**Theorem 4.6.** Let $h$ be a positive continuous function on $[0, \infty)$ such that $\tilde{h}(x) = \sup_{t \geq x} h(t)$ is integrable. Suppose (i) there is an $x_0$ which satisfies $x_0h(x_0) = \max_{x \geq 0} xh(x) = C_2$ and $h(x) \geq h(x_0)$ for all $x$ in $[0, x_0]$, (ii) $f \in \mathcal{R}^+$. Then

$$C_2 \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x) \, dx \leq \lim_{T \to \infty} \int_0^\infty f(Tx) h(x) \, dx.$$

Moreover, $C_2$ is the best estimation of the inequality for $f \in \mathcal{R}^+$.

**Proof.** Let $f$ be given as above; then

$$C_2 \frac{1}{T x_0} \int_0^{T x_0} f(x) \, dx = \frac{1}{T} \int_0^{T x_0} f(x) h(x_0) \, dx$$

$$< \frac{1}{T} \int_0^{T x_0} f(x) h \left( \frac{x}{T} \right) \, dx \quad \text{(since $h(y) > h(x_0) \forall y \in [0, x_0]$)}$$

$$= \int_0^{x_0} f(Tx) h(x) \, dx$$

$$< \int_0^\infty f(Tx) h(x) \, dx.$$

By taking limit supremum on both sides, the first part of the theorem follows.

To prove the second part, we will construct, for a given $0 < \varepsilon < 1$, a positive $f$ such that

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T f(x) \, dx = 1 \quad \text{and} \quad \lim_{T \to \infty} \int_0^\infty f(Tx) h(x) \, dx \leq C_2 + \varepsilon.$$

We will need the following statement, where the proof depends on the uniform continuity of $h$: for any $a > 0$,

$$\lim_{\delta \to 0^+} \frac{x_0 + \delta}{\delta} \int_{\beta x_0}^{\beta(x_0 + \delta)} h(x) \, dx = (\beta x_0)h(\beta x_0)$$

uniformly for $0 < \beta < x_0$. \hspace{1cm} (4.5)

For any $0 < \varepsilon < 1$, we choose $\alpha > x_0$ such that

$$\int_{\alpha}^T p(Tx) \tilde{h}(x) \, dx < \frac{\varepsilon}{\delta} \quad \forall \beta \in \mathcal{S}^+ \text{ and } T > 1 \hspace{1cm} (4.6)$$

(Proposition 4.2(ii)). Since $x_0h(x_0) = \max_{x \geq 0} xh(x)$, by (4.5), there exists $0 < \delta < \alpha - x_0$ which satisfies

$$\frac{x_0 + \delta}{\delta} \int_{\beta x_0}^{\beta(x_0 + \delta)} h(x) \, dx < x_0h(x_0) + \frac{\varepsilon}{4} \quad \forall 0 < \beta < \frac{\alpha}{x_0}. $$
Let $T_1 > 1$ and select $T_n > T_{n-1}$ so that

$$\frac{T_{n-1}}{T_n} < \frac{x_0}{\alpha}, \quad \frac{1}{T_n} \sum_{i=1}^{n-1} T_i < \frac{1}{n}$$

and

$$\sum_{i=1}^{n-1} \int_{x_0}^{x_0 T_i / T_n} h(x) \, dx < \frac{\delta}{x_0 + \delta} \frac{\varepsilon}{4}. \quad (4.7)$$

Let

$$f_n = \frac{x_0 + \delta}{\delta} x_{(x_0 + \delta)T_n} \quad \text{and} \quad f = \sum_{n=1}^{\infty} f_n.$$

Note that the functions $\{f_n\}$ have disjoint supports. For any $n$,

$$\frac{1}{(x_0 + \delta)T_n} \int_{x_0}^{(x_0 + \delta)T_n} f(x) \, dx$$

$$= \frac{1}{(x_0 + \delta)T_n} \left( (x_0 + \delta)T_n + \sum_{i=1}^{n-1} (x_0 + \delta)T_i \right)$$

$$= 1 + \frac{1}{T_n} \sum_{i=1}^{n-1} T_i < 1 + \frac{1}{n}.$$

Since $(1/T)\int_{0}^{T} f(x) \, dx$ has a local maximum at each $(x_0 + \delta)T_n$, we have

$$\sup_{1 < T} \frac{1}{T} \int_{0}^{T} f(x) \, dx < 2 \quad \text{and} \quad \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} f(x) \, dx = 1. \quad (4.8)$$

Now for any $T > 1$, there exists an $n$ such that $x_0T_n < \alpha T < x_0T_{n+1}$. Hence

$$0 < \frac{T_n}{T} < \frac{\alpha}{x_0}$$

and

$$\int_{0}^{\infty} f(Tx)h(x) \, dx < \int_{0}^{\alpha} f(Tx)h(x) \, dx + \frac{\varepsilon}{4} \quad \text{(by (4.6) and (4.8))}$$

$$= \sum_{i=1}^{n} \int_{0}^{\alpha} f_i(Tx)h(x) \, dx + \frac{\varepsilon}{4}$$

$$< \sum_{i=1}^{n} \int_{x_0T_i/T}^{(x_0 + \delta)T_i/T} x_0 + \frac{\delta}{\delta} h(x) \, dx + \frac{\varepsilon}{4}$$

$$< \frac{x_0 + \delta}{\delta} \int_{x_0T_n/T}^{(x_0 + \delta)T_n/T} h(x) \, dx + \frac{\varepsilon}{2} \quad \text{(by (4.7))}$$

$$< x_0h(x_0) + \varepsilon/4 + \varepsilon/2 \quad \text{(by (4.6))}$$

$$< C_2 + \varepsilon.$$

The proof is complete by taking the limit supremum on $T$. \(\Box\)

We remark that the function $h(x) = |\sin \frac{x}{\pi} x|$, $x > 0$, $1 < p < \infty$, satisfies the hypotheses in Theorems 4.5 and 4.6. We leave the simple verification to the reader. This function will be considered throughout the rest of the paper.
5. The Wiener transformation $W$

A. The isomorphic nature of $W$ on $\mathcal{R}^2(R)$.

Proposition 2.1 implies that $M^2(R) \subseteq L^2(R, dx/(1 + x^2))$; hence for $f \in M^2(R)$, the integral

$$\int_{-\infty}^{-1} \int_{1}^{\infty} \frac{|f(x)|^2}{x^2} \, dx$$

exists. This implies that

$$\int_{-\infty}^{-1} \int_{1}^{\infty} \frac{f(x)e^{-inx}}{-ix} \, dx$$

converges in mean square. In [18], Wiener defined the following transformation $W$: for $f \in M^2(R)$, let $W(f) = g$ where

$$g(u) = \frac{1}{2\pi} \left( \int_{-\infty}^{-1} \int_{1}^{\infty} f(x)e^{-inx} \, dx + \int_{1}^{\infty} f(x) \frac{e^{-inx} - 1}{-ix} \, dx \right).$$

We call $W$ the Wiener transformation. Now, for $h > 0$,

$$(\tau_h g - \tau_{-h} g)(u) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(x) \frac{e^{ixh} - e^{-ixh}}{ix} \, dx$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} f(x) \frac{2\sin(xh)}{x} \, e^{-inx} \, dx.$$

Thus $\tau_h g - \tau_{-h} g$ is the Fourier transformation of

$$\sqrt{\frac{2}{\pi}} f(x) \frac{\sin(hx)}{x}$$

and the Plancherel theorem implies

$$\frac{1}{2\pi} \int_{-\infty}^{\infty} |g(u + h) - g(u - h)|^2 \, du = \frac{1}{h} \int_{-\infty}^{\infty} |f(x)|^2 \frac{\sin^2hx}{\pi x^2} \, dx.$$

Hence

$$\| W(f) \|_{\mathcal{R}^2}^2 = \lim_{h \to 0^+} \frac{1}{h} \int_{-\infty}^{\infty} |f(x)|^2 \frac{\sin^2hx}{\pi x^2} \, dx$$

and

$$= \lim_{T \to \infty} \int_{-\infty}^{\infty} |f(Tx)|^2 \frac{\sin^2x}{\pi x^2} \, dx. \quad (5.1)$$

Letting $h(x) = (2\sin^2x)/\pi x^2$, $x > 0$, and $f(x) = \frac{1}{2}(|f(x)|^2 + |f(-x)|^2)$, $x > 0$, $f \in M^2(R)$, Theorem 4.5 and (5.1) imply that $W(f) \in \mathcal{V}^2(R)$ and $W(f) = 0$ for all $f \in L^2(R)$. Since $\mathcal{R}^2(R) = M^2(R)/L^2(R)$ (Proposition 2.2), $W$ induces a map from $\mathcal{R}^2(R)$ into $\mathcal{V}^2(R)$.

**Theorem 5.1 (Wiener [18]). Let $f \in \mathcal{W}^2(R) \subseteq \mathcal{R}^2(R)$. Then $\| W(f) \|_{\mathcal{V}^2} = \| f \|_{\mathcal{R}^2}$.**

Our main result is:
Theorem 5.2. The Wiener transformation $W$ defines an isomorphism from $\mathcal{M}^2(\mathbb{R})$ onto $\mathcal{V}^2(\mathbb{R})$ with
\[ \|W\| = \left( \int_0^\infty \hat{h}(x) \, dx \right)^{1/2} \quad \text{and} \quad \|W^{-1}\| = \left( \max_{x > 0} xh(x) \right)^{-1/2} \]
where $h(x) = (2\sin^2x)/\pi x^2$, $x > 0$, and $\hat{h}(x) = \sup_{x > 0} h(t)$.

Proof. It is easy to show that $h(x) = (2\sin^2x)/\pi x^2$, $x > 0$, satisfies the hypotheses in Theorems 4.5 and 4.6. By letting
\[ f'(x) = \frac{1}{2} (|f(x)|^2 + |f(-x)|^2), \quad x > 0, f \in \mathcal{M}^2(\mathbb{R}), \]
the same theorems yield
\[ C_2 \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^T |f(x)|^2 \, dx < \lim_{T \to \infty} \int_{-\infty}^\infty |f(Tx)|^2 h(x) \, dx \]
\[ < C_1 \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^T |f(x)|^2 \, dx, \quad f \in \mathcal{M}^2(\mathbb{R}), \]
where $C_1 = f_0^\infty \hat{h}(x) \, dx$ and $C_2 = \max_{x > 0} x^2 h(x)$. By (5.1), we have
\[ C_2 \|f\|_{\mathcal{M}^2}^2 < \|W(f)\|_{\mathcal{V}^2}^2 < C_1 \|f\|_{\mathcal{M}^2}^2, \quad f \in \mathcal{M}^2(\mathbb{R}). \]
Moreover, Theorems 4.5 and 4.6 imply that $C_1$ and $C_2$ are the best constants to estimate the above inequalities. Hence we conclude that $W$ is an isomorphism from $\mathcal{M}^2(\mathbb{R})$ into $\mathcal{V}^2(\mathbb{R})$ with
\[ \|W\| = C_1^{1/2} \quad \text{and} \quad \|W^{-1}\| = C_2^{-1/2}. \]

It remains to show that $W$ is a surjection. Let $g \in \mathcal{V}^2(\mathbb{R})$; by Theorem 3.3, we may assume that $g \in L^2(\mathbb{R})$. Let $\hat{g}$ be the (inverse) Fourier transformation of $g$, i.e.
\[ \hat{g}(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^\infty g(u) e^{ixu} \, du \]
and let $f(x) = -i\sqrt{2\pi} x \hat{g}(x)$, $x \in \mathbb{R}$. We claim that (i) $f \in \mathcal{M}^2(\mathbb{R})$ and (ii) $W(f) = g$ in $\mathcal{V}^2(\mathbb{R})$. To prove (i), note that
\[ \tau_h(g) - \tau_{-h}(g)'(x) = (e^{-ihx} - e^{ihx})\hat{g}(x) = -2i(\sin(hx))\hat{g}(x). \]
As $C_2 = \max_{x > 0} (2\sin^2x)/\pi x$, Theorem 4.6 applied to $f'(x) = \frac{1}{2} (|f(x)|^2 + |f(-x)|^2)$, $x > 0$, yields
\[ C_2 \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^T |f(x)|^2 \, dx < \lim_{T \to \infty} \int_{-\infty}^\infty |f(Tx)|^2 \frac{\sin^2h}{\pi x^2} \, dx \]
\[ = \lim_{h \to 0^+} \frac{1}{h} \int_{-\infty}^\infty |-i\sqrt{2\pi} x\hat{g}(x)|^2 \frac{\sin^2hx}{\pi x^2} \, dx \]
\[ = \lim_{h \to 0^+} \frac{1}{h} \int_{-\infty}^\infty 2|\hat{g}(x)|^2 \sin^2hx \, dx \]
\[ = \|g\|_{\mathcal{V}^2}^2 \quad \text{(by (5.2) and the Plancherel theorem)} \]
\[ < \infty. \]
Thus \( f \in \mathcal{B}^2(\mathbb{R}) \). To prove (ii), we observe that
\[
W(f)(u) = \frac{1}{2\pi} \left( \int_{-\infty}^{-1} + \int_{1}^{\infty} f(x) \frac{e^{-ixu} - 1}{-ix} \, dx + \int_{-1}^{1} f(x) \frac{e^{-ixu} - 1}{-ix} \, dx \right)
\]
\[
= \frac{1}{\sqrt{2\pi}} \left( \int_{-\infty}^{\infty} \hat{g}(x)e^{-ixu} \, dx - \int_{-1}^{1} \hat{g}(x) \, dx \right)
\]
\[
= g(u) + C \quad \text{a.e.}
\]
where \( C = -(1/2\pi) \int_{-1}^{1} \hat{g}(x) \, dx \). Since constant functions in \( \mathcal{B}^2(\mathbb{R}) \) are equivalent to zero, we have \( W(f) = g \) in \( \mathcal{B}^2(\mathbb{R}) \). \( \square \)

B. The nonisometric nature of \( W \) on \( \mathcal{B}^2(\mathbb{R}) \).

Let \( h(x) = (2\sin^2x)/\pi x^2, x > 0 \). It follows from Theorem 5.2 and elementary calculus that
\[
\|W\| = \left( \int_{0}^{\infty} \hat{h}(x) \, dx \right)^{1/2} > \left( \frac{2}{\pi} \int_{0}^{\infty} \frac{\sin^2x}{x^2} \, dx \right)^{1/2} = 1
\]
and
\[
\|W^{-1}\| = \left( \max_{x > 0} \frac{2\sin^2x}{\pi x} \right)^{-1/2} > 1.
\]
In view of the fact that \( W \) is an isometry on \( \mathcal{B}^2(\mathbb{R}) \) (Theorem 5.1), Masani [16] asked whether \( W \) is an isometry when it is restricted on \( \mathcal{B}^2(\mathbb{R}) \), the closed linear subspace generated by \( \mathcal{B}^2(\mathbb{R}) \).

Let \( \mathcal{B}^2(\mathbb{R}) \) be the subset of \( \mathcal{B}^2(\mathbb{R}) \) such that for \( g \in \mathcal{B}^2(\mathbb{R}) \),
\[
\lim_{\delta \to 0^+} \frac{1}{2\delta} \int_{-\infty}^{\infty} g(u + h) - g(u - h)^2 \, du
\]
exists. Theorems 5.1 and 5.2 imply that \( W \) is an isomorphism from \( \mathcal{B}^2(\mathbb{R}) \) onto \( \mathcal{B}^2(\mathbb{R}) \). In the following, we will give two examples \( l_1 \) and \( l_2 \in \mathcal{B}^2(\mathbb{R}) \) with \( \|l_1\| = \|l_2\| = 1 \) and \( \|W(l_1)\| > 1 \) and \( \|W(l_2)\| < 1 \). Hence neither \( W \) nor \( W^{-1} \) can be a contraction on \( \mathcal{B}^2(\mathbb{R}) \), \( \mathcal{B}^2(\mathbb{R}) \) respectively. These answer Masani’s question negatively. Both examples refine the functions constructed in the proof of Lemma 4.3 and Theorem 4.6.

Example 5.3. There exists an \( l_1 \) in \( \mathcal{B}^2(\mathbb{R}) \) with \( \|l_1\|_{\mathcal{B}^2} = 1 \) and \( \|W(l_1)\|_{\mathcal{B}^2} > 1 \).

We will use the same notation as in Lemma 4.3 with \( h(x) = (2\sin^2x)/\pi x^2, k = 1 \), and \( [a_1, b_1] = [a, b] \) such that \( h(b) = h(a) > h(x), x \in (a, b) \). We assume further that the \( \delta \) we choose in Lemma 4.3 satisfies \( (b + \delta - a)/\delta = (m + 1)^2 \) for some positive integer \( m \). Let \( T_n, f_n \) and \( f \) be as in Lemma 4.3. Define for \( n > 1, 1 < i < 2m + 1, \)
\[
f_n^i(x) = \begin{cases} 
0, & 0 < x < aT_n^{-1}, \\
\frac{1}{2}(-1)^{i+1}, & aT_n^{-1} < x < aT_n, \\
\frac{1}{2}(-1)^i, & aT_n < x < bT_n, \\
\frac{1}{2}, & bT_n < x < (b + \delta)T_n, \\
\frac{1}{2}(-1)^{i+1}, & (b + \delta)T_n < x < aT_n, \\
0, & aT_n < x.
\end{cases}
\]
Note that \((\sum_{n=1}^{2m+1} f_n(x) + \frac{1}{2})^2 = f_n(x)\). For each \(i\), the functions \(\{f^i_n\}_{n=1}^{\infty}\) have disjoint supports. Let \(f^i = \sum_{n=1}^{\infty} f^i_n\). Then \(|f^i| = \frac{1}{2}\) and \(f^i\) is in \(\mathcal{Q}(\mathbb{R})\) for each \(i\). Let

\[ l_i = \sqrt{2} \left( \sum_{n=1}^{2m+1} f^i_n + \frac{1}{2} \right). \]

Then \(l_i \in \langle \mathcal{Q}(\mathbb{R}) \rangle\) and

\[
|l_i(x)|^2 = 2 \left| \sum_{n=1}^{2m+1} \left( \sum_{n=1}^{\infty} f^i_n(x) \right) + \frac{1}{2} \right|^2 \\
= 2 \left| \sum_{n=1}^{2m+1} f^i_n(x) + \frac{1}{2} \right|^2 \quad \text{where} \ x \in \text{supp}(f_n) \\
= 2f_n(x) = 2f(x).
\]

Hence

\[
\|l_i\|_2^2 = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |l_i(x)|^2 \, dx = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} f(x) \, dx = 1
\]

and by (5.1) and (4.1),

\[
\|W(l_i)\|_\psi^2 = \lim_{T \to \infty} \int_{-\infty}^{\infty} |l_i(Tx)|^2 \frac{\sin^2 x}{\pi x^2} \, dx \\
= \lim_{T \to \infty} \int_{0}^{\infty} 2|f(Tx)|^2 \frac{\sin^2 x}{\pi x^2} \, dx \\
> \int_{0}^{\infty} \frac{2\sin^2 x}{\pi x^2} \, dx = 1.
\]

**Example 5.4.** There exists an \(l_2 \in \langle \mathcal{Q}(\mathbb{R}) \rangle\) such that \(\|l_2\|_\psi^2 = 1\) and \(\|W(l_2)\|_\psi < 1\).

We use the same notation as in the proof of Theorem 4.6 with \(h(x) = (2\sin^2 x)/\pi x^2\) and \(C_2 = \max_{x>0} xh(x) < 1\). We assume that \(0 < \epsilon < 1 - C_2\) and let \(\delta\) be as in Theorem 4.6 and satisfy the condition:

\[
\frac{x_0 + \delta}{\delta} = (2m)^2 \quad \text{for some integer} \ m.
\]

Let \(\{T_n\}\) be as in Theorem 4.6 and for \(n > 1, 1 < i < 2m\), define

\[
f^i_n(x) = \begin{cases} 
0, & x < x_0T_{n-1} \\
(-1)^i, & x_0T_{n-1} < x < x_0T_n \\
1, & x_0T_n < x < (x_0 + \delta)T_n \\
0, & (x_0 + \delta)T_n < x.
\end{cases}
\]

Then

\[
\left( \sum_{i=1}^{2m} f^i_n \right)^2 = \frac{x_0 + \delta}{\delta} \chi_{\left[x_0T_n, (x_0+\delta)T_n\right]}.
\]
Note that for each fixed \( i \), the supports of the functions \( \{f_i^j\}_{j=1}^\infty \) are disjoint. Let \( f^i = \sum_{n=1}^\infty f_n^j \); then \( |f^i| = 1 \) and \( f^i \in \mathcal{B}(\mathbb{R}) \). Let \( l_2 = \sqrt{2} \sum_{n=1}^\infty f^i \). It follows that \( l_2 \in \mathcal{B}(\mathbb{R}) \) and

\[
\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^T |l_2(x)|^2 \, dx = \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x) \, dx = 1
\]

where \( f \) is defined in Theorem 4.6. By (5.1) and the construction of \( f \), we have

\[
\|W(l_2)\|_{\mathcal{B}} = \lim_{T \to \infty} \int_0^\infty 2f(Tx) \frac{\sin^2 x}{\pi x^2} \, dx < C_2 + \varepsilon < 1.
\]

C. \( \mathcal{W} \) on \( \mathcal{B}(\mathbb{R}) \).

It is well known that for \( 1 < p < 2 \), the Fourier transformation is a contraction from \( L^p(\mathbb{R}) \) into \( L^p(\mathbb{R}) \), \( 1/p + 1/p' = 1 \). Let \( f \in \mathcal{B} \), \( 1 < p < 2 \), and let \( g = W(f) \). Since \( \tau_{h} g - \tau_{-h} g \) is the Fourier transformation of

\[
\sqrt{\frac{2}{\pi}} f(x) \frac{\sin(hx)}{x},
\]

we have

\[
\left( \int_{-\infty}^{\infty} |g(u + h) - g(u - h)|^p \frac{du}{\sqrt{2\pi}} \right)^{1/p} < \left( \int_{-\infty}^{\infty} \sqrt{\frac{2}{\pi}} f(x) \frac{\sin(hx)}{x} \right)^{1/p} \frac{dx}{\sqrt{2\pi}}.
\]

This implies

\[
\|g\|_{\mathcal{B}} = \lim_{h \to 0^+} \left( \frac{1}{2h} \int_{-\infty}^{\infty} |g(u + h) - g(u - h)|^p \, du \right)^{1/p'} \leq \lim_{h \to 0^+} \left( \frac{1}{\pi h^p - 1} \int_{-\infty}^{\infty} \left| f(x) \frac{\sin(hx)}{x} \right|^p \, dx \right)^{1/p} = \lim_{T \to \infty} \left( \int_{-\infty}^{\infty} |f(Tx)|^p \frac{\sin^p x}{\pi x^p} \, dx \right)^{1/p}.
\]

**Theorem 5.5.** For \( 1 < p < 2 \), the Wiener transformation \( W \) defines a bounded linear operator from \( \mathcal{B}(\mathbb{R}) \) into \( \mathcal{B}(\mathbb{R}) \) with

\[
\|W\| < \left( \int_0^\infty h(x) \, dx \right)^{1/p}
\]

where \( h(x) = |(2\sin^p x) / \pi x^p|, x > 0 \).

**Proof.** The result follows from Theorem 4.5 and (5.3). □
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