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ABSTRACT. We focus on varieties \( \mathcal{V} \) of universal algebras whose congruence lattices are all modular. No further conditions are assumed. We prove that if the variety \( \mathcal{V} \) is residually small, then the following law holds identically for congruences over algebras in \( \mathcal{V} \): \( \beta \cdot [\delta, \delta] < [\beta, \delta] \). (The symbols in this formula refer to lattice operations and the commutator operation defined over any modular variety, by Hagemann and Herrmann.) We prove that a finitely generated modular variety \( \mathcal{V} \) is residually small if and only if it satisfies this commutator identity, and in that case \( \mathcal{V} \) is actually residually \( < n \) for some finite integer \( n \). It is further proved that in a modular variety generated by a finite algebra \( A \) the chief factors of any finite algebra are bounded in cardinality by the size of \( A \), and every simple algebra in the variety has a cardinality at most that of \( A \).

By a \textit{variety} we mean a class of similar algebras closed under the formation of subalgebras, homomorphic images and direct products. A variety is locally finite if every finitely generated algebra in it is finite. A variety \( V(A) = HSP(A) \) generated by a finite algebra \( A \) is locally finite. If \( A \) is an infinite locally finite subdirectly irreducible algebra, then \( HS(A) \) includes finite subdirectly irreducible algebras with no finite bound on their cardinality. (A theorem of Quackenbush \cite{17}.) Thus for a locally finite variety \( \mathcal{V} \) there are exactly two possibilities: either there is an integer \( n \) such that every finite subdirectly irreducible algebra in \( \mathcal{V} \) has size at most \( n \), and then every subdirectly irreducible algebra in \( \mathcal{V} \) has size at most \( n \), or else \( \mathcal{V} \) has finite subdirectly irreducible algebras with no finite bound on their size. In the latter case there are still many possibilities for the spectrum of subdirectly irreducible algebras in \( \mathcal{V} \). There may or may not be an infinite subdirectly irreducible algebra. A variety is called residually \( < \kappa \) (where \( \kappa \) is a cardinal, possibly finite) if every subdirectly irreducible algebra in it has cardinality \( < \kappa \). The only known example of a locally finite, residually \( < \omega \) (i.e. residually finite) variety that is not residually \( < n \) for any \( n < \omega \) is due to Baldwin and Berman \cite{2}—their variety has infinitely many basic operations and is not generated by any one finite algebra.
We shall call $\mathcal{V}$ residually $\ll \omega$ if for some $n < \omega$ it is residually $n$. Quackenbush [17] asked whether there exists a finite algebra $A$ such that $\mathcal{V}(A)$ is residually $\ll \omega$ and not residually $\ll \omega$. Taylor [22] proved that no such $A$ can be of finite type and generate a variety with regular and permutable congruences. Freese (unpublished) dropped one of Taylor’s assumptions (permutability). A variety with regular congruences also has modular congruence lattices. The main result of this paper is a considerable improvement on Taylor’s and Freese’s earlier results. We prove (Theorem 8) that if $A$ is any finite algebra (not necessarily of finite type) and $\mathcal{V}(A)$ is congruence modular, then $\mathcal{V}(A)$ is residually $\ll \omega$ if and only if it is residually small (residual $\ll \kappa$ for some cardinal $\kappa$). Actually, our theorem gives an intrinsic characterization of those finite algebras $A$ in any fixed congruence modular variety $\mathcal{V}$ which generate a residually $\ll \omega$ subvariety, and the characterization shows that they form a local subvariety of $\mathcal{V}$ (closed under finite products as well as homomorphic images and subalgebras). A finite group $G$ has this property just in case all the Sylow subgroups of $G$ are abelian. (This was essentially known from the literature—see §5.)

The second author has very recently shown that the algebra in Quackenbush’s question cannot be a finite semigroup [13].

This whole paper relies heavily on the rather deep theory of commutators of congruences developed first by J. D. H. Smith [20] for a general variety with permuting congruences, and in the past few years by the Darmstadt school, in particular by Christian Herrmann and Joachim Hagemann, for any variety whose congruence lattices are modular. (See [6]–[10], particularly [9] and [10].) The commutator is a binary operation on congruence lattices which in the case of normal subgroups $B$ and $D$ of a group $G$ specializes to the ordinary commutator group $[B, D]$ generated by the commutator elements $[b, d], b \in B, d \in D$.

The first section of our paper reviews the theory of commutators, but is not self-contained. The reader wishing to fully understand our proof will have to read first HH [9] and H [10].

In the second section we present a certain identity for congruences expressed in the join and meet and commutator operations. In the third section we show that this identity is satisfied by all residually small, congruence modular varieties. In the fourth section we show that if $A$ is a finite algebra in a congruence modular variety and if the congruence lattice of each subalgebra of $A$ satisfies the commutator identity then $\mathcal{V}(A)$ is residually $\ll \omega$.

The fifth section relates our results to the known facts for groups and modules and expresses some open questions. The final section extends the result of Nation and Taylor bounding chief factors to the congruence modular case. It is also shown that if $A$ is a finite algebra in a congruence modular variety and $B \in \mathcal{V}(A)$ is simple then $|B| < |A|$.

The authors would like to thank Cliff Bergman, Bob Colby, Lee Lady, and Bill Lampe for helpful discussions.

1. Commutator lemmas. Let $\mathcal{V}$ be a variety with modular congruences. We let 0 and 1 be the least and greatest congruences of any algebra under consideration. For a homomorphism $f: A \to B$ and congruence $\alpha \in \text{con } A$ and $\beta \in \text{con } B$ we have

$$f^* \alpha = \{x \in A : f(x') \in B, f(x) \in \alpha, x' \in \beta \}.$$
write \( \hat{f}(\beta) \) for \( \{(x, y) \in A \times A : (f(x), f(y)) \in \beta\} \) and \( \hat{f}(\alpha) \) for \( \{(f(x), f(y)) : (x, y) \in \alpha\} \). Sometimes we shall write \( \hat{\beta} \) and \( \hat{\alpha} \) for \( \hat{f}(\beta) \) and \( \hat{f}(\alpha) \). Notice that \( \hat{f}(\beta) \) is a congruence on \( A \), while \( \hat{f}(\alpha) \) is a congruence on \( B \) provided \( f \) is onto \( B \) and \( \alpha > \ker(f) = \hat{f}(0_B) \). Again let \( \alpha \in \text{con} \ A \) and \( \beta \in \text{con} \ B \). Then \( \alpha_0 \) on \( C \subseteq A \times B \) is \( \hat{p_0}(\alpha) \) and \( \beta_1 = \hat{p_1}(\beta) \), where \( p_0 \) and \( p_1 \) are the projection maps into \( A \) and \( B \). \( \eta_0 \) and \( \eta_1 \) always denote \( \hat{p_0}(0) \) and \( \hat{p_1}(0) \). This is generalized in the obvious way to subalgebras of direct products with more than two components.

Our main tool will be the Herrmann-Hagemann theory of commutators of congruences in a congruence modular variety (see HH [9]). Suppose \( A \in \mathcal{V} \) and \( \alpha, \beta, \gamma \in \text{con} \ A \) with \( \alpha < \beta \cdot \gamma \). We say that \( \beta \) centralizes \( \gamma \) modulo \( \alpha \) provided there is a congruence \( \kappa \) on \( \beta \) (considered as a subalgebra of \( A \times A \)) satisfying

\[
\kappa \cdot \alpha_0 = \kappa \cdot \alpha_1 = \alpha_0 \cdot \alpha_1, \tag{1}
\]

\[
\kappa + \eta_i = \gamma_i, \quad i = 0, 1. \tag{2}
\]

Herrmann and Hagemann show that there is a least \( \alpha \) such that \( \beta \) centralizes \( \gamma \) modulo \( \alpha \). This \( \alpha \) is denoted \( [\beta, \gamma] \).

We require the following nontrivial facts from HH [9].

**Proposition 1.** For \( \alpha, \beta, \gamma, \delta, \gamma_i \in \text{con} \ A, i \in I \):

1. \( [\beta, \gamma] = [\gamma, \beta] < \beta \cdot \gamma \).
2. \( [\beta, \bigvee_{i \in I} \gamma_i] = \bigvee_{i \in I} [\beta, \gamma_i] \).
3. For \( \alpha < \beta \cdot \gamma \) the following are equivalent:
   (i) \( [\beta, \gamma] < \alpha \).
   (ii) \( \beta \) centralizes \( \gamma \) modulo \( \alpha \).
   (iii) \( [\hat{\pi}\beta, \hat{\pi}\gamma] = 0 \) in \( \text{con} \ A/\alpha \) where \( \pi : A \rightarrow A/\alpha \) is natural.
   (iv) There is a homomorphism \( \phi : B \rightarrow A \) (onto) for some \( B \in \mathcal{V} \) and there are congruences \( \sigma, \delta \) on \( B \) such that \( \sigma \cdot \delta < \hat{\phi}\alpha \) while \( \sigma + \hat{\phi}\alpha > \hat{\phi}\beta \) and \( \delta + \hat{\phi}\alpha > \hat{\phi}\gamma \).

We call \( \beta \in \text{con} \ A \) abelian if \( [\beta, \beta] = 0 \). \( A \) is abelian if \( 1_A \) is. Herrmann [10] constructs explicitly from Day's Mal'cev terms for congruence modularity a term with three variables \( p(x, y, z) \) satisfying the following.

**Proposition 2.** \( \mathcal{V} \) satisfies \( p(x, y, y) = x \) and if \( \beta \) is an abelian congruence on \( A \in \mathcal{V} \) each \( \beta \)-block \( B = x/\beta \) is the underlying set of an abelian group such that \( p(a, b, c) = a - b + c \) for each \( a, b, c \in B \). If \( f \) is a \( k \)-ary term function on \( A \), and \( B_0, \ldots, B_{k-1} \) are \( \beta \)-blocks, then \( f(B_0 \times \cdots \times B_{k-1}) \) is contained in a single \( \beta \)-block, say \( B_k \) (since \( \beta \) is a congruence). Moreover, for each \( x, y, z \in B_0 \times \cdots \times B_{k-1} \),

\[
f(x - y + z) = f(x) - f(y) + f(z).
\]

This is Lemma 4.2 of [10].

The next proposition shows that commutators behave well with respect to homomorphic images. It may be proved by using Step B of the proof of Theorem 1.4 of HH [9].

**Proposition 3.** Suppose that \( \phi : A \rightarrow B \) is onto, and \( \beta, \gamma \in \text{con} \ B \). Then \( \hat{\phi}(\beta, \gamma) = [\hat{\phi}\beta, \hat{\phi}\gamma] + \ker(\phi) \).
If $\beta, \gamma > \theta$ we let $[\beta, \gamma]_{\theta}$ denote $\pi \beta \land \pi \gamma$ where $\pi: A \to A/\theta$ is the natural map. Thus by Proposition 3, $[\beta, \gamma]_{\theta} = [\beta, \gamma] + \theta$.

**Proposition 4.** An abelian congruence on $A$ permutes with every congruence on $A$.

**Proof.** Let $[\beta, \beta] = 0$ and $\theta$ be arbitrary. By Proposition 2, $p(x, y, y) = x$ and $p(x, x, y) = y$ when $x \beta y$. Let $x \beta y \theta z$. Then

$$x = p(y,y,x) \theta p(z,y,x) \beta p(z,x,x) = z.$$ 

It follows that $\beta$ and $\theta$ permute. (For stronger results on permutability see $[8]$.) □

**Corollary 5.** If $\theta > [\beta, \beta]$ then $\theta$ and $\beta$ permute.

We let $\alpha < \beta$ indicate that $\beta$ covers $\alpha$. $\alpha/\beta \land \gamma/\delta$ indicates that $\beta + \gamma = \alpha$ and $\beta \gamma = \delta$. We also write $\gamma/\delta \land \alpha/\beta$ and say that $\alpha/\beta$ transposes down to $\gamma/\delta$.

If $B$ is subdirectly irreducible then the monolith of $B$ is the unique minimal nonzero congruence on $B$. This terminology is borrowed from group theory. The corresponding term in the theory of modules is socle, which more generally is defined to be the join of the atoms of con $B$.

**2. A commutator identity.** Let $\forall$ be a congruence modular variety of algebras and $A \in \forall$. Consider the following identity.

(I) $[\mu, \mu] \cdot v < [\mu, v]$, for all $\mu, v \in \text{con } A$.

The condition (I) is equivalent to each of the following.

(II) $v < [\mu, \mu]$ implies $[v, \mu] = v$, for all $\mu, v \in \text{con } A$.

(III) If $B$ is any subdirectly irreducible homomorphic image of $A$ with monolith $\beta$, and $\mu \in \text{con } B$ with $[\mu, \beta] = 0$, then $[\mu, \mu] = 0$.

With the aid of Proposition 3 it is easy to see that (III) can be reformulated in con $A$ as follows: if $\theta$ is completely meet irreducible in con $A$ with unique cover $\psi$, and $\mu > \theta$ in con $A$ with $[\mu, \psi] < \theta$, then $[\mu, \mu] < \theta$.

The proof of the equivalence of (I), (II), and (III) goes as follows. (II) $\to$ (I). For arbitrary $\mu, v \in \text{con } A$, $[\mu, \mu] \cdot v < [\mu, \mu]$. Hence by (II) $[\mu, \mu] \cdot v = [\mu,\mu] \cdot v$, $[\mu, \mu] < [v, \mu]$. (I) $\to$ (III). Let $\theta$ be completely meet irreducible in con $A$ with unique cover $\psi$ and suppose $[\mu, \psi] < \theta$ for some $\mu > \theta$. (I) yields $[\mu, \mu] \cdot \psi < [\mu, \psi] < \theta$. Hence $\theta = \theta + [\mu, \mu] \cdot \psi = \psi(\theta + [\mu, \mu])$. Since $\theta$ is meet irreducible this implies $[\mu, \mu] < \theta$. (III) $\to$ (II). Suppose (II) fails. Then there are $\mu, v \in \text{con } A$ with $v < [\mu, \mu]$ and $[\mu, v] < \nu$. This latter inequality implies that there is a completely meet irreducible $\theta$ with $\theta > [\mu, \nu]$ but $\theta \not< v$. Let $\psi$ be the unique cover of $\theta$. Since $\psi < \theta + v$, $[\theta + \mu, \psi] < [\theta + \mu, \theta + v] < [\mu, v] + \theta < \theta$. Hence by (III) $[\theta + \mu, \theta + \mu] < \theta$. But this implies $v < [\mu, \mu] < [\theta + \mu, \theta + \mu] < \theta$, contrary to the choice of $\theta$.

We shall say that $A$ satisfies (II$_x$) if every subalgebra of $A$ satisfies (II).

**Theorem 6.** The class of algebras in $\forall$ satisfying (II$_x$) is closed under $H$, $S$, and finite products.

**Proof.** For $S$ it is clear. For $H$, let $A$ satisfy (II$_x$) and $C \subseteq A/\theta$ for some $\theta \in \text{con } A$. Then $C = B/\gamma$ where $B \subseteq A$. If (II) fails for $C$ then there are $\mu, v \in \text{con } B$, $\mu, v > \gamma$, and using Proposition 3, $v < [\mu, \mu] = [\mu, \mu] + \gamma$ while
RESIDUALLY SMALL VARIETIES

[ν, μ]γ = [ν, μ] + γ < ν. Then ν < μ and [ν, μ] ⊄ [μ, μ] ∙ ν, else [ν, μ] + γ > [μ, μ] ∙ ν + γ > ν. Thus (I) fails in con B, a contradiction.

For products, suppose that C = A × B where A, B satisfy (II), and D ⊆ C. We can assume that A = p0D, B = p1D. Let η₀ and η₁ be the projection kernels, and suppose that ν < [μ, μ], ν, μ ∈ con D. Then ν + η₀ < [μ + η₀, μ + η₀]₀. Since A satisfies (II), then

ν + η₀ = [ν + η₀, μ + η₀]₀ = [ν, μ] + η₀

Thus ν = ν · ([ν, μ] + η₀) = [ν, μ] + η₀ · ν. Likewise ν = [ν, μ] + η₁ · ν.

By the same token,

η₁ · ν + η₀ = [η₁ · ν + η₀, μ + η₀]₀

and

η₁ · ν ≤ [η₁ · ν, μ] + η₀.

Thus η₁ · ν = [η₁ · ν, μ] + η₀ · η₁ · ν = [η₁ · ν, μ]. Therefore

ν = [ν, μ] + η₁ · ν = [ν, μ] + [η₁ · ν, μ] = [ν, μ]. □


THEOREM 7. Let $\mathbb{V}$ be a congruence modular variety and suppose there is an $A ∈ \mathbb{V}$ and $β, γ ∈ con A$ with

$β ≤ [γ, γ]$ and $[β, γ] < β$.

Then $\mathbb{V}$ is not residually small.

PROOF. We shall actually show more: $\mathbb{V}$ contains subdirect irreducibles with arbitrarily large congruence lattices. The hypotheses say that (II) fails for $A$ and hence (III) fails for $A$. Thus we may assume that $A$ is subdirectly irreducible and that $β$ is the monolith of $A$.

Since $[β, γ] = 0$, we have by definition that there is a $κ ∈ con γ$ such that $κ · η₀ = κ · η₁ = η₀ · η₁ = 0$ and $κ + η₁ = β_i$, $i = 0, 1$. It is easy to check that

$\{0, β₀ · η₁, κ, η₀ · β₁, β₀ · β₁\}$ forms a sublattice isomorphic to $M₃$; see Figure 1.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Let \( N \) be an arbitrary cardinal and let \( B = \{(a_\delta) \in \pi A : a_\delta \gamma a_\varepsilon \text{ for all } \delta, \varepsilon < N\} \). Recall that if \( \theta \in \text{con} A \) then \( \theta_\varepsilon \in \text{con} B \) is defined by \((a_\delta) \theta_\varepsilon (b_\delta) \) if and only if \( a_\delta \theta b_\varepsilon \). Notice that \( \gamma_\delta = \gamma_\varepsilon \) for all \( \varepsilon, \delta < N \). We shall denote this congruence again by \( \gamma \). Easy calculations show that \( \eta_\varepsilon + \eta_\delta = \gamma_\varepsilon \) for all \( \delta \neq \varepsilon \); cf. [5]. Now if \( \delta \neq 0 \), \( B/\eta_0 \cdot \eta_\delta \) is isomorphic to the algebra \( \gamma (\subseteq \pi^2 A) \) and thus the interval \( \gamma/\eta_0 \cdot \eta_\delta \) contains a copy of the lattice of Figure 1. Thus there is a \( \kappa_\delta \in \text{con} B \) with \( \kappa_\delta \cdot \eta_0 = \kappa_\delta \cdot \eta_\delta = \eta_0 \cdot \eta_\delta \) and \( \kappa_\delta + \eta_0 = \beta_0, \kappa_\delta + \eta_\delta = \beta_\delta \). Let \( \eta_\delta = \bigwedge_{\varepsilon \neq \delta} \eta_\varepsilon, \kappa_\delta' = \kappa_\delta(\eta_0 + \eta_\delta) \), and \( \theta_\delta = \eta_\delta \beta_\delta \).

Easy calculations show that \( \{\eta'_\delta\} \) is an independent set (i.e. \( \eta'_\delta(\eta_\varepsilon_1 + \cdots + \eta_\varepsilon_n) = 0 \) if \( \delta \not\in \{\varepsilon_1, \ldots, \varepsilon_n\}\)) and

\[
\begin{align*}
\gamma/\eta_\delta & \not\gtrless \eta'_\delta/0 \quad \text{all } \delta, \quad (1) \\
\gamma/\eta_0 \cdot \eta_\delta & \not\gtrless \eta'_\delta/0 \quad \text{all } \delta \neq 0. \quad (2)
\end{align*}
\]

Since \( \theta_\delta < \eta'_\delta, \{\theta_\delta\} \) is an independent set and, since \( \beta_\delta \) is the unique cover of \( \eta_\delta \) and \( \beta_\delta \leq \gamma, \theta_\delta \) is the unique atom below \( \eta'_\delta \). Also note

\[
\eta_0 \beta_\delta(\eta_0' + \eta'_\delta) = \beta_0(\eta_0' + \eta'_\delta) = \beta_\delta \eta_0' = \theta_\delta
\]

and similarly \( \beta_0 \eta_0(\eta_0' + \eta'_\delta) = \theta_0 \), and \( \kappa_\delta(\eta_0' + \eta'_\delta) = \kappa'_\delta \). Since (2) gives a lattice isomorphism of the two quotients and \( \{\eta_0, \eta_0 \cdot \beta_\delta, \kappa_\delta, \beta_0 \eta_0, \beta_0 \beta_\delta\} \cong M_3 \) we have \( \{0, \theta_\delta, \theta_0, \theta_0 + \theta_\delta\} \cong M_3 \) for \( \delta \neq 0 \).

Define \( \theta = \bigvee_{\delta > 0} \theta_\delta \) and \( \kappa = \bigvee_{\delta > 0} \kappa'_\delta \). Then if \( \delta \neq 0 \) is arbitrary,

\[
\kappa + \theta_\delta = \kappa + \kappa'_\delta + \kappa_\delta = \kappa + \kappa'_\delta + \theta_0 + \theta_\delta = \kappa + \theta_0 + \theta_\delta > \theta_\delta + \theta_0.
\]

Thus \( \kappa + \theta_\delta = \theta \) and this also holds if \( \delta = 0 \). Moreover \( \theta_\delta \neq \theta_0 \); for otherwise, since \( \theta_\delta \) is an atom and so compact, \( \theta_\delta < \kappa_\varepsilon_1 + \cdots + \kappa_\varepsilon_n \). First consider the case \( \delta = 0 \).

We induct on \( n \). \( n = 1 \) is impossible since \( \theta_0 + \kappa'_\delta = \theta_0 \). Now using the induction hypothesis, \( \kappa_\varepsilon_1 < \theta_0 + \theta_\delta \) and \( \kappa_\varepsilon_1 + \cdots + \kappa_\varepsilon_n < \theta_0 + \theta_\varepsilon_1 + \cdots + \theta_\varepsilon_n \), and the independence of \( \{\theta_\delta\} \), we have

\[
\begin{align*}
\theta_0 = \theta_0(\kappa_\varepsilon_1 + \cdots + \kappa_\varepsilon_n) &= \theta_0(\theta_0 + \theta_\varepsilon_1)(\kappa_\varepsilon_1 + \cdots + \kappa_\varepsilon_n) \\
&= \theta_0(\kappa_\varepsilon_1 + (\theta_0 + \theta_\varepsilon_1)(\theta_0 + \theta_\varepsilon_2 + \cdots + \theta_\varepsilon_n)(\kappa_\varepsilon_2 + \cdots + \kappa_\varepsilon_n)) \\
&= \theta_0(\kappa_\varepsilon_1 + \theta_0(\kappa_\varepsilon_2 + \cdots + \kappa_\varepsilon_n)) = \theta_0 \kappa_\varepsilon_1 = 0.
\end{align*}
\]

The case of \( \delta \neq 0 \) is easier and left to the reader.

It follows that \( \kappa < \theta \). Let \( \lambda \in \text{con} B \) be a completely meet-irreducible element such that \( \lambda > \kappa \) and \( \lambda \neq \theta \) (cf. 6.2 of [3]). Then \( \lambda \eta_\delta = 0 \) for otherwise \( \lambda > \theta_\delta \) since \( \theta_\delta \) is the unique atom below \( \eta_\delta \). But then \( \lambda > \kappa + \theta_\delta > \theta_\delta \), a contradiction. Thus \( \eta_\delta + \eta'_\delta = \gamma \) and \( \lambda \eta_\delta = 0 \). If in addition we had \( \lambda + \eta_\delta > \gamma \) then Proposition 1(3(iv)) would imply that, in \( \text{con} A \), \([\gamma, \gamma] = 0 \), contradicting \( \beta < [\gamma, \gamma] \) in \( \text{con} A \). Hence for each \( \delta, \lambda + \eta_\delta \neq \gamma \). Since \( \eta_\delta + \eta_\varepsilon = \gamma \) for \( \delta \neq \varepsilon \), the \( \lambda + \eta_\delta, \delta < N \), must be pairwise distinct. Hence \( |\text{con}(B/\lambda)| > N \), proving the theorem.

4. Sufficiency.

Theorem 8. The following are equivalent for an algebra \( A \) in a congruence modular variety with \( |A| = m < \omega \).

1. \( V(A) \) is residually small.
2. \( V(A) \) is residually \( \leq (l + 1)!m \) where \( l = m^{m^{m+1}} \).
3. For any \( \mu, \nu \in \text{con} C \) where \( C \subseteq A \), \( \nu \leq [\mu, \mu] \) implies \( \nu = [\mu, \nu] \).
Proof. Theorem 7 gives (1) implies (3), and (2) implies (1) trivially.

For the rest of this section we assume that (3) holds. By Quackenbush's theorem [17] it will suffice to show that every finite subdirectly irreducible in $V(A)$ has cardinality bounded as stated in (2). By the results of §2 we know that (II) holds in every finite algebra of $V(A)$.

**Lemma 9.** Every finite subdirectly irreducible algebra $B$ in $V(A)$ has an abelian congruence $\gamma$ such that $B/\gamma \in HS(A)$.

**Proof.** If $B \in HS(A)$, take $\gamma = 0$. Otherwise write $B = B' = C/\theta$ where $C \subseteq A_0 \times A_1 \times \cdots \times A_k$, $A_i \in HS(A)$, and $k$ is minimal. We can assume that $C$ projects onto each $A_i$. Let $\eta$ be the kernel of the projection onto $A_0$, and $\eta'$ the kernel of the projection onto $A_1 \times \cdots \times A_k$, $\eta, \eta' \in \text{con} C$. Let $\psi$ be the unique cover of $\theta$ in $\text{con} C$.

Now $\eta' \notin \theta$, by minimality. Hence

$$[\psi, \theta + \eta] \leq [\theta + \eta', \theta + \eta] \leq \theta + \eta \cdot \eta' = \theta.$$  

Let $\beta$ and $\gamma$ be the congruence on $B$ corresponding to $\psi$ and $\theta + \eta$. Thus $\beta$ is the monolith of $B$ and $B/\gamma \in H(A_0) \subseteq HS(A)$. The above inequality implies that $0 = [\beta, \gamma]$ (Proposition 3). Hence $[\gamma, \gamma] \prec \beta$, as (II) holds in $B$. Thus $[\gamma, \gamma] = 0$.

From here on we assume $B$ is a finite subdirectly irreducible algebra in $V(A)$ but not in $HS(A)$. Let $\gamma$ be the congruence given by Lemma 9. Then $\gamma > 0$ and so $\gamma > \beta$, where $\beta$ is the monolith of $B$. Let $C_1, \ldots, C_n$ be the blocks of $\gamma$. Thus $n < |A|$. By Proposition 2 each $C_i$ is the underlying set of an abelian group and there is a 3 variable term $p$ (not depending on $i$) such that $p(x, y, z) = x - y + z$ if $x, y, z \in C_i$. Furthermore if $f$ is a $k$ variable term-function then $f$ restricted to $C_{\alpha(1)} \times \cdots \times C_{\alpha(k)}$ maps $C_{\alpha(1)} \times \cdots \times C_{\alpha(k)}$ into some $\gamma$-block, say $C_j$, since $\gamma$ is a congruence. Moreover, $f(x - y + z) = f(x) - f(y) + f(z)$ for $x, y, z \in C_{\alpha(1)} \times \cdots \times C_{\alpha(k)} \times \cdots \times C_{\alpha(k)}$. Let $0_i$ be the null element of $C_i$.

**Lemma 10.** If $g(x) = f(x, c_1, \ldots, c_k)$ is a unary algebraic function mapping $C_i$ into $C_j$, then there is an $n + 1$ variable term $t(x, x_1, \ldots, x_n)$ and an element $c \in C_j$ such that for all $x \in C_i$

$$g(x) = t(x, 0_1, \ldots, 0_n) + c.$$  

**Proof.** Let $c_r \in C_{\alpha(r)}$, $r = 1, \ldots, k$, and set $\sigma(0) = i$. Let $0 = (0_{\alpha(0)}, 0_{\alpha(1)}, \ldots, 0_{\alpha(k)})$ and let $y = (y_0, y_1, \ldots, y_k)$ and $z = (z_0, z_1, \ldots, z_k)$ be elements of $\prod_{r=0}^k C_{\alpha(r)}$. Then $f(y + z) = f(y - 0 + z) = f(y) + f(z) - f(0)$. Thus if $x = (x_0, x_1, \ldots, x_k) \in \prod_{r=0}^k C_{\alpha(r)}$, then $f(x) = f(x_0, 0, \ldots, 0) + f(0, x_1, \ldots, x_k) - f(0)$. Consequently if $x \in C_i$ then $g(x) = f(x, 0_{\sigma(1)}, \ldots, 0_{\sigma(k)}) + c$ where $c = f(0_{\sigma(0)}, c_1, \ldots, c_k) - f(0)$. Set $(x_0, x_1, \ldots, x_n) = f(x_0, x_{\sigma(1)}, \ldots, x_{\sigma(k)})$. Then $g(x) = t(x, 0_1, \ldots, 0_n) + c$ for all $x \in C_i$.

Let $\theta(a, b) = \beta$ be the monolith of $B$. Since $\theta(a, b) < \gamma$, $a$ and $b$ are in the same block, say $C_i$. Now $a - b = p(a, b, 0)$ $\theta(a, b) p(a, a, 0) = 0_i$ shows $\theta(a - b, 0) < \theta(a, b)$ and hence equal. Changing notation, we let $\theta(a, 0_i)$ be the minimal congruence on $B$ with $a \in C_i$. 
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Lemma 11. If \( c \in C_i \) and \( c \neq 0_i \) then there is a unary algebraic function \( g \) on \( B \) such that \( g(0_i) = 0_1 \) and \( g(c) = a \).

Proof. Since \((a, 0_i) \in \theta(c, 0_i)\) there is a sequence \( a_0 = a, a_1, \ldots, a_k = 0_1 \) of elements of \( B \) and unary algebraic functions \( g_0, \ldots, g_{k-1} \) such that \( g_j \) maps the set \{\( c, 0_i \)\} onto the set \{\( a_j, a_{j+1} \)\}. Since \( c \neq 0_i \) all of the \( a_j \) are in \( C_i \). Define \( \chi: \{0, \ldots, k-1\} \rightarrow \{\pm 1\} \) by \( \chi(j) = 1 \) if \( g_j(c) = a_j \) and \( \chi(j) = -1 \) if \( g_j(c) = a_{j+1} \). Let \( -1 \cdot g(x) = p(0_1, g(x), 0_i) \), which again is a unary algebraic function. Let \( h(x) = \chi(0)g_0(x) + \cdots + \chi(k-1)g_{k-1}(x) \), where addition is defined inductively by \( h(x) = p(\chi(0)g_0(x), 0_1, \chi(1)g_1(x) + \cdots + \chi(k-1)g_{k-1}(x)) \). Thus \( h(x) \) is a unary algebraic function. Finally let \( g(x) = h(x) - h(0_i) (= p(h(x), h(0_i), 0_i)) \). It is easy to see that this \( g(x) \) does the job. □

In order to prove the theorem we need to show that \( |C_i| < (l + 1)! \) for \( i = 1, \ldots, n \). If \( g(x) \) is as in Lemma 11 then by Lemma 10 there is an \( n + 1 \) variable term \( t \) such that \( g(x) = t(x, 0_i, \ldots, 0_n) - t(0_1, 0_i, \ldots, 0_n) \). Of course there are at most \( m^{m + n + 1} \) inequivalent \( n + 1 \) variable terms for \( V(A) \). Thus let \( g_1, \ldots, g_k \) be a list of all unary algebraic functions mapping \( C_i \) into \( C_1 \) with \( g_i(0_i) = 0_1 \). Then \( k < m^{m + n + 1} = l \).

Each \( g_j \) is an affine map from \( C_i \) to \( C_1 \). However, since \( g_i(0_i) = 0_1 \), each \( g_j \) is a group homomorphism. Now we can associate to each nonzero element \( c \) of \( C_1 \) one of the \( g_j \) such that \( g_j(c) = a \). We shall show by induction on \( k \) that if \( G \) is any abelian group for which there is a set of \( k \) homomorphisms \( \{g_1, \ldots, g_k\} \) from \( G \) to \( C_1 \) such that for each \( x \neq 0 \) in \( G \) one of these homomorphisms sends \( x \) to \( a \), then \( |G| < (k + 1)! \). The initial case is left to the reader.

Associate with each nonzero \( x \in G \) a \( g_j \) with \( g_j(x) = a \). By renumbering we may assume that \( g_1 \) has the most elements of \( G \) assigned to it. Let \( x_1, \ldots, x_r \) be these elements. Then \( |G| < 1 + r k \). Let \( G_1 \) be the kernel of \( g_1 \). Since \( x_j - x_1 \in G_1 \), \( j = 1, \ldots, r \), \( |G_1| > r \). Hence \( |G| < 1 + k|G_1| \). Now \( G_1 \) satisfies the hypothesis of the induction using only \( \{g_2, \ldots, g_k\} \) since \( g_1(G_1) = 0_1 \). Thus \( |G_1| < k \) and thus \( |G| < 1 + k \cdot k! < (k + 1)! \), proving the theorem.

We close this section by showing that, for \( C \) properly chosen in the proof of Lemma 9, \( \theta + \Sigma \eta_i \) is an abelian congruence of \( C \). Let \( V(A) \) be congruence modular with \( A \) finite but not necessarily satisfying condition (3) of Theorem 8. If \( B \) is a finite subdirect irreducible in \( V(A) \) then \( B = C/\theta \) for some \( C \subseteq A^k \). Let \( p_0, \ldots, p_{k-1} \) be the projections from \( C \) into \( A \). For subsets \( U, V \) of a lattice let \( U \gg V \) mean for each \( u \in U \) there is a \( v \in V \) with \( u \geq v \). Since \( C \) is finite there are \( \eta_0, \ldots, \eta_{m-1} \in \text{con } C \) satisfying

\begin{align*}
(1) \quad & \theta \geq \bigwedge \eta_i, \\
(2) \quad & \{\eta_0, \ldots, \eta_{m-1}\} \gg \{\text{ker } p_0, \ldots, \text{ker } p_{k-1}\}, \\
(3) \quad & \text{if } T \subseteq \text{con } C \text{ with } T \gg \{\eta_0, \ldots, \eta_{m-1}\} \text{ and } T \text{ satisfies (1) then } T \supseteq \{\eta_0, \ldots, \eta_{m-1}\}.
\end{align*}

By replacing \( C \) by \( C/\bigwedge \eta_i \) we may assume \( \bigwedge \eta_i = 0 \). Let \( \eta'_i = \bigwedge_{j \neq i} \eta_j \). If \( \theta \cdot \eta'_i > 0 \) then we could replace \( \eta_i \) by \( \eta_i + \theta \eta'_i \), violating (1)–(3). Let \( \psi \) be the unique cover of \( \theta \) and \( \eta \) the unique cover of \( \eta_i \). If we assume that \( B \notin HS(A) \) then it follows that \( \psi < (\theta + \eta_i)(\theta + \eta'_i) \) for each \( i \). An easy application of Proposition 1(3(iv)) yields that \( [\eta_i, \psi] < \theta \).
Suppose for some \( i \), say \( i = 0 \), that \([\theta + \sum \eta_i, \eta_0] = \psi \cdot \eta_0\). By modularity \(\eta_0 = \eta_0 + \eta_0 \psi\). This implies \([\psi \cdot \eta_0, \theta + \sum \eta_i] = \psi \cdot \eta_0 \) for if \([\psi \cdot \eta_0, \theta + \sum \eta_i] = 0 \) (which is the only other possibility since \(\psi \cdot \eta_0 \) is an atom) then \([\theta + \sum \eta_i, \eta_0] = [\theta + \sum \eta_i, \eta_0 + \psi \cdot \eta_0] = \psi \cdot \eta_0 + 0 = \eta_0\). Since \([\psi \cdot \eta_0, \theta] < \theta \cdot \eta_0 = 0, \psi \cdot \eta_0 = \sum_{i=0}^{\infty} [\psi \cdot \eta_0, \eta_i]. \) Since \(\psi \cdot \eta_0 \) is an atom, there is an \( i \), say \( i = 1 \), with \([\psi \cdot \eta_0, \theta \cdot \eta_0 = 0, \psi \cdot \eta_0 = \sum_{i=0}^{\infty} [\psi \cdot \eta_0, \eta_i]. \) This together with \([\psi, \eta_i] < \theta \) gives \(\psi \cdot \eta_0 = 0\), a contradiction. Thus we have proved the following.

**Theorem 12.** Let \( A, B, C, \theta, \) and \( \eta_i \) be as above. Then \([\theta + \sum \eta_i, \eta_0] \leq \eta_i\). □

**Corollary 13.** With notation as above, if \( A \) satisfies condition (3) of Theorem 8 then \(\theta + \sum \eta_i \) is an abelian congruence of \( C \).

**Proof.** By the above theorem and condition (3) of Theorem 8 \([\theta + \sum \eta_i, \theta + \sum \eta_i] \leq \eta_i \) for each \( j \). Thus \([\theta + \sum \eta_i, \theta + \sum \eta_i] = 0\). □

5. Finite groups and modules. The finite groups whose generated variety is residually small, or residually \( \ll \omega \), can be characterized exactly as those which do not possess any nonabelian Sylow subgroup. We shall derive this fact as a corollary of Theorem 8 in this section. This characterization has been known for many years to various people, but apparently was never explicitly stated in the literature. Part of it is in Kovács-Newman [11] and Oates-Powell [15].

Let \((I')\) denote the property of having no nonabelian Sylow subgroups. Call a finite algebra \( A \) critical if \( A \in HSP((HS)^*(A)) \) where \((HS)^*(A) = \{B \in HS(A): |B| < |A|\}. \) Oates-Powell proved that \( V(G) \) has only finitely many critical algebras, if \( G \) is a finite group. Kovács-Newman proved (among other things) that any finite subdirectly irreducible group satisfying \((I')\) is critical. Finally, it is easy to show that if \( G \) satisfies \((I')\) then so does any finite group in \( V(G) \). An integration of these three results gives the earlier known argument that \( V(G) \) residually \( \ll \omega \) when \( G \) is a finite group satisfying \((I')\). For the converse, a very special case of the construction we used in Theorem 7 was known, which produced very large subdirectly irreducible groups starting with a given nonabelian, nilpotent (Sylow) group.

We know of no very easy proof for the fact that a finite group satisfies \((I')\) if and only if each of its subgroups satisfies \((I)\). There is a direct argument however, and here it is.

First, if \( P \) is any Sylow subgroup of \( G \) and \( P \) satisfies \((I)\), then \([P, P] = [P, P] \cdot [P, P] \leq [[P, P], P]. \) Since \( P \) is nilpotent, it follows that \([P, P] = 0, \) i.e. \( P \) is abelian.

Second, suppose that \( G \) satisfies \((I')\), while \((I)\) fails to hold in a subgroup \( S \) of \( G \). Then \( S \) has a subdirectly irreducible homomorphic image \( H \) with monolith \( M \) and, where \( \Gamma \) is the centralizer of \( M \) in \( H \), \( M < \Gamma \) and \( \Gamma \) is nonabelian. (This is another way of stating the failure of \((III)\) for \( S)\). Now the monolith \( M \) is abelian \((M \subseteq \Gamma)\), thus it is easily seen to be an elementary abelian \( p \)-group for some prime number \( p \). Since \( H \) also satisfies \((I')\), \( \Gamma \) is not a \( p \)-group. Let \( F \) be minimal among those normal subgroups of \( H \) contained in \( \Gamma \) which are not \( p \)-groups. Then \( M \subseteq P \subseteq F \) for a certain Sylow \( p \)-group \( P \) of \( F \). Consider the transfer \( t \) of \( F \) into
This is a homomorphism defined as follows: We choose representatives \( x_0 = 1, \ldots, x_{k-1} \) for the left cosets \( x \cdot P \) of \( P \) in \( F \), and we put \( t(y) = \prod_{i=0}^{k-1} b_i \), where \( y \cdot x_i = x_j \cdot b_i \) (\( b_i \in P \)) for \( i < k \). As \( P \) is abelian, \( t \) is a homomorphism. For any \( g \neq 1, g \in M \), we have \( g \cdot x_i = x_i \cdot g \) (\( i < k \)) so \( t(g) = g^k \neq 1 \) as \( k = [F : P] \) is relatively prime to \( p \). Thus \( K = \ker t < F \). Notice that \( F/K \) is a \( p \)-group. Take \( F' = \bigcap_{h \in H} h \cdot K \cdot h^{-1} \). Then \( F' \) is a normal subgroup of \( H, F' < F \), and \( F/F' \) is a \( p \)-group. \( (F/h \cdot K \cdot h^{-1}) \cong F/K \) a \( p \)-group for each \( h \). But then \( F' \) cannot be a \( p \)-group, and we have contradicted the minimality of \( F \).

The above argument has been adapted from Kovács-Newman [11, p. 249].

It is known (Ol'shanskii [16]) that a finite group \( G \) satisfies \( (I') \) if and only if the quasi-variety generated by \( G \), \( SP(G) \), is finitely axiomatizable. That \( HSP(G) \) has only finitely many s.i. members (all finite) is equivalent to: \( HSP(G) = SP(G') \) for some finite \( G' \). Thus we have a curious property of finite groups: \( SP(G) \) is finitely axiomatizable if and only if \( HSP(G) = SP(G') \) for a finite \( G' \).

**Question.** Do these results generalize in any form to arbitrary finite algebras \( A \) with \( V(A) \) congruence modular?

**Question.** Does there exist any locally finite congruence modular variety which is residually finite yet has finite subdirectly irreducible members of unbounded size?

Of course Theorem 8 implies that if \( A \) is a finite module then \( V(A) \) is residually \( \ll \omega \). Moreover if \( R \) is a finite ring with unit then the variety of all left \( R \)-modules is generated by \( R \) (as a left \( R \)-module) and hence is residually \( \ll \omega \). These results appear in [18].

We present an example of a finite module \( A \) such that \( V(A) \) is not residually \( \ll |A| \) (but of course is residually \( \ll \omega \)). Let \( K \subseteq F, [F : K] = 2 \) be finite fields. Let

\[
R = \left\{ \begin{pmatrix} a & b \\ 0 & c \end{pmatrix} : a, b \in F, c \in K \right\}
\]

and let \( A = \{ (a, b) : a \in F, b \in K \} \), \( B = \{ (a) : a, b \in F \} \), and \( C = \{ (a) : a \in F \} \) be \( R \)-modules. \( A, B, \) and \( C \) are subdirectly irreducible modules and each has \( C \) as its monolith (i.e. socle). It is easy to see that \( B \) is a homomorphic image of \( A \times A \). (This example is adapted from [4].)

6. Simple algebras and chief factors. In this section we show that if \( A \) is a finite algebra in a congruence modular variety and \( B \) is a simple algebra in \( V(A) \) then \( |B| < |A| \). More generally, if the length of \( \text{con } B \) is \( n \) then \( |B| < |A|^n \). We also show that if \( B \) is finite then the chief factors (defined below) of \( B \) are no larger than \( |A| \). J. B. Nation and Walter Taylor proved these results assuming permutability [22].

For a class of algebras \( \mathcal{K} \) let \( P_\mu(\mathcal{K}) \) denote the class of ultraproducts of members of \( \mathcal{K} \). We begin with the following generalization of Jónsson's Theorem, due to Hagemann and Herrmann.

**Theorem 14.** Let \( \mathcal{K} \) be a class of algebras lying in a congruence modular variety and let \( B \) be a subdirectly irreducible algebra in \( V(\mathcal{K}) \) with monolith \( \mu \). Then \( B \in HSP_\mu(\mathcal{K}) \) or \( [\mu, \mu] = 0 \) in \( \text{con } B \).
Proof. This is Corollary 3.3 of [9].

If \( \alpha > \beta \) are equivalence relations on a finite set \( S \) let \( \#\alpha/\beta \) be the maximum number of \( \beta \)-blocks in a single \( \alpha \)-block. Notice that (1) if \( \gamma < \beta < \alpha \) and \( \tilde{\alpha}, \tilde{\beta} \) are the induced equivalence relations on \( S/\gamma \) then \( \#\tilde{\alpha}/\tilde{\beta} = \#\alpha/\beta \); (2) if \( \alpha/\beta \wedge \gamma/\delta \) then \( \#\alpha/\beta > \#\gamma/\delta \); and (3) if \( \alpha/\beta \wedge \gamma/\delta \) and in addition \( \beta \) and \( \gamma \) permute then \( \#\alpha/\beta = \#\gamma/\delta \). The first statement is clear. To see (2) note by (1) we may assume \( \delta = 0 \). Let \( T \) be an \( \alpha \)-block and \( \alpha_T (= 1) \), \( \beta_T \), \( \gamma_T \) be the restrictions to \( T \). Then \( T \subseteq B \times C \) where \( B = T/\beta_T \) and \( C = T/\gamma_T \); and \( T = B \times C \) if \( \beta_T \) and \( \gamma_T \) permute. Thus \( \gamma_T \) corresponds to the kernel of the second projection and so \( \#\gamma_T/0 < |\gamma_T| \). However \( \#\alpha_T/\beta_T = \#1/\beta_T = |B| \). Of course \( \#\gamma/T \) is the maximum of the \( \#\gamma_T/0 \) for \( T \) an \( \alpha \)-block and similarly for \( \#\alpha/\beta \). Hence (2) holds. If \( \beta \) and \( \gamma \) permute then so do \( \beta_T \) and \( \gamma_T \). Thus \( \#\gamma_T/0 = \#\alpha_T/\beta_T \) for each \( T \) and (3) follows.

Theorem 15. Let \( A \) be a finite algebra in a congruence modular variety and let \( B \) be a finite algebra in \( V(A) \). If \( \alpha \supset \beta \) in \( \text{con } B \) then \( \#\alpha/\beta < |A| \).

Proof. We prove this result by induction on \( |B| \). Let \( \alpha \supset \beta \) in \( \text{con } B \). If \( \beta > 0 \) then with the aid of (1) and induction we have \( \#\alpha/\beta < |A| \). Thus assume \( \alpha > 0 \). Choose a meet irreducible \( \lambda \in \text{con } B \) with \( \lambda \neq \alpha \). Then \( \lambda + \alpha > \lambda \) and \( \lambda + \alpha/\lambda \wedge \alpha/0 \). Now (2) and the induction hypothesis yield the conclusion unless \( \lambda = 0 \). Hence we may assume \( B \) is subdirectly irreducible with monolith \( \alpha \).

Now \( B = C/\theta \) where \( C \subseteq A^m \). Let \( \eta \) be the kernel of the projection to the first coordinate, \( \eta' \) the kernel of the map \( C \to A^{m-1} \) projecting to the other coordinates. By choosing \( m \) minimal we may assume \( \eta' \notin \theta \). Let \( \psi \) be the unique cover of \( \theta \). By (1) it suffices to show \( \#\psi/\theta < |A| \). Since \( \eta' \notin \theta \), \( \psi \leq \eta' + \theta \). Thus by modularity \( \psi \cdot \eta' \notin \theta \). Using this and modularity we have \( \psi/\theta \wedge \psi\eta'/\theta\eta' \leq \eta + \psi\eta'/\eta + \theta\eta' \leq 1/\eta \). If \( \psi \cdot \eta' \notin \theta \), \( \psi\eta'/\eta + \theta\eta' \leq 1/\eta \). Thus if we show that \( \theta \) and \( \psi\eta' \) permute then \( \#\psi/\theta < \#1/\eta < |A| \) by (2) and (3). An easy application of Proposition 1(3(iv)) shows \( [\psi, \psi] \leq \theta \). Thus \( [\psi\eta', \psi\eta'] \leq \theta\eta' \) and applying Corollary 5 we have that \( \psi\eta' \) permutes with every congruence which contains \( \theta\eta' \), in particular, \( \theta \). □

Theorem 16. Let \( A \) be a finite algebra in a congruence modular variety and let \( B \in V(A) \). If the length of \( \text{con } B \) is \( n \) then \( |B| < |A|^n \).

Proof. First we shall show that \( B \) must be finite. Induct on \( n \). If \( B \) is not subdirectly irreducible then it is a subdirect product of two algebras with congruence lattices of smaller length. These algebras would then be finite implying that \( B \) is finite. Hence we assume \( B \) is subdirectly irreducible with monolith \( \mu \). If \( B \in HSP_\mu(A) = HS(A) \), \( B \) is finite. Hence, by Theorem 14, \( \mu \) is abelian. By induction \( B/\mu \) is finite, i.e., \( \mu \) has only finitely many blocks. That \( B \) is finite follows just as in the proof of Theorem 8.

Let \( \alpha_0 = 0 < \alpha_1 < \cdots < \alpha_n = 1 \) in \( \text{con } B \). Since \( B \) is finite, Theorem 15 gives \( |B| < \prod_{i=1}^{n-1} \#\alpha_i/\alpha_{i-1} < |A|^n \). □

Corollary 17. Let \( A \) be as above. If \( B \) is simple in \( V(A) \), then \( |B| < |A| \). □

C. Shallon has given a finite algebra \( A \) such that \( V(A) \) has arbitrarily large simple algebras [19].
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