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ABSTRACT. We obtain a condition on the underlying family of \( \sigma \)-algebras which is
properly weaker than the Vitali property but which is also a sufficient condition for
the order convergence of martingales of semibounded variation. We also obtain a
sufficient condition for the order convergence of martingales of semibounded
variation in terms of the finiteness of the extreme order limits of martingales of
bounded variation.

1. Introduction. Let \((E, \mathcal{B}, \mu)\) be a \( \sigma \)-finite measure space and let \( \theta \) be a directed
set under the relation \( \ll \). (\( \theta \) is nonempty, and \( \ll \) is reflexive, transitive, and has the
following property: for each \( \rho, \sigma \in \theta \) there exists \( \tau \in \theta \) such that \( \tau \gg \rho, \tau \gg \sigma \).) Let
\((\mathcal{B}_\tau)_{\tau \in \theta}\) be a family of sub-\( \sigma \)-algebras of \( \mathcal{B} \) such that \((E, \mathcal{B}_\tau, \mu)\) is \( \sigma \)-finite for each
\( \tau \in \theta \), and \( \mathcal{B}_\rho \subseteq \mathcal{B}_\sigma \) for each \( \rho \ll \sigma \). By function we mean an extended real-val-
ed, \( \mathcal{B} \)-measurable function. Throughout this paper, sets and functions are consid-
ered equal if they are equal except on a \( \mu \)-nullset. Consequently, for \( B \in \mathcal{B} \),
\( \mu(B) = 0 \) if and only if \( B = \emptyset \). Our setting and notation are virtually the same as
those of [2].

We recall that the essential supremum and essential infimum of a family of
functions \((f_\tau)_{\tau \in \theta}\) are the unique functions \( \text{ess sup}_{\tau \in \theta} f_\tau \) and \( \text{ess inf}_{\tau \in \theta} f_\tau \) such that
all functions \( g \) satisfy:

(i) \( f_\tau \leq g \) for all \( \tau \in \theta \) \iff \( \text{ess sup}_{\tau \in \theta} f_\tau \leq g \);

(ii) \( f_\tau \geq g \) for all \( \tau \in \theta \) \iff \( \text{ess inf}_{\tau \in \theta} f_\tau \geq g \).

For a family of functions \((f_\tau)_{\tau \in \theta}\), the extreme order limits are defined by

\[
\lim \sup_{\tau \in \theta} f_\tau = \text{ess \ inf}_{\rho \in \theta} \left( \text{ess \ sup}_{\tau \gg \rho} f_\tau \right),
\]

\[
\lim \inf_{\tau \in \theta} f_\tau = \text{ess \ sup}_{\rho \in \theta} \left( \text{ess \ inf}_{\tau \gg \rho} f_\tau \right).
\]

[3]. Whenever the extreme order limits are equal, the common function is called the
order limit, denoted by \( \lim_{\tau \in \theta} f_\tau \), and the family \((f_\tau)_{\tau \in \theta}\) is said to be order
convergent. For a family of \( \mathcal{B} \)-members \((B_\tau)_{\tau \in \theta}\), the essential union, essential
intersection, extreme order limits, and order convergence are defined analogously.

The conditional expectation of a function \( f \) with respect to the sub-\( \sigma \)-algebra \( \mathcal{C} \)
of \( \mathcal{B} \) is denoted by \( \mathbb{E}(f|\mathcal{C}) \). A family of functions \((f_\tau)_{\tau \in \theta}\) is called a martingale
whenever \( f_\tau \) is \( \mathcal{B}_\tau \)-measurable for each \( \tau \in \theta \) and \( \mathbb{E}(f_\sigma|\mathcal{B}_\tau) = f_\tau \) for each \( \sigma \gg \tau \). A
martingale \( (f_t)_{t \in \theta} \) is said to be of bounded (semibounded) variation whenever the set \( \{f_B, d\mu | \tau \in \theta, B \in \mathcal{B}_\tau \} \) is bounded from above and below (either from above or below).

We call a family of \( \mathcal{B} \)-members \( (K_\tau)_{\tau \in \theta} \) a fine covering whenever \( K_\tau \subseteq \mathcal{B}_\tau \) for each \( \tau \in \theta \). For \( A \in \mathcal{B} \), the fine covering \( (K_\tau)_{\tau \in \theta} \) is called a fine covering of \( A \) whenever \( \lim \sup_{\tau \in \theta} K_\tau \supseteq A \). For \( L \in \mathcal{B} \), we denote by \( 1_L \) the indicator function of \( L \), which takes the value 1 on \( L \), and 0 elsewhere. For a finite sequence of \( \mathcal{B} \)-members \( L = (L_1, L_2, \ldots, L_r) \) we define \( \bigcup L = \bigcup_{i=1}^r L_i \) and \( \Sigma L = \Sigma_{i=1}^r 1_{L_i} \).

The family \( (\mathcal{B}_\tau)_{\tau \in \theta} \) is said to possess the Vitali property whenever the following condition holds: For each \( A \in \mathcal{B} \) with \( \mu(A) < \infty \), for each fine covering \( (K_\tau)_{\tau \in \theta} \) of \( A \), and for each \( \epsilon > 0 \), there exist a finite sequence of \( \theta \)-members \( (\xi_1, \xi_2, \ldots, \xi_r) \) and a finite sequence of \( \mathcal{B} \)-members \( L = (L_1, L_2, \ldots, L_r) \) such that

\[
L_i \subseteq \mathcal{B}_\xi \text{ and } L_i \subseteq K_\xi \quad \text{for each } i = 1, 2, \ldots, r;
\]

\[
L_i \cap L_j = \emptyset \text{ for } i \neq j; \quad \text{and } \mu(A \setminus \bigcup L) < \epsilon.
\]

(See [2].) We remark that the family \( (\mathcal{B}_\tau)_{\tau \in \theta} \) possesses the Vitali property if \( \theta \) is totally ordered by \( \ll \).

A classical theorem of Krickeberg [3] states the following: If the family \( (\mathcal{B}_\tau)_{\tau \in \theta} \) possesses the Vitali property, then every martingale of semibounded variation is order convergent. Although the converse was not expected to be true, the known conditions on the family \( (\mathcal{B}_\tau)_{\tau \in \theta} \) which are weaker than the Vitali property imply only that properly smaller classes of martingales are order convergent. (See [2].)

We now introduce the dominated sums property. We denote by \( || \cdot ||_1 \) and \( || \cdot ||_\infty \) the usual norms of \( L_1(E, \mathcal{B}, \mu) \) and \( L_\infty(E, \mathcal{B}, \mu) \), respectively. We say that the fine covering \( (K_\tau)_{\tau \in \theta} \) satisfies the dominated sums condition whenever the following holds: For some \( \delta > 0 \) and for each \( \sigma \in \theta \) there exist a finite sequence of \( \theta \)-members \( (\xi_1, \xi_2, \ldots, \xi_r) \) and a finite sequence of \( \mathcal{B} \)-members \( L = (L_1, L_2, \ldots, L_r) \) such that

\[
L_i \subseteq \mathcal{B}_\xi, \quad L_i \subseteq K_\xi \quad \text{and } \xi_i \gg \sigma \quad \text{for each } i = 1, 2, \ldots, r;
\]

\[
||\Sigma L||_1 > \delta ||\Sigma L||_\infty.
\]

We say that the family \( (\mathcal{B}_\tau)_{\tau \in \theta} \) possesses the dominated sums property whenever every fine covering \( (K_\tau)_{\tau \in \theta} \) with \( \lim \sup_{\tau \in \theta} K_\tau \neq \emptyset \) satisfies the dominated sums condition.

In §2 we show that the dominated sums property is properly weaker than the Vitali property. In fact, for each positive integer \( n \), the condition obtained by replacing the limitation "\( L_i \cap L_j = \emptyset \) for \( i \neq j \)" by "\( ||\Sigma L||_\infty < n \)" in the statement of the Vitali property is shown to be properly stronger than the dominated sums property. In §3 we develop the underlying martingale properties which are used in the following sections. In §4 we strengthen Krickeberg's theorem: If the family \( (\mathcal{B}_\tau)_{\tau \in \theta} \) possesses the dominated sums property, then every martingale of semibounded variation is order convergent. In §5 we establish some decompositions of \( E \) in terms of order convergence.
2. The dominated sums property. The following lemma is a generalization of a well-known property of equivalent measures, and is used in our proof that the dominated sums property is independent of the base measure \( \mu \).

**Lemma 2.1.** Let \( \nu \) be a positive \( \sigma \)-finite measure on \((E, \mathcal{B})\) equivalent to \( \mu \). Let \( C \in \mathcal{B} \) be such that \( \nu(C) < \infty \). Then for each \( \epsilon > 0 \) there exists \( \delta > 0 \) such that any finite sequence of \( \mathcal{B} \)-members \( \mathcal{E} = (E_1, E_2, \ldots, E_r) \) satisfies

\[
\bigcup \mathcal{E} \subseteq C, \quad \left\| \sum \mathcal{E} \right\|_1 < \delta \left\| \sum \mathcal{E} \right\|_\infty \Rightarrow \int \sum \mathcal{E} \, d\nu < \epsilon \left\| \sum \mathcal{E} \right\|_\infty.
\]

**Proof.** Let \( f \) be the Radon-Nikodym derivative of \( \nu \) with respect to \( \mu \). The lemma is valid if \( f \) is bounded on \( C \), and we treat the other case. Let \( \epsilon > 0 \). By the Lebesgue Convergence Theorem, there exists a positive integer \( n \) such that \( \int_{C \cap \{ f > n \}} f \, d\mu < \epsilon \). Set \( \delta = \mu(C \cap \{ f > n \}) \); \( \delta > 0 \) because \( f \) is unbounded on \( C \). Let \( \mathcal{E} = (E_1, E_2, \ldots, E_r) \) be a finite sequence of \( \mathcal{B} \)-members satisfying \( \bigcup \mathcal{E} \subseteq C \) and \( \left\| \sum \mathcal{E} \right\|_1 < \delta \left\| \sum \mathcal{E} \right\|_\infty \). Define \( \mathcal{M} \) to be the sequence \((C \cap \{ f > n \}, C \cap \{ f > n \}, \ldots, C \cap \{ f > n \})\) having \( \left\| \mathcal{E} \right\|_\infty \) terms. Then

\[
\left\| \sum \mathcal{M} \right\|_1 = \mu(C \cap \{ f > n \}) \left\| \mathcal{E} \right\|_\infty = \delta \left\| \mathcal{E} \right\|_\infty > \left\| \mathcal{E} \right\|_1.
\]

Furthermore,

\[
\sum \mathcal{M} - 1_{\{ f > n \}} \sum \mathcal{E} > 0 \quad \text{on} \{ f > n \}
\]

\[
= 0 \quad \text{elsewhere}.
\]

Hence,

\[
\int \left( \sum \mathcal{M} - 1_{\{ f > n \}} \sum \mathcal{E} \right) f \, d\mu > n \int \sum \mathcal{M} - 1_{\{ f > n \}} \sum \mathcal{E} \, d\mu
\]

\[
> n \int \sum \mathcal{E} - 1_{\{ f > n \}} \sum \mathcal{E} \, d\mu > \int \left( \sum \mathcal{E} - 1_{\{ f > n \}} \sum \mathcal{E} \right) f \, d\mu,
\]

and \( \int (\sum \mathcal{M}) f \, d\mu \geq \int (\mathcal{E}) f \, d\mu \). Finally

\[
\int \sum \mathcal{E} \, d\nu = \int (\sum \mathcal{E}) f \, d\mu < \int (\sum \mathcal{M}) f \, d\mu
\]

\[
= \left\| \sum \mathcal{M} \right\|_\infty \int_{C \cap \{ f > n \}} f \, d\mu < \epsilon \left\| \sum \mathcal{E} \right\|_\infty.
\]

**Theorem 2.1.** Let \( \nu \) be a positive, \( \sigma \)-finite measure on \((E, \mathcal{B})\) equivalent to \( \mu \). Then the family \((\mathcal{B}_r)_{r \in \theta}\) possesses the dominated sums property if and only if the family \((\mathcal{B}_r)_{r \in \theta}\) in the underlying measure space \((E, \mathcal{B}, \nu)\) possesses the dominated sums property.

**Proof.** By symmetry, it suffices to prove one direction. We prove the if direction by contradiction. Assume \((\mathcal{B}_r)_{r \in \theta}\) does not possess the dominated sums property. Then there exists a finite covering \((K_r)_{r \in \theta}\) with \( \lim \sup_{r \in \theta} K_r \neq \emptyset \) which does not satisfy the dominated sums condition: For each \( \delta > 0 \) there exists \( \sigma \in \theta \) such that
all finite sequences of \( \theta \)-members \( (\xi_1, \xi_2, \ldots, \xi_r) \) and \( \mathcal{B} \)-members \( \mathcal{E} = (L_1, L_2, \ldots, L_r) \) satisfy

\[
L_i \in \mathcal{B}_{\xi_i}, \quad L_i \subseteq K_{\xi_i} \quad \text{and} \quad \xi_i \gg \sigma \quad \text{for all} \quad i = 1, 2, \ldots, r
\]

\[
\Rightarrow \| \sum \mathcal{E} \|_1 \leq \delta \| \sum \mathcal{E} \|_\infty.
\]

Let \( \rho \in \theta \) and \( C \in \mathcal{B}_\rho \) be such that \( \nu(C) < \infty \) and \( C \cap \limsup_{\tau \in \theta} K_\tau \neq \emptyset \). Define the fine covering \((J_\tau)_{\tau \in \theta}\) by

\[
J_\tau = \begin{cases} 
K_\tau \cap C & \text{for } \tau \gg \rho, \\
\emptyset & \text{elsewhere.}
\end{cases}
\]

Then

\[
\limsup_{\tau \in \theta} J_\tau = \limsup_{\tau \in \theta} (K_\tau \cap C) = \left( \limsup_{\tau \in \theta} K_\tau \right) \cap C \neq \emptyset.
\]

Because \( J_\tau \subseteq K_\tau \) for all \( \tau \in \theta \), \((J_\tau)_{\tau \in \theta}\) also does not satisfy the dominated sums condition. By Lemma 2.1, \((J_\tau)_{\tau \in \theta}\) does not satisfy the dominated sums condition in the measure space \((E, \mathcal{B}, \nu)\).

We now define a class of properties which are weaker than the Vitali property but which are stronger than the dominated sums property.

Let \( n \) be a positive integer. We say that the family \((\mathcal{B}_{\tau})_{\tau \in \theta}\) possesses the Vitali property of degree \( n \) whenever the following condition holds: For each \( A \in \mathcal{B} \) with \( \mu(A) < \infty \), for each fine covering \((K_\tau)_{\tau \in \theta}\) of \( A \), and for each \( \varepsilon > 0 \), there exist a finite sequence of \( \theta \)-members \( (\xi_1, \xi_2, \ldots, \xi_r) \) and a finite sequence of \( \mathcal{B} \)-members \( \mathcal{E} = (L_1, L_2, \ldots, L_r) \) such that

\[
\sum \xi_i \in \mathcal{B}_{\xi_i}, \quad L_i \subseteq K_{\xi_i} \quad \text{for each} \quad i = 1, 2, \ldots, r;
\]

\[
\| \sum \mathcal{E} \|_\infty < n; \quad \text{and} \quad (A \setminus \bigcup \mathcal{E}) < \varepsilon.
\]

Clearly for \( n > m \), the Vitali property of degree \( n \) is weaker than the Vitali property of degree \( m \), and the Vitali property of degree 1 is precisely the Vitali property.

**Proposition 2.1.** Let \( n \) be a positive integer and let the family \((\mathcal{B}_{\tau})_{\tau \in \theta}\) possess the Vitali property of degree \( n \). Then the family \((\mathcal{B}_{\tau})_{\tau \in \theta}\) possesses the dominated sums property.

**Proof.** Let \((K_\tau)_{\tau \in \theta}\) be a fine covering with \( \limsup_{\tau \in \theta} K_\tau \neq \emptyset \). Let \( 0 < \delta < (2n)^{-1} \mu(\limsup_{\tau \in \theta} K_\tau) \). Let \( \sigma \in \theta \). Define the fine covering \((J_\tau)_{\tau \in \theta}\) by

\[
J_\tau = \begin{cases} 
K_\tau & \text{for } \tau \gg \sigma, \\
\emptyset & \text{elsewhere.}
\end{cases}
\]

There exists \( A \in \mathcal{B} \) such that \( 2\delta n \leq \mu(A) < \infty \) and \( A \subseteq \limsup_{\tau \in \theta} K_\tau = \limsup_{\tau \in \theta} J_\tau \). Applying the definition of Vitali property of degree \( n \) to \((J_\tau)_{\tau \in \theta}\), there exist a finite sequence of \( \theta \)-members \( (\xi_1, \xi_2, \ldots, \xi_r) \) and a finite sequence of \( \mathcal{B} \)-members \( \mathcal{E} = (L_1, L_2, \ldots, L_r) \) such that

\[
L_i \in \mathcal{B}_{\xi_i}, \quad L_i \subseteq K_{\xi_i} \quad \text{for each} \quad i = 1, 2, \ldots, r; \quad \| \sum \mathcal{E} \|_\infty < n; \quad \text{and} \quad (A \setminus \bigcup \mathcal{E}) < \frac{1}{2} \mu(A). \]

Then

\[
\| \sum \mathcal{E} \|_1 > \mu\left( \bigcup \mathcal{E} \right) > \frac{1}{2} \mu(A) > 2n > \delta \| \sum \mathcal{E} \|_\infty.
\]
Our next example shows that for each integer \( n \) greater than 1, the Vitali property of degree \( n \) is properly weaker than the Vitali property of degree \( n - 1 \).

**Example 2.1.** Let \( N \) be the set of positive integers and let \( n \in N, n > 2 \), be fixed. Define the directed set

\[
\theta = \{(i, j) | i, j \in N, 1 < j \leq n^i \};
\]

\[(i, j) \succ (k, m) \text{ if and only if } i > k \text{ or } (i, j) = (k, m).\]

For each fixed \( i \in N \) we form \( n^i \) sets \((S_{(i,j)})_{j=1,2,\ldots,n^i}\) from a space \( U_i \) of points as follows: For each group of \( n \) of the sets we choose a distinct point and place this point in each set of the group; each set contains only those points inserted under the above procedure. We assume that \( U_i \) has exactly the number of points required for this construction, namely

\[
{n^i \choose n}.
\]

the combinations of \( n^i \) things taken \( n \) at a time. Let \( \mathcal{T}_i \) be the set of all subsets of \( U_i \) and let \( P_i \) be the uniform probability measure on \((U_i, \mathcal{T}_i)\). For each \((i, j) \in \theta\), the number of points in \( S_{(i,j)} \) is

\[
{n^i - 1 \choose n - 1}
\]

—one point for each group of \( n - 1 \) sets chosen from the other \( n^i - 1 \) sets—and

\[
P_i(S_{(i,j)}) = \frac{n^i - 1}{n - 1} \binom{n^i}{n} = \frac{(n^i - 1)!}{(n^i - n)! (n - 1)!} \frac{n^i!}{(n^i - n)! n!} = \frac{1}{n^{i-1}}.
\]

Let \( \mathcal{S}_{(i,j)} \) be the sub-\( \sigma \)-algebra of \( \mathcal{T}_i \) generated by \( S_{(i,j)} \) and all singleton sets \( \{u\} \) for which \( u \notin S_{(i,j)} \), and let \( \mathcal{U}_i = \{\emptyset, U_i\} \). Define

\[
(E, \mathcal{B}, \mu) = \prod_{k \in N} (U_k, \mathcal{T}_k, P_k),
\]

\[
\mathcal{B}_{(i,j)} = \left( \prod_{k=1}^{i-1} \mathcal{T}_k \right) \times \mathcal{S}_{(i,j)} \times \left( \prod_{k=i+1}^{\infty} \mathcal{U}_k \right),
\]

\[
A_{(i,j)} = \left( \prod_{k=1}^{i-1} U_k \right) \times \mathcal{S}_{(i,j)} \times \left( \prod_{k=i+1}^{\infty} U_k \right).
\]

We remark that \( \mu(E) = 1 \). In order to establish that \((\mathcal{B}_i)_{i \in \theta}\) possesses the Vitali property of degree \( n \), let \( A \in \mathcal{B}_i \), let \((K_{\tau})_{\tau \in \theta}\) be a fine covering of \( A \), and let \( \varepsilon > 0 \). Then there exists \( \sigma \in \theta \) such that \( \mu(A \setminus \bigcup_{\tau \in \theta} K_{\tau}) < \varepsilon \). Define for each \( \tau \in \theta \),

\[
M_\tau = K_\tau \setminus \bigcup_{\rho \in \tau} K_\rho \in \mathcal{B}_\tau.
\]

We have \( \bigcup_{\tau \in \theta} M_\tau = \bigcup_{\tau \in \theta} K_\tau \), and for \( i = 1, 2, \ldots \) the sets \( \bigcup_{i=1}^n M_{(i,j)} \) are disjoint. Fix \( i \) and consider for \( j = 1, 2, \ldots, n^i \) the partition of \( M_{(i,j)} \);

\[
M_{(i,j)} = (M_{(i,j)} \cap A_{(i,j)}) \cup (M_{(i,j)} \setminus A_{(i,j)}).
\]
We choose a family of sets \((L_{(i,j)})_{j=1}^{n'}\), each \(L_{(i,j)}\) being the union of \((M_{(i,j)} \cap A_{(i,j)})\) and a subset of \((M_{(i,j)} \setminus A_{(i,j)})\), in such a way that

\[
L_{(i,j)} \setminus A_{(i,j)} \in \left( \prod_{k=1}^{i} \mathcal{S}_k \right) \times \left( \prod_{k=i+1}^{\infty} \mathcal{Q}_k \right),
\]

\[
\bigcup_{j=1}^{n'} L_{(i,j)} = \bigcup_{j=1}^{n'} M_{(i,j)},
\]

and for each \(1 < j < n'\) the two sets \((L_{(i,j)} \setminus A_{(i,j)})\) and \(\bigcup_{k=1; k \neq j}^{n'} L_{(i,k)}\) are disjoint.

We have \(L_{(i,j)} \cap A_{(i,j)} = M_{(i,j)} \cap A_{(i,j)} \in \mathcal{B}_{(i,j)}\), and by the definition of \(\mathcal{B}_{(i,j)}\) it follows that \(L_{(i,j)} \in \mathcal{B}_{(i,j)}\). Furthermore, by disjointness,

\[
\left\| \sum_{j=1}^{n'} L_{(i,j)} \right\| \leq \max \left( \left\| \sum_{j=1}^{n'} (L_{(i,j)} \cap A_{(i,j)}) \right\|, 1 \right) \leq \max \left( \left\| \sum_{j=1}^{n'} A_{(i,j)} \right\|, 1 \right) = n.
\]

Let \(\mathcal{E}\) be a sequence of the sets \(L_r, \tau \ll \sigma\). Then

\[
\left\| \sum \mathcal{E} \right\|_{\infty} = \max_{i} \left( \left\| \sum_{j=1}^{n'} L_{(i,j)} \right\|_{\infty} \right) \leq n,
\]

\[
\mu(A \setminus \bigcup \mathcal{E}) = \mu(A \setminus \bigcup_{\tau \ll \sigma} M_{\tau}) = \mu(A \setminus \bigcup_{\tau \ll \sigma} K_{\tau}) < \varepsilon,
\]

and the Vitali property of degree \(n\) is established. We now show that the Vitali property of degree \(n-1\) does not hold. Let \(k \in \mathbb{N}\) be such that \(\Sigma_{i=1}^{\infty} \frac{1}{n^{i-2}} < \frac{1}{2}\).

We denote by \(\theta_i\) the set of all \(\theta\)-members whose first coordinate is \(i\). Define the fine covering \((K_{\tau})_{\tau \in \theta}\) of \(E\) by

\[
K_{\tau} = \begin{cases} 
A_{\tau} & \text{for } \tau \in \bigcup_{i=k}^{\infty} \theta_i, \\
\emptyset & \text{elsewhere.}
\end{cases}
\]

Let \((\xi_1, \xi_2, \ldots, \xi_r)\) and \(\mathcal{E} = (L_1, L_2, \ldots, L_r)\) be finite sequences of \(\theta\)-members and \(\mathcal{B}\)-members, respectively, such that

\[
L_m \in \mathcal{B}_{\xi_m} \quad \text{and} \quad L_m \subseteq K_{\xi_m} \quad \text{for} \quad m = 1, 2, \ldots, r;
\]

\[
\left\| \sum \mathcal{E} \right\|_{\infty} \leq n - 1.
\]

Fixing \(i > k\) we can write for each \(\xi_m \in \theta_i\),

\[
L_m = C_m \times S_{\xi_m} \times \left( \prod_{p=i+1}^{\infty} U_p \right) \quad \text{where} \quad C_m \subseteq \prod_{p=1}^{i-1} U_p.
\]
If $\| \sum_{\xi \in \Theta} C_{\xi, m} \|_\infty > n$, then $\| \sum_{\xi \in \Theta} L_{\xi, m} \|_\infty > n$ because every group of $n$ sets from $(S_{(i,j)})_{i=1,2,\ldots,n}$ has a common point; consequently $\| \sum_{\xi \in \Theta} C_{\xi, m} \|_\infty < n$. Furthermore

$$\mu \left( \bigcup_{\xi \in \Theta} L_{m} \right) \leq \sum_{\xi \in \Theta} \mu(L_{m}) = \sum_{\xi \in \Theta} \mu \left( C_{m} \times \prod_{p=i}^{\infty} U_{p} \right) P_{i}(S_{\xi})$$

$$= \frac{1}{n^{i-1}} \sum_{\xi \in \Theta} \mu \left( C_{m} \times \prod_{p=i}^{\infty} U_{p} \right) = \frac{1}{n^{i-1}} \left\| \sum_{\xi \in \Theta} C_{m} \times \prod_{p=i}^{\infty} U_{p} \right\|_{1}$$

$$\leq \frac{1}{n^{i-1}} \left\| \sum_{\xi \in \Theta} C_{m} \times \prod_{p=i}^{\infty} U_{p} \right\|_{\infty} \mu(E) < \frac{1}{n^{i-2}}.$$  

Finally,

$$\mu \left( \bigcup_{i \geq k} L_{m} \right) \leq \sum_{i \geq k} \mu \left( \bigcup_{\xi \in \Theta} L_{m} \right) \leq \sum_{i \geq k} \frac{1}{n^{i-2}} < \frac{1}{2},$$

and the Vitali property of degree $n - 1$ fails.

3. Countably additive and purely finitely additive martingales. Let $B_{\infty}$ be the sub-$\sigma$-algebra of $B$ which is generated by $\bigcup_{r \in \Theta} \mathbb{B}_{r}$. It is known that for any $A \in B_{\infty}$ there exists a family of sets $M_{r} \in \mathbb{B}_{r}$ such that $A = \lim_{r \in \Theta} M_{r}$.

To every martingale of bounded variation $\Phi = (f_{r})_{r \in \Theta}$ there corresponds a finitely additive set function (of bounded variation) $Z(\Phi)$ on $\bigcup_{r \in \Theta} \mathbb{B}_{r}$ defined by

$$Z(\Phi)(A) = \int_{A} f_{r} \, d\mu \quad \text{for any } r \text{ such that } A \in \mathbb{B}_{r}.$$  

According to a theorem of Yosida and Hewitt [6], every finitely additive set function can be expressed uniquely as the sum of a countably additive set function and a purely finitely additive set function. A martingale of bounded variation $\Phi$ is called countably additive or purely finitely additive whenever $Z(\Phi)$ is countably additive or purely finitely additive, respectively. It follows that every martingale of bounded variation can be expressed uniquely as the sum of a countably additive martingale and a purely finitely additive martingale. A countably additive set function on $\bigcup_{r \in \Theta} \mathbb{B}_{r}$ can be extended to a measure on $(E, B_{\infty})$ [11], and by the Radon-Nikodym Theorem, it follows that the countably additive martingales are precisely those of the form $(E(f|\mathbb{B}_{r}))_{r \in \Theta}$ for some function $f$ with $\int |f| \, d\mu < \infty$. For a more complete discussion of the above see [2]. The purely finitely additive martingales can be characterized by a well-known property of purely finitely additive set functions [6]: For each $\epsilon > 0$ there exist $\sigma \in \Theta$ and $D \in \mathbb{B}_{\sigma}$ such that

(a) $\int |f_{\sigma} \chi_{D}| \, d\mu < \epsilon$ for all $\tau \gg \sigma$, and

(b) $\mu(E \setminus D) < \epsilon$.

**Lemma 3.1.** Let $f$ be a function with $\int f \, d\mu < \infty$, let $a > b > 0$, and let $A = \{ \lim \sup_{r \in \Theta} \mathbb{S}(f|\mathbb{B}_{r}) > a \gg b \gg \mathbb{S}(f|\mathbb{B}_{\infty}) \}$. Then there exists a fine covering $(K_{r})_{r \in \Theta}$ of $A$ with the following property: For each $\epsilon > 0$ there exist $\sigma \in \Theta$ and $C \in \mathbb{B}_{\infty}$ such that

(i) $\mathbb{S}(1_{C} f \, d\mu) < \epsilon$, and

(ii) $\mathbb{S}(1_{C} f|\mathbb{B}_{r}) \gg a - b$ on $K_{r}$ for all $\tau \gg \sigma$.  

Proof. $A \in \mathcal{B}_\infty$; hence $A = \lim_{\tau \in \theta} M_\tau$ for some family of sets $M_\tau \in \mathcal{B}_\tau$. Define for each $\tau \in \theta$, 

$$K_\tau = M_\tau \cap \{ \mathcal{E}(f|\mathcal{B}_\tau) > a \} \in \mathcal{B}_\tau.$$ 

Now

$$\limsup_{\tau \in \theta} \{ \mathcal{E}(f|\mathcal{B}_\tau) > a \} \supseteq \{ \limsup_{\tau \in \theta} \mathcal{E}(f|\mathcal{B}_\tau) > a \} \supseteq A,$$

$$\limsup_{\tau \in \theta} K_\tau = \left( \lim_{\tau \in \theta} M_\tau \right) \cap \limsup_{\tau \in \theta} \{ \mathcal{E}(f|\mathcal{B}_\tau) > a \} = A,$$

and $(K_\tau)_{\tau \in \theta}$ is a fine covering of $A$. Let $\varepsilon > 0$. For each $\tau \in \theta$ define the set $C_\tau = \bigcup_{\rho \gg \tau} (K_\rho \setminus A)$ and the function $g_\tau = \begin{cases} \sup(0, f) & \text{on } C_\tau, \\ 0 & \text{elsewhere.} \end{cases}$

The family of sets $(C_\tau)_{\tau \in \theta}$ is nonincreasing and

$$\limsup_{\tau \in \theta} C_\tau = \bigcap_{\tau \in \theta} C_\tau = \bigcap_{\tau \in \theta} \bigcup_{\rho \gg \tau} (K_\rho \setminus A) = \limsup_{\tau \in \theta} (K_\tau \setminus A) = \left( \limsup_{\tau \in \theta} K_\tau \right) \setminus A = \emptyset;$$

hence $\lim_{\tau \in \theta} g_\tau = 0$. By the Lebesgue Convergence Theorem, which is valid also for families of functions indexed by directed sets, there exist $\sigma \in \theta$ and $C = C_\sigma \in \mathcal{B}_\infty$ such that $\int f \, d\mu < \int g_\sigma \, d\mu < \varepsilon$. For $\tau \gg \sigma$, $L \in \mathcal{B}_\tau$, and $L \subseteq K_\tau$,

$$\int_L 1_{Cf} \, d\mu = \int_{L \setminus A} f \, d\mu - \int_{L \cap A} f \, d\mu$$

$$= \int_L \mathcal{E}(f|\mathcal{B}_\tau) \, d\mu - \int_{L \cap A} \mathcal{E}(f|\mathcal{B}_\infty) \, d\mu$$

$$> \int_L a \, d\mu - \int_{L \cap A} b \, d\mu \geq \int_L a - b \, d\mu.$$

Hence, for $\tau \gg \sigma$, $\mathcal{E}(1_{Cf}|\mathcal{B}_\tau) > a - b$ on $K_\tau$.

**Theorem 3.1.** Let $f$ be a function with $\int f \, d\mu < \infty$, let $a > b > 0$, and let $\varepsilon > 0$. Then there exists $C \in \mathcal{B}_\infty$ such that

(i) $\int 1_{Cf} \, d\mu < \varepsilon$, and

(ii) $\limsup_{\tau \in \theta} \mathcal{E}(1_{Cf}|\mathcal{B}_\tau) > a - b$ on the set $\{ \limsup_{\tau \in \theta} \mathcal{E}(f|\mathcal{B}_\tau) > a > b > \mathcal{E}(f|\mathcal{B}_\infty) \}$.

**Proof.** $\limsup_{\tau \in \theta} \mathcal{E}(1_{Cf}|\mathcal{B}_\tau) > a - b$ on the set $\limsup_{\tau \in \theta} \{ \mathcal{E}(1_{Cf}|\mathcal{B}_\tau) > a - b \}$ and apply Lemma 3.1.

**Lemma 3.2.** Let $(f_\tau)_{\tau \in \theta}$ be a purely finitely additive martingale, let $a > 0$, let $A = \{ \limsup_{\tau \in \theta} |f_\tau| > a \}$, and let $\varepsilon > 0$. Then there exists a fine covering $(K_\tau)_{\tau \in \theta}$ such that

(i) $\mu(A \setminus \limsup_{\tau \in \theta} K_\tau) < \varepsilon$, and

(ii) for each $\gamma > 0$ there exist $\sigma \in \theta$ and $C \in \mathcal{B}_\sigma$ such that for each $\tau \gg \sigma$, $|1_{Cf_\tau}| > a$ on $K_\tau$, and $\int |1_{Cf_\tau}| \, d\mu < \gamma$. 

### K. A. ASTBURY
Proof. Let $k$ be a positive integer such that $\sum_{n \geq k} 1/2^n < \varepsilon$. By the characterization of purely finitely additive martingales given at the beginning of this section, we choose recursively $\sigma_n \in \theta$ and $D_n \in \mathcal{B}_{\sigma_n}$ for $n = k, k + 1, \ldots$ satisfying $\int |1_{D_n} f_\tau| \, d\mu < 1/2^n$ for all $\tau \gg \sigma_n$, $\mu(E \setminus D_n) < 1/2^n$, and $\sigma_{n+1} \gg \sigma_n$. Define for each $\tau \in \theta$,

$$K_\tau = \{|f_\tau| > a\} \cap \left( \bigcap_{\sigma_n < \tau} D_n \right) \in \mathcal{B}_\tau.$$

Then

$$\limsup_{\tau \in \theta} K_\tau \supseteq \limsup_{\tau \in \theta} \left( \{|f_\tau| > a\} \cap \left( \bigcap_{n \geq k} D_n \right) \right) = \left( \limsup_{\tau \in \theta} \{|f_\tau| > a\} \right) \cap \left( \bigcap_{n \geq k} D_n \right) \supseteq A \cap \left( \bigcap_{n \geq k} D_n \right),$$

and

$$\mu\left( A \setminus \limsup_{\tau \in \theta} K_\tau \right) \leq \mu\left( A \setminus \left[ A \cap \left( \bigcap_{n \geq k} D_n \right) \right] \right) = \mu\left( A \setminus \bigcap_{n \geq k} D_n \right) \leq \mu\left( E \setminus \bigcap_{n \geq k} D_n \right) \leq \sum_{n \geq k} \mu(E \setminus D_n) \leq 2^{-n} < \varepsilon.$$

In order to establish (ii), let $\gamma > 0$. Choose a positive integer $n$ such that $1/2^n < \gamma$ and set $\sigma = \sigma_n \in \theta$, $C = D_n \in \mathcal{B}_\sigma$. Let $\tau \gg \sigma$. Then

$$\int |1_{C_f_\tau}| \, d\mu = \int |1_{D_n} f_\tau| \, d\mu < 1/2^n < \gamma;$$

furthermore $K_\tau \subseteq D_n$ and

$$|1_{C_f_\tau}| = |1_{D_n} f_\tau| = |f_\tau| > a \quad \text{on } K_\tau.$$

Theorem 3.2. Let $(f_\tau)_{\tau \in \theta}$ be a purely finitely additive martingale, let $a > 0$, let $A = \{ \limsup_{\tau \in \theta} |f_\tau| > a \}$, and let $\varepsilon > 0$. Then there exists a purely finitely additive martingale $(g_\tau)_{\tau \in \theta}$ such that

(i) $\sup_{\tau \in \theta} \int |g_\tau| \, d\mu < \varepsilon$, and

(ii) $\mu( A \setminus \{ \limsup_{\tau \in \theta} |g_\tau| > a \} ) < \varepsilon$.

Furthermore, if $(f_\tau)_{\tau \in \theta}$ is positive $(f_\tau > 0$ for all $\tau \in \theta$), then $(g_\tau)_{\tau \in \theta}$ can be chosen to be positive also.

Proof. Let $0 < \gamma < \varepsilon$. By Lemma 3.2 let $(K_\tau)_{\tau \in \theta}$ be a fine covering, let $\sigma \in \theta$, and let $C \in \mathcal{B}_\sigma$ be such that $\mu(A \setminus \limsup_{\tau \in \theta} K_\tau) < \varepsilon$ and $|1_{C_f_\tau}| > a$ on $K_\tau$, $\int |1_{C_f_\tau}| \, d\mu < \gamma$ for all $\tau \gg \sigma$. Define the martingale $(g_\tau)_{\tau \in \theta}$ by

$$g_\tau = \begin{cases} 1_{C_f_\tau} & \text{for } \tau \gg \sigma, \\ \mathcal{D}(1_{C_f_\rho}|\mathcal{B}_\tau) & \text{for } \rho \gg \tau, \sigma \quad \text{for } \tau \gg \sigma. \end{cases}$$
Clearly \((g_\tau)_{\tau \in \Theta}\) is a purely finitely additive martingale. Also \((g_\tau)_{\tau \in \Theta}\) is positive if \((f_\tau)_{\tau \in \Theta}\) is positive. Furthermore,

\[
\sup_{\tau \in \Theta} \int |g_\tau| \, d\mu = \sup_{\tau \gg \sigma} \int |g_\tau| \, d\mu = \sup_{\tau \gg \sigma} \int |1_{Cf_\tau}| \, d\mu < \gamma < \epsilon.
\]

Finally,

\[
\left\{ \limsup_{\tau \in \Theta} |g_\tau| > a \right\} \supset \limsup_{\tau \in \Theta} \{ |g_\tau| > a \}
= \limsup_{\tau \in \Theta} \{ |1_{Cf_\tau}| > a \} \supset \limsup_{\tau \in \Theta} K_\tau,
\]

and

\[
\mu\left( A \setminus \left\{ \limsup_{\tau \in \Theta} |g_\tau| > a \right\} \right) < \mu(A \setminus \limsup_{\tau \in \Theta} K_\tau) < \epsilon.
\]

4. Dominated sums and order convergence of martingales. We first prove order convergence theorems for countably additive and purely finitely additive martingales, and then we combine these results into a general order convergence theorem.

The following proposition is used in the proof of the order convergence theorem for countably additive martingales. The proof of the proposition is elementary.

**Proposition 4.1.** Let \(B \in \mathcal{B}\) be such that every positive function \(f\) with \(\int f \, d\mu < \infty\) and every \(a > b > 0\) satisfies \(\{ \limsup_{\tau \in \Theta} \mathcal{E}(f|B_\tau) > a > b > \mathcal{E}(f|B_\infty) \} \cap B = \emptyset\). Let \(g\) be a function with \(\int |g| \, d\mu < \infty\). Then

\[
\limsup_{\tau \in \Theta} \mathcal{E}(g|B_\tau) = \mathcal{E}(g|B_\infty) = \liminf_{\tau \in \Theta} \mathcal{E}(g|B_\tau) \text{ on } B.
\]

**Proof.** Our proof is by contradiction. It is easy to show that \(\liminf_{\tau \in \Theta} \mathcal{E}(g|B_\tau) < \limsup_{\tau \in \Theta} \mathcal{E}(g|B_\tau)\). Assume \(\limsup_{\tau \in \Theta} \mathcal{E}(g|B_\tau) = \mathcal{E}(g|B_\infty) = \liminf_{\tau \in \Theta} \mathcal{E}(g|B_\tau)\) fails to hold everywhere on \(B\). Then either

\[
\left\{ \limsup_{\tau \in \Theta} \mathcal{E}(g|B_\tau) > \mathcal{E}(g|B_\infty) \right\} \cap B \neq \emptyset
\]

or

\[
\left\{ \liminf_{\tau \in \Theta} \mathcal{E}(g|B_\tau) < \mathcal{E}(g|B_\infty) \right\} \cap B \neq \emptyset.
\]

By considering \(g\) and \(-g\), with \(\limsup_{\tau \in \Theta} \mathcal{E}(-g|B_\tau) = -\liminf_{\tau \in \Theta} \mathcal{E}(g|B_\tau)\), we can assume that

\[
\left\{ \limsup_{\tau \in \Theta} \mathcal{E}(g|B_\tau) > \mathcal{E}(g|B_\infty) \right\} \cap B \neq \emptyset.
\]

Let \(c > d\) be such that the set

\[
C = \left\{ \limsup_{\tau \in \Theta} \mathcal{E}(g|B_\tau) > c > d > \mathcal{E}(g|B_\infty) \right\}
\]
has nonempty intersection with $B$. Let $D \in \bigcup_{\tau \in \theta} \mathcal{B}_\tau$ be such that $\mu(D) < \infty$ and $D \cap C \cap B \neq \emptyset$. Define the real numbers $a$, $b$, the function $h$, and $F \in \mathcal{B}_\infty$ by
\[ a = c + |d| + 1, \quad b = d + |d| + 1, \quad h = g + (|d| + 1)1_D, \]
\[ F = \{ \limsup_{\tau \in \theta} \mathcal{E}(h|\mathcal{B}_\tau) > a > b > \mathcal{E}(h|\mathcal{B}_\infty) \}. \]

Then $a > b > 0$, $\int |h| \, d\mu < \int |g| \, d\mu + (|d| + 1)\mu(D) < \infty$,
\[ \limsup_{\tau \in \theta} \mathcal{E}(h|\mathcal{B}_\tau) = \limsup_{\tau \in \theta} \mathcal{E}(g|\mathcal{B}_\tau) + (|d| + 1)1_D \]
and $\mathcal{E}(h|\mathcal{B}_\infty) = \mathcal{E}(g|\mathcal{B}_\infty) + (|d| + 1)1_D$; hence $F \supseteq D \cap C$. Finally, let $f = \sup(0, \mathcal{E}(h|\mathcal{B}_\infty))$. Then $f$ is a positive function with $\int f \, d\mu < \int |h| \, d\mu < \infty$,
\[ \limsup_{\tau \in \theta} \mathcal{E}(f|\mathcal{B}_\tau) > \limsup_{\tau \in \theta} \mathcal{E}(g|\mathcal{B}_\tau) + (|d| + 1)1_D \]
\[ = \limsup_{\tau \in \theta} \mathcal{E}(h|\mathcal{B}_\tau), \]
and
\[ \left\{ \limsup_{\tau \in \theta} \mathcal{E}(f|\mathcal{B}_\tau) > a > b > \mathcal{E}(f|\mathcal{B}_\infty) \right\} \cap B \]
\[ \supseteq F \cap B \supseteq D \cap C \cap B \neq \emptyset, \]
which is a contradiction.

**Theorem 4.1.** Let the family $(\mathcal{B}_\tau)_{\tau \in \Theta}$ possess the dominated sums property. Then every countably additive martingale $(\mathcal{E}(f|\mathcal{B}_\tau))_{\tau \in \Theta}$ is order convergent to $\mathcal{E}(f|\mathcal{B}_\infty)$.

**Proof.** Our proof is by contradiction. Assume there exists a countably additive martingale $(\mathcal{E}(g|\mathcal{B}_\tau))_{\tau \in \Theta}$ which is not order convergent to $\mathcal{E}(g|\mathcal{B}_\infty)$. Then by Proposition 4.1 there exist a positive function $f$, with $\int f \, d\mu < \infty$, and $a > b > 0$ such that the set
\[ A = \left\{ \limsup_{\tau \in \theta} \mathcal{E}(f|\mathcal{B}_\tau) > a > b > \mathcal{E}(f|\mathcal{B}_\infty) \right\} \]
is nonempty. Let $(K_\tau)_{\tau \in \Theta}$ be the fine covering of $A$ prescribed by Lemma 3.1. Let $\varepsilon > 0$. Choose $\sigma \in \Theta$ and $C \in \mathcal{B}_\infty$ such that
(i) $\int 1_{C} f \, d\mu < \varepsilon$, and
(ii) $\mathcal{E}(1_{C} f|\mathcal{B}_\tau) > a - b$ on $K_\tau$ for each $\tau \gg \sigma$. Let $(\xi_1, \xi_2, \ldots, \xi_r)$ and $\mathcal{E} = (L_1, L_2, \ldots, L_r)$ be finite sequences of $\Theta$-members and $\mathcal{B}$-members satisfying $L_i \in \mathcal{B}_{\xi_i}, L_i \subseteq K_{\xi_i}$ and $\xi_i \gg \sigma$ for each $i = 1, 2, \ldots, r$. Then for each $i = 1, 2, \ldots, r$,
\[ \int_{L_i} 1_{C} f \, d\mu = \int_{L_i} \mathcal{E}(1_{C} f|\mathcal{B}_{\xi_i}) \, d\mu \geq \int_{L_i} a - b \, d\mu = (a - b) \mu(L_i). \]
Summing,
\[
\sum \| e \|_\infty \geq \int \left( \sum \| e \| \right) (1_c f) \, d\mu = \sum_{i=1}^r \int_{L_i} 1_c f \, d\mu > (a - b) \sum \| e \|_1,
\]
and \((K_r)_{r \in \Theta}\) fails to satisfy the dominated sums condition.

**Theorem 4.2.** Let the family \((\mathcal{B}_r)_{r \in \Theta}\) possess the dominated sums property. Then every purely finitely additive martingale is order convergent to 0. (We denote by 0 the function which takes the value 0 everywhere.)

**Proof.** Our proof is by contradiction. Let \((f_r)_{r \in \Theta}\) be a purely finitely additive martingale, and assume for some \(a > 0\), the set \(A = \{ \limsup_{r \in \Theta} |f_r| > a \}\) is non-empty. Let \(0 < \epsilon < \mu(A)\). Let \((K_r)_{r \in \Theta}\) be the fine covering prescribed by Lemma 3.2. Then \(\limsup_{r \in \Theta} K_r \neq \emptyset\). Let \(\gamma > 0\). Choose \(\sigma \in \Theta\) and \(C \in \mathcal{B}_\sigma\) such that for each \(r \gg \sigma\),

1. \(\int_1 |1_c f_R| \, d\mu < \gamma\), and
2. \(\|1_c f_R\| > a\) on \(K_r\).

Let \((\xi_1, \xi_2, \ldots, \xi_r)\) and \(\xi = (L_1, L_2, \ldots, L_r)\) be finite sequences of \(\Theta\)-members and \(\mathcal{B}\)-members satisfying \(L_i \in \mathcal{B}_{\xi_i}, L_i \subseteq K_{\xi_i}\), and \(\ell_i \gg \sigma\) for each \(i = 1, 2, \ldots, r\). Choose \(\rho \in \Theta\) such that \(\rho \gg \xi_i\) for all \(i = 1, 2, \ldots, r\). Then for each \(i = 1, 2, \ldots, r\),
\[
\int_{L_i} |1_c f_{\rho_i}| \, d\mu > \int_{L_i} |1_c f_{\xi_i}| \, d\mu > \int_{L_i} a \, d\mu = a\mu(L_i).
\]

Summing,
\[
\sum \| e \|_\infty \gamma > \int \left( \sum \| e \| \right) |1_c f_{\rho_i}| \, d\mu = \sum_{i=1}^r \int_{L_i} |1_c f_{\rho_i}| \, d\mu > a \sum \| e \|_1,
\]
and \((K_r)_{r \in \Theta}\) fails to satisfy the dominated sums condition.

We remark that Krickeberg [4], [5] has already identified the limit of any order convergent martingale of bounded variation. In fact, he has proved that every countably additive martingale \((\mathcal{E}(f|\mathcal{B}_r))_{r \in \Theta}\) satisfies
\[
\lim_{r \in \Theta} \mathcal{E}(f|\mathcal{B}_r) < \mathcal{E}(f|\mathcal{B}_\infty) < \limsup_{r \in \Theta} \mathcal{E}(f|\mathcal{B}_r),
\]
and every purely finitely additive martingale \((g_r)_{r \in \Theta}\) satisfies
\[
\liminf_{r \in \Theta} g_r < 0 < \limsup_{r \in \Theta} g_r.
\]
(See also [2].)

**Proposition 4.2.** Let \(B \in \mathcal{B}\) be such that all martingales of bounded variation \((g_r)_{r \in \Theta}\) satisfy \(\limsup_{r \in \Theta} g_r = \liminf_{r \in \Theta} g_r\) on \(B\). Then all martingales of semi-bounded variation \((f_r)_{r \in \Theta}\) satisfy \(\limsup_{r \in \Theta} f_r = \liminf_{r \in \Theta} f_r\) on \(B\).
PROOF. Our proof is by contradiction. Assume \((f_\tau)_{\tau \in \Theta}\) is a martingale of semibounded variation and \(a\) is a real number such that the set

\[ A = \{ \limsup_{\tau \in \Theta} f_\tau > a > \liminf_{\tau \in \Theta} f_\tau \} \cap B \]

is nonempty. Assume the set \(\{\int_C f_\tau \, d\mu | \tau \in \Theta, C \in \mathcal{B}_r\}\) is bounded from above. (The other case is symmetric; moreover, considering the martingale \((-f_\tau)_{\tau \in \Theta}\) reduces the other case to the present case.) Now \(A \subseteq \limsup_{\tau \in \Theta} \{f_\tau > a\}\) and there exist \(\sigma \in \Theta\) and \(D \in \mathcal{B}_\sigma\) such that \(D \subseteq \{f_\sigma > a\}\), \(\mu(D) < \infty\), and \(D \cap A \neq \emptyset\).

Define the martingale \((g_\tau)_{\tau \in \Theta}\) by

\[
g_\tau = \begin{cases} 1_D f_\tau & \text{for } \tau \gg \sigma, \\ \mathcal{E}(1_D f_\rho | \mathcal{B}_r) & \text{for } \tau \gg \sigma. \end{cases}
\]

Then

\[
\limsup_{\tau \in \Theta} g_\tau = \limsup_{\tau \in \Theta} 1_D f_\tau = 1_D \limsup_{\tau \in \Theta} f_\tau,
\]

\[
\liminf_{\tau \in \Theta} g_\tau = \liminf_{\tau \in \Theta} 1_D f_\tau = 1_D \liminf_{\tau \in \Theta} f_\tau,
\]

and

\[
\limsup_{\tau \in \Theta} g_\tau > a > \liminf_{\tau \in \Theta} g_\tau \quad \text{on } D \cap A \subseteq B.
\]

Furthermore, for \(\tau \in \Theta\) and \(C \in \mathcal{B}_r\),

\[
\int_C g_\tau \, d\mu = \int_C g_\rho \, d\mu \quad \text{for some } \rho \gg \tau, \sigma
\]

\[
= \int_C g_\rho \, d\mu - \int_{E \setminus C} g_\rho \, d\mu = \int_C g_\sigma \, d\mu - \int_{E \setminus C} g_\sigma \, d\mu + \int_{E \setminus C} g_\tau \, d\mu.
\]

Therefore \(\{\int_C g_\tau \, d\mu | \tau \in \Theta, C \in \mathcal{B}_r\}\), which is clearly bounded from above, is also bounded from below. Hence \((g_\tau)_{\tau \in \Theta}\) is of bounded variation, which is a contradiction.

**Theorem 4.3.** Let the family \((\mathcal{B}_r)_{r \in \Theta}\) possess the dominated sums property. Then every martingale of semibounded variation is order convergent.

**Proof.** Proposition 4.2, Theorems 4.1, 4.2, and the decomposition of a martingale into countably additive and purely finitely additive parts.

We immediately recover Krickeberg's [3] order convergence theorem.

**Theorem 4.4.** Let \((\mathcal{B}_r)_{r \in \Theta}\) possess the Vitali property. Then every martingale of semibounded variation is order convergent.

**5. Decompositions of \(E\) in terms of order convergence of martingales.** Let \(B \in \mathcal{B}_\infty\), and let \((f_\tau)_{\tau \in \Theta}\) be a family of functions. Whenever \(\liminf_{\tau \in \Theta} f_\tau = \limsup_{\tau \in \Theta} f_\tau\) on \(B\) we say that \((f_\tau)_{\tau \in \Theta}\) is order convergent on \(B\), and if \(f = \liminf_{\tau \in \Theta} f_\tau = \limsup_{\tau \in \Theta} f_\tau\) on \(B\) we say that \((f_\tau)_{\tau \in \Theta}\) is order convergent to \(f\) on \(B\).
THEOREM 5.1. There exist $A_c, B_c \in \mathcal{B}_\infty, B_c = E \setminus A_c$, such that:

(i) there exists a positive function $f$ satisfying $\int f \, d\mu < \infty$ and $\limsup_{\tau \in \Theta} \mathcal{C}(f|\mathcal{B}_\tau) = \infty$ on $A_c$;

(ii) for every function $g$ with $\int |g| \, d\mu < \infty$, the martingale $(\mathcal{C}(g|\mathcal{B}_\tau))_{\tau \in \Theta}$ is order convergent to $\mathcal{C}(g|\mathcal{B}_\infty)$ on $B_c$.

PROOF. For each positive function $f$ with $\int f \, d\mu < \infty$, and for each $a > b > 0$, let

$$A(f, a, b) = \left\{ \limsup_{\tau \in \Theta} \mathcal{C}(f|\mathcal{B}_\tau) > a > b \right\} \in \mathcal{B}_\infty.$$

Define $A_c \in \mathcal{B}_\infty$ to be the (essential) union of the family of all sets $A(f, a, b)$. Let $N$ be the set of positive integers. There exists a countable subfamily, $\{A(f, a_i, b_i)|i \in N\}$, whose union is $A_c$. Applying Theorem 3.1 for each $i, j \in N$, $i < j$, let $C_{i,j} \in \mathcal{B}_\infty$ be such that

$$\int 1_{C_{i,j}} f \, d\mu < \frac{1}{2^{i+j}}$$

and

$$\limsup_{\tau \in \Theta} \mathcal{C}(1_{C_{i,j}} f|\mathcal{B}_\tau) > a_i - b_i \text{ on } A(f, a_i, b_i).$$

Define

$$f = \sum_{i,j \in N, i < j} j 1_{C_{i,j}} f_i.$$

Then $f$ is positive and

$$\int f \, d\mu = \sum_{i,j \in N, i < j} j \int 1_{C_{i,j}} f_i \, d\mu < \sum_{i,j \in N, i < j} \frac{1}{2^{i+j}} < 1.$$

Furthermore, for each $i, j \in N$, $i < j$,

$$\limsup_{\tau \in \Theta} \mathcal{C}(f|\mathcal{B}_\tau) \geq \limsup_{\tau \in \Theta} \mathcal{C}(j 1_{C_{i,j}} f_i|\mathcal{B}_\tau) \geq j(a_i - b_i) \text{ on } A(f, a_i, b_i);$$

hence

$$\limsup_{\tau \in \Theta} \mathcal{C}(f|\mathcal{B}_\tau) = \infty \text{ on } A_c = \bigcup_{i \in N} A(f, a_i, b_i).$$

Define $B_c = E \setminus A_c$. Proposition 4.1 completes the proof.

In the proof of our next theorem we make use of the Jordan decomposition of martingales [3]: Every martingale of bounded variation can be expressed as the difference of two positive martingales of bounded variation. It is easy to show that every purely finitely additive martingale can be expressed as the difference of two positive purely finitely additive martingales.

We also make use of the following result, which is a consequence of a corresponding result for purely finitely additive set functions, or which can be established with an elementary argument using the characterization of purely finitely
additive martingales given in §3. Let $N$ be the set of positive integers, let $\{(f_t,i)_{i\in \theta}| i \in N\}$ be a family of purely finitely additive martingales satisfying $
olimits_{i\in N} \sup_{t\in \theta} |f_t,i| \, d\mu < \infty$, and let $f_t = \nolimits_{i\in N} f_t,i$ for each $t \in \theta$; then $(f_t)_{t\in \theta}$ is a purely finitely additive martingale.

**Theorem 5.2.** There exist $A_p, B_p \in \mathcal{B}_\infty, B_p = E \setminus A_p$, such that:

(i) there exists a positive purely finitely additive martingale $(f_t)_{t\in \theta}$ satisfying $\limsup_{t\in \theta} f_t = \infty$ on $A_p$;

(ii) every purely finitely additive martingale is order convergent to 0 on $B_p$.

**Proof.** For each positive purely finitely additive martingale $\Phi = (g_t)_{t\in \theta}$ and for each $a > 0$ let $A(\Phi, a) = \{\limsup_{t\in \theta} \Phi > a\}$. Define $A_p$ to be the (essential) union of the family of all sets $A(\Phi, a)$. Let $N$ be the set of positive integers. There exists a countable subfamily, $\{A(\Phi,i,a)| i \in N\}$, whose union is $A_p$. Applying Theorem 3.2 for each $i,j \in N, i < j$, let $(g_{i,j},i)_{t\in \theta}$ be a positive purely finitely additive martingale such that

$$\sup_{t\in \theta} \int_{i,j,i} g_{i,j,p} \, d\mu < \frac{1}{j^{2^i+j}},$$

and

$$\mu\left(A(\Phi,i,a) \setminus \left\{\limsup_{t\in \theta} f_{i,j,t} > a\right\}\right) < \frac{1}{j^{2^i+j}}.$$

Define the martingale $(f_t)_{t\in \theta}$ by

$$f_t = \sum_{j \in N, i < j} g_{i,j,p} \, \text{for} \, t \in \theta.$$

Then $(f_t)_{t\in \theta}$ is a positive purely finitely additive martingale. Furthermore, for each $i,j \in N, i < j$,

$$\limsup_{t\in \theta} f_t > \limsup_{t\in \theta} g_{i,j,t} > ja_i \, \text{on} \, A(\Phi,i,a)$$

except for a set of $\mu$-measure $1/j^{2^i+j}$; hence

$$\limsup_{t\in \theta} f_t = \infty \, \text{on} \, A_p = \bigcup_{i\in N} A(\Phi,i,a).$$

Let $B_p = E \setminus A_p$. By the definition of $A_p$, all positive purely finitely additive martingales are order convergent to 0 on $B_p$. The Jordan decomposition of martingales completes the proof.

We now combine Theorems 5.1 and 5.2.

**Theorem 5.3.** There exist $A, B \in \mathcal{B}_\infty, B = E \setminus A$, such that:

(i) there exists a positive martingale of bounded variation $(f_t)_{t\in \theta}$ satisfying $\limsup_{t\in \theta} f_t = \infty$ on $A$;

(ii) every martingale of semibounded variation is order convergent on $B$.

**Proof.** Theorems 5.1 and 5.2 with $A = A_c \cup A_p$, Proposition 4.2, and the decomposition of a martingale into countably additive and purely finitely additive parts.
COROLLARY 5.1. Assume every positive martingale of bounded variation \((f_r)_{r \in \Theta}\) satisfies \(\limsup_{r \in \Theta} f_r < \infty\) on \(E\). Then every martingale of semibounded variation is order convergent.

Similar corollaries hold for countably additive and purely finitely additive martingales.
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