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Abstract. A simple construction of Boolean algebras with no rigid or homogeneous factors is described. It is shown that for every uncountable cardinal $\kappa$ there are $2^\kappa$ isomorphism types of Boolean algebras of power $\kappa$ with no rigid or homogeneous factors. A similar result is obtained for complete Boolean algebras for certain regular cardinals. It is shown that every Boolean algebra can be completely embedded in a complete Boolean algebra with no rigid or homogeneous factors in such a way that the automorphism group of the smaller algebra is a subgroup of the automorphism group of the larger algebra. It turns out that the cardinalities of antichains in both algebras are the same. It is also shown that every $\kappa$-distributive complete Boolean algebra can be completely embedded in a $\kappa$-distributive complete Boolean algebra with no rigid or homogeneous factors.

Introduction. For every nonzero element $u$ of a Boolean algebra $B$, the principal ideal consisting of all elements $v$, $v \leq u$, with the restricted operations is a Boolean algebra. We shall call it a factor of $B$ and denote it by $B \uparrow u$. If $B \uparrow u$ is a homogeneous (rigid) Boolean algebra, we shall call it a homogeneous (rigid) factor of $B$. Clearly, every factor of a complete Boolean algebra is a complete algebra, too. Every complete Boolean algebra $B$ can be represented in a unique way as the product of three factors, namely $B = H \times R \times D$, where $R$ is the product of a family of rigid factors of $B$, $H$ is the product of homogeneous factors of $B$ and $D$ is a complete Boolean algebra with no rigid or homogeneous factors.

Studying the automorphism groups of Boolean algebras, McKenzie and Monk [8] showed that the problem reduces to characterization of the automorphism groups of the three types of Boolean algebras corresponding to the above decomposition. They proved representation theorems for the products of rigid Boolean algebras and for the products of homogeneous Boolean algebras. The characterization of automorphism groups of Boolean algebras with no rigid or homogeneous factors remained an open problem. At that time, no example of such algebras was known. The existence of Boolean algebras with no rigid or homogeneous factors was proved by Balcar and the author in [14]. The aim of this paper is to describe a simpler construction of such algebras and to prove new results about them. The paper is organized as follows. §1 describes the basic construction which was motivated by Shelah's construction of
rigid Boolean algebras [12]. Isomorphism types of Boolean algebras with no rigid or homogeneous factors are studied in §2. Using some ideas of Monk and Rassbach [9], we shall show that for every uncountable cardinal $\kappa$, there are $2^\kappa$ isomorphism types of (noncomplete) Boolean algebras of power $\kappa$ with no rigid or homogeneous factors. If $\kappa$ is regular and $\kappa^{\aleph_0} = \kappa$, we have the same result for complete Boolean algebras. In §§3 and 4, we prove two embedding theorems. We shall show that every Boolean algebra $B$ can be completely embedded in a complete Boolean algebra $C$ with no rigid or homogeneous factors. The first theorem gives an embedding preserving saturatedness i.e. the cardinalities of antichains in $B$ and $C$ are the same. The second theorem gives embeddings preserving distributivity. It turns out that in both cases every automorphism of $B$ can be extended to an automorphism of $C$ and the automorphism group $\text{Aut}(B)$ of $B$ is a subgroup of $\text{Aut}(C)$. This result gives partial information about automorphism groups of Boolean algebras with no rigid or homogeneous factors showing that automorphism groups of these algebras reflect in some sense the structure of automorphism groups of all Boolean algebras. The above-mentioned embedding theorems are compared with embedding theorems due to Kripke [6] and Koppelberg [5] concerning embeddings into homogeneous Boolean algebras. It turns out that the saturatedness preserving embeddings impose some restrictions on automorphisms of the larger algebra and that the statement “every Boolean algebra can be completely embedded in a complete Boolean algebra with the same saturatedness and with an atomless homogeneous factor” is not a theorem of Zermelo-Fraenkel set theory (ZFC). The relationship to the results of [13] and [14] concerning embeddings into rigid Boolean algebras is also discussed and some open problems are stated.

0. Preliminaries. A Boolean algebra $B$ is a structure $\langle B, \land, \lor, -, 0_B, 1_B \rangle$ satisfying the usual axioms. Every Boolean algebra is partially ordered by a canonical ordering $\leq$, $1_B$ being the greatest and $0_B$ the least element. It is well known that Boolean operations are definable from the canonical ordering and vice versa. We say that two elements $u, v$ of $B$ are disjoint if $u \land v = 0_B$, otherwise we say that $u$ and $v$ are compatible. If it is clear what algebra we have in mind, we shall omit the subscripts of $0$ and $1$. For every nonzero element $u$ of $B$, we shall denote by $B \upharpoonright u$ the principal ideal of all $v$, $v \leq u$. $B \upharpoonright u$ with the restricted operations is a Boolean algebra and we shall call it a factor of $B$. We say that $B$ is homogeneous iff for every $u, v \in B$ neither of which is equal to $0$ or $1$, there is an automorphism $f$ of $B$ with $f(u) = v$. We say that $B$ is weakly homogeneous if for every two nonzero elements $u, v \in B$, there is an automorphism $f$ such that $f(u), v$ are compatible. It is clear that every homogeneous Boolean algebra is weakly homogeneous. We say that $B$ is a rigid Boolean algebra if the identity is the only automorphism of $B$. We say that a Boolean algebra has no rigid or homogeneous factors if every factor of it is neither rigid nor homogeneous. If $\kappa$ is a cardinal number, we say that a Boolean algebra satisfies the $\kappa$-antichain condition ($\kappa$-AC) if every antichain i.e. every set of pairwise disjoint elements of it has power less than $\kappa$. The least cardinal $\kappa$ such that $B$ satisfies the $\kappa$-antichain condition is called the saturatedness of $B$ and we denote it by $\text{sat}(B)$. 
We say that \( B \) is a complete Boolean algebra if the operations of join and meet can be extended to any set of elements of \( B \). It is well known that every (separative) partially ordered set \((P, \leq)\) determines uniquely (up to isomorphism) a complete Boolean algebra \( B \) such that \((P, \leq)\) is isomorphic to a dense subset of \( B \). In particular, every Boolean algebra \( B \) has a unique (up to isomorphism) completion \( B^c \). Recall that a subset \( d \) of \( B \) is dense if for every nonzero element \( u \) of \( B \) there is a nonzero element \( v \) of \( d \), \( v \leq u \).

It is well known that every automorphism of a Boolean algebra can be uniquely extended to an automorphism of its completion. Every automorphism of a factor \( B \uparrow u \) can be extended to an automorphism of \( B \) e.g. if we put \( f(v) = v \) for every \( v \) disjoint from \( u \). Consequently, if \( B \) has no rigid factors then \( B^c \) has no rigid factors, too. On the other hand, if \( B \) is homogeneous, then so is \( B^c \). To prove this, note that the saturatedness of a homogeneous Boolean algebra is the same as the saturatedness of each of its factors and use the fact that isomorphisms are preserved by products of Boolean algebras. Consequently, if \( B \) has a homogeneous factor then \( B^c \) has a homogeneous factor, too.

A set \( p \) of nonzero elements of \( B \) is called a partition of \( B \) if every two elements of \( p \) are disjoint and \( \sqrt{p} = 1 \). We say that a partition \( q \) is a refinement of \( p \) if for every \( v \) in \( q \) there is some \( u \) in \( p \) such that \( v \leq u \). Note that for every partition

\[
(1) \quad p = \{ u_i, i \in I \}
\]

of a complete Boolean algebra \( B \) the product \( \prod_{i \in I}(B \uparrow u_i) \) is a complete Boolean algebra isomorphic to \( B \). On the other hand, if \( B \) is the product of Boolean algebras \( A_i, i \in I \), then there is a partition \((1)\) such that \( A_i \) and \( B \uparrow u_i \) are isomorphic for every \( i \). We say that a dense subset \( d \) is \( \kappa \)-closed for some cardinal \( \kappa \), if for every \( \alpha, \alpha \leq \kappa \), and every decreasing sequence \( \langle \mu_\xi, \xi < \alpha \rangle \) of nonzero elements of \( d \) there is a nonzero \( u \) in \( d \) such that \( u \leq u_\xi \) holds for every \( \xi \). We say that a complete Boolean algebra is \( \kappa \)-distributive if every set of \( \kappa \) partitions of it has a common refinement. Note that if \( B \) has a \( \kappa \)-closed dense subset then \( B \) is \( \kappa \)-distributive. Let us recall the definition of the direct sum (free product) of Boolean algebras. Let \( B_1, B_2 \) be Boolean algebras and \( \leq_1, \leq_2 \) be in turn their canonical orderings. If we put

\[
P = \{(u_1, u_2), u_1, u_2 \text{ are nonzero elements of } B_1, B_2\} \quad \text{and} \quad (u_1, u_2) \leq (v_1, v_2) \iff u_1 \leq_1 v_1 \text{ and } u_2 \leq_2 v_2 \]

then \( \leq \) is a separative partial ordering of \( P \). The direct sum of \( B_1, B_2 \) is the complete Boolean algebra \( B_1 \oplus B_2 \) uniquely determined by \((P, \leq)\). It is clear that \( B_1 \) and \( B_2 \) are completely embedded in \( B_1 \oplus B_2 \).

The following proposition resembles the spirit of Theorem 2 of Engelking and Karlowicz [2]. We shall use it later to get bounds on the cardinalities of antichains.

**Proposition.** Let \( \mu \) be an ordinal, \( \mu \geq \omega \). For every \( i, i \in I \), let \( a(i) \), \( b(i) \) be sets of ordinals satisfying the following properties.

1. The family \( a(i) \) is pairwise disjoint,
2. For every two different \( i, i' \), we have \( a(i) \cap b(i') \neq 0 \) or \( a(i') \cap b(i) \neq 0 \), and
3. Every \( a(i) \) is finite and the order-type of every \( b(i) \) is at most \( \mu \).

Then the cardinality of \( I \) is at most the cardinality of \( \mu \).
Proof. Put $\Lambda = |\mu|$ and suppose that the power of $I$ is at least $\Lambda^+$. As it is a regular and uncountable cardinal there exist a natural number $k$ and a subset $I'$ of $I$ of power $\Lambda^+$ such that every $a(i), i \in I'$, has exactly $k$ elements $\alpha_0(i) < \alpha_1(i) < \cdots < \alpha_{k-1}(i)$. For every $j < k$, the order-type of the set $\{\alpha_j(i), i \in I'\}$ is at least $\Lambda^+$. In $k$ steps using the regularity of $\Lambda^+$, we can get a subset $J$ of $I'$, $|J| = \Lambda^+$, with a "coherent" ordering of all columns, i.e. such that for every two elements $i, i'$ of $J$ and every $j < k$, we have

$$\alpha_j(i) < \alpha_j(i') \iff \alpha_0(i) < \alpha_0(i').$$

We may identify the elements of $J$ with ordinals less than $\Lambda^+$ and construct an increasing sequence $\langle \beta(\gamma), \gamma < \Lambda^+ \rangle$ of elements of $J$ such that

$$\alpha(\beta(\gamma)) \cap b(\beta(\delta)) \neq 0 \quad \text{whenever} \quad \gamma < \delta < \Lambda^+.$$

To do that, it suffices to put

$$\beta(0) = 0,$$

$$\beta(\gamma + 1) = \sup\{\beta(\delta) + 1, \delta < \gamma\} \quad \text{if} \quad \gamma \text{ is a limit ordinal},$$

$$\beta(\gamma + 1) = \sup\{\beta(\delta) + 1, \delta = \beta(\eta) \lor b(\beta(\eta)) \cap a(\gamma) \neq 0\}.$$

Since $a(\delta)$'s are pairwise disjoint and the power of $b(\beta(\gamma))$ is less than $\Lambda^+$, it follows that $\beta(\gamma + 1)$ is less than $\Lambda^+$, too and that the definition of $\beta(\gamma)$ is correct for every $\gamma < \Lambda^+$. Now, it is easy to derive a contradiction. Let $\delta = \omega^{\mu+1}$ (ordinal power). For all $s < k$, let

$$\Gamma_s = \{\gamma < \omega^{\mu+1}; \alpha_s(\beta(\gamma)) \in b(\beta(\delta))\}.$$

Then by (6), $\omega^{\mu+1} = \Gamma_0 \cup \cdots \cup \Gamma_{k-1}$. It follows that some $\Gamma_s$ has order-type $\omega^{\mu+1} > \mu + 1$ contradicting (4). Hence $|J| \leq \Lambda$ and the proof is complete.

1. Basic construction. Given a regular uncountable cardinal $\kappa$, we shall construct a Boolean algebra of power $\kappa$ with no rigid or homogeneous factors. Let $A$ be a free Boolean algebra with $\kappa$ free generators $a(\alpha), \alpha < \kappa$. For every subset $s$ of $\kappa$, let $A(s)$ denote the subalgebra of $A$ generated by $a(\alpha), \alpha \in s$. Hence $A = A(\kappa)$ and every element of $A$ belongs to some $A(s)$ for a finite $s$. The algebra $A$ can be alternatively described as follows. Let $F$ be the set of all mappings from finite subsets of $\kappa$ to the two element set $\{ -1, 1 \}$. Let $\leq_F$ be the partial ordering of $F$ defined by reversed inclusion i.e. $f \leq_F g \iff g \subseteq f$. The complete Boolean algebra determined by the partially ordered set $(F, \leq_F)$ is isomorphic to the completion $A^c$ of $A$. We can identify every $a(\alpha)$ with a mapping from $F$ whose domain is $\{ \alpha \}$ and the only value is 1. Then $F$ is a dense subset of $A$ and $\leq_F$ coincides with the canonical ordering of $A$. The algebra $B$ we are constructing is a quotient of $A$ modulo a suitable ideal. To define the ideal, let $W$ be the stationary subset of $\kappa$ defined as follows.

$$W = \{ \alpha < \kappa, \text{cf}(\alpha) = \aleph_0 \text{ and } \alpha \text{ is divisible by } |\alpha| \}.$$

To every $\alpha \in W$ choose an increasing sequence $\xi(\alpha, n), n < \omega$, of odd ordinals whose limit is $\alpha$ such that for every $\beta, \beta < \kappa$,

$$\{\alpha \in W, \xi(\alpha, 0) > \beta\} \text{ is stationary in } \kappa.$$

Let $I$ be the ideal on $A$ generated by the set $\{a(\alpha) - a(\xi(\alpha, n)), \alpha \in W, n < \omega\}$. Let $B$ be the quotient $A/I$ and for every $a \in A$, let $[a]$ denote the equivalence class
For each subset $s$ of $\kappa$, let $B(s)$ denote the set of all $[u]$, $u \in A(s)$. Let $F/I$ denote the set of all elements $[f]$, $f \in F$, hence $F/I$ is a dense subset of $B$. It is easy to see that the power of $B$ and of every one of its factors is $\kappa$. First, we shall show that $B$ and hence $B^c$ has no rigid factors.

**Lemma 1.** For every nonzero $u$, $B \uparrow u$ is not rigid.

**Proof.** Let $s$ be a finite subset of $\kappa$ such that $u$ belongs to $B(s)$. Let $\eta$, $\eta < \kappa$, be an even nonlimit ordinal bigger than every element of $s$. Then $\eta$ belongs neither to $W$ nor to a sequence $\xi(\alpha, n)$. If $g$ is the automorphism of $A$ identical on every $a(\alpha)$, $\alpha \neq \eta$ satisfying $g(a(\eta)) = -a(\eta)$ then $g$ maps $A(s)$ onto itself and determines a nontrivial automorphism of $B \uparrow u$.

In the rest of this section, we shall prove that $B^c$ and hence $B$ has no homogeneous factors. We shall prove some properties of algebras $B$ and $B(\alpha)$, $\alpha < \kappa$.

**Lemma 2.** For every $\alpha$, $\alpha \in W$, we have

(i) $[a(\alpha)] = \bigwedge \{[a(\xi(\alpha, n))], n < \omega\}$.

(ii) $\bigwedge \{[a(\alpha)], \alpha \in s\} = 0_B$ for every infinite $s \subseteq W$.

(iii) For every element $u$ of $F/I$ disjoint from $[a(\alpha)]$, there is $u$ in $B(\alpha)$ such that $v \geq u$ iff $v \geq u$ holds for every $v \in B(\alpha)$.

If $\alpha$ does not belong to $W$, the same holds for every $u$. Hence $u$ is the least element of $B(\alpha)$ bigger than $u$.

**Proof.** (i) It follows from the definition of $I$ that $[a(\alpha)] \leq [a(\xi(\alpha, n))]$ holds for every $n$. This gives the $\leq$ inequality. To prove the other inequality, let $f \in F$ be such that $[f]$ is less than all elements on the right-hand side of (i) and disjoint from $[a(\alpha)]$. We may assume that $\alpha$ belongs to the domain of $f$. If $f(\alpha) = 1$, then $[f]$ must be zero. Assume that $f(\alpha) = -1$. As the domain of $f$ is finite, there is a natural number $n$ such that $\xi(\alpha, n)$ belongs neither to $\text{dom}(f)$ nor to any sequence $\xi(\beta, m)$, where $\beta \in W \cap \text{dom}(f)$ and $\alpha \neq \beta$. Let $g$ extend $f$ by $g(\xi(\alpha, n)) = -1$. Note that $g$ belongs to $I$ iff $f$ belongs to $I$. Since $g$ is disjoint from $a(\xi, n)$ and $g \leq f$, we have $g \in I$. Hence $[f]$ must be zero and the other inequality is proved.

(ii) Let $f \in F$ be such that $[f]$ is less than every $[a(\alpha)]$, $\alpha \in s$. We shall show that $[f]$ must be zero. As the domain of $f$ is finite, there is an $\alpha \in s$ which does not belong to $\text{dom}(f)$. If we extend $f$ to a mapping $g$ by $g(\alpha) = -1$, then $g \leq f$ and $g$ is disjoint from $a(\alpha)$. Hence $[g]$ must be zero according to our assumption on $[f]$.

On the other hand, it follows from the definition of $g$ that $g \in I$ iff $f \in I$. Hence $[f]$ must be zero, too. This completes the proof of (ii).

To prove (iii), note that the case $u = 0_B$ is trivial. Assume that $u$ is a nonzero element of $F/I$, $u = [f]$ for some $f$. If we put $f' = f \uparrow \alpha$ then $[f']$ belongs to $B(\alpha)$ and $[f'] \geq u$. Note that for every $\beta \in W$ such that $f(\beta) = 1$, we have $[a(\beta)] \geq [f]$ and, consequently, $[a(\xi(\beta, n))] \geq [f]$ holds for every $n < \omega$. Since $u$ is disjoint from $[a(\alpha)]$, either $\alpha$ does not belong to the domain of $f$ or $f(\alpha) = -1$. Consequently, if we have $f(\beta) = 1$ for some $\beta \in W$ then either $\beta < \alpha$ or $\beta > \alpha$ (if $\alpha$ does not belong to $W$, the same holds for every $[f]$). If $\beta < \alpha$, we already have it in the domain of $f'$ and if $\beta > \alpha$ some, but only finitely many, ordinals $\xi(\beta, n)$ may fall below $\alpha$. We
extend $f'$ to $g$ putting $g(\xi(\beta, n)) = 1$ for every such $\xi(\beta, n)$. For any such $\xi(\beta, n)$ we cannot have $f'(\xi(\beta, n)) = -1$ for $f$ was nonzero, hence $g$ is a mapping from $F$. If we take $[g]$ for $\bar{u}$, we have (9). This completes the proof.

We shall define a hierarchy $Q(\alpha)$, $\alpha < \kappa$, of subsets of $B^c$ in analogy to hierarchy $B(\alpha)$. For every $\alpha$, $\alpha < \kappa$, let

$$Q(\alpha) = \{u \in B^c, u = \bigvee a \text{ for some } a \subseteq B(\alpha)\}.$$ 

It is clear from the definition that every $Q(\alpha)$ is closed under arbitrary sums. It turns out however that $Q(\alpha)$ for $\alpha \in W$ need not be closed under complements and hence $Q(\alpha)$ is not a subalgebra of $B^c$. Note that the statement (iii) of Lemma 2 generalizes to the case where $B(\alpha)$ is replaced by $Q(\alpha)$. The following is a simple consequence of this fact.

**Corollary 3.** For every $\alpha \in W$, and every subset $a$ of $Q(\alpha)$, if $\bigwedge a$ is disjoint from $[a(\alpha)]$ then it belongs to $Q(\alpha)$. The same holds for every subset of $Q(\alpha)$ provided that $\alpha$ does not belong to $W$.

**Proof.** We shall first generalize the statement (iii) of Lemma 2 as follows: For every $\alpha \in W$ and every $u \in B^c$ disjoint from $[a(\alpha)]$, there is some $\bar{u} \in Q(\alpha)$ such that $\bar{u} \supseteq u$ and (9) holds for every $v$ in $Q(\alpha)$.

To prove this, let $u$ be the join of a family $u_j, j \in J$, of elements of $F/I$. For every $j \in J$ let $u_j$ be as in (iii) of Lemma 2. If $\bar{u}$ is the join of all $\bar{u}_j, j \in J$, then $\bar{u}$ belongs to $Q(\alpha)$ and satisfies (9) for every $v$ in $Q(\alpha)$.

Now, let $a$ be a subset of $Q(\alpha)$ such that $\bigwedge a$ is disjoint from $[a(\alpha)]$. If $u$ is the meet of $a$ and we take $\bar{u}$ with the above property, then $\bar{u}$ belongs to $Q(\alpha)$ and $\bar{u}$ is less than all elements of $a$ according to (9). Hence $\bar{u}$ is the meet of $a$ and $\bigwedge a$ belongs to $Q(\alpha)$.

If $\alpha \notin W$, it is easy to see that the same holds for every subset of $Q(\alpha)$.

We need a bound on the cardinality of antichains in $B$ to show that every element of $B^c$ belongs to some $Q(\alpha)$.

**Lemma 4.** $B$ satisfies the countable antichain condition.

**Proof.** Suppose that there is an uncountable antichain $a$ in $B$. We may assume that every element of $a$ is nonzero and belongs to $F/I$. Thus for every $u \in a$ there is a unique $f, f \in F$ such that $u = [f]$. Let $F_0 = \{f, [f] \in a\}$. As the domain of every $f$ is finite, it follows from the well-known theorem of Erdös and Rado [3] that there is a finite set $s$ and a subset $F_1$ of $F_0, |F_1| = |F_0|$ such that $\text{dom}(f) \cap \text{dom}(g) = s$ holds for every two different $f, g$ from $F_1$. We may assume as well that

$$(10) \quad f \uparrow s = g \uparrow s \quad \text{for every pair } f, g \text{ from } F_1.$$ 

Hence $F_1$ is a set of pairwise compatible mappings. It follows from our assumption on $a$ that $[f], [g]$ are disjoint in $B$, thus we have the following

$$(11) \quad \text{for every two different mappings } f, g \text{ from } F_1, \text{ there exists } \alpha \in W \text{ and } n < \omega \text{ such that } f(\xi(\alpha, n)) = -1 \text{ and } g(\alpha) = 1 \text{ or vice versa.}$$
It follows from (10) that neither \( \alpha \) nor \( \xi(\alpha, n) \) from (11) belong to \( s \) for otherwise \([ f \] or \([ g \]) would be zero. We may thus leave out the whole \( s \) from the domains of mappings in \( F_1 \) and assume that the domains are pairwise disjoint.

For every \( f \in F_1 \), let

\[
A_f = \{ \xi(\alpha, n), f(\xi(\alpha, n)) = -1 \},
\]

\[
B_f = \{ \xi(\alpha, m), f(\alpha) = 1, m < \omega \}.
\]

Then every \( A_f \) is finite and the order-type of every \( B_f \) is less than \( \omega \cdot \omega \). It follows from (11) that the families of sets \( \{ A_f, f \in F_1 \} \) and \( \{ B_f, f \in F_1 \} \) satisfy the assumptions of the Proposition from §0, and accordingly, \( F_1 \) must be countable—a contradiction.

We are ready to show that \( B^c \) has no homogeneous factors.

**Lemma 5.** For every nonzero element \( u \) from \( B^c \), \( B^c \uparrow u \) is not homogeneous.

**Proof.** Suppose that \( B^c \) has a homogeneous factor \( B^c \uparrow u \). We may assume that \( u \) belongs to \( B \) and hence to \( B(s) \) for some finite subset \( s \) of \( \kappa \). It follows from (8) that the set

\[
W'' = \{ \alpha \in W, \xi(\alpha, 0) \text{ is above every element of } s \}
\]

is stationary in \( \kappa \). There is a stationary subset \( W''' \) of \( W'' \) and an ordinal \( \eta \) such that

\[
\xi(\alpha, 0) = \eta \quad \text{for every } \alpha \in W'''
\]

since \( \xi(\alpha, 0) \) is a regressive function of \( \alpha \) on \( W' \). If we put \( v = u \land [a(\eta)] \) and \( w = u \land -[a(\eta)] \) then \( v, w \) are disjoint nonzero elements of \( B \uparrow u \). Suppose that \( G \) is an automorphism of \( B^c \uparrow u \) which moves \( v \) onto \( w \). We may extend \( G \) by identity outside of \( u \) to an automorphism of \( B^c \). It turns out that

\[
X_G = \{ \alpha < \kappa, G \text{ maps } Q(\alpha) \text{ into } Q(\alpha) \}
\]

is closed unbounded in \( \kappa \), and

\[
S = W''' \cap X_G \text{ is stationary in } \kappa.
\]

For every \( \alpha \in S \), \( v \land [a(\alpha)] \) is nonzero and we shall show that \( G \) maps it into \( Q(\alpha) \). According to Lemma 2(i), we have

\[
v \land [a(\alpha)] = v \land \land \{ [a(\xi(\alpha, n))] ; n < \omega \}.
\]

Note that all elements on the right-hand side of (15) belong to \( Q(\alpha) \). Hence

\[
G(v \land [a(\alpha)]) = w \land \land \{ G([a(\xi(\alpha, n))]); n < \omega \}
\]

and every element on the right-hand side belongs again to \( Q(\alpha) \) according to (13) and (14). It follows from (12) that \( w \) is disjoint from \([a(\alpha)]\) and, according to Corollary 3, \( G(v \land [a(\alpha)]) \) is a nonzero element of \( Q(\alpha) \) for every \( \alpha \in S \). We shall need one more fact about the hierarchy of \( B(\alpha)'s \). As every \( \alpha \in W \) is divisible by \( |\alpha| \), there is a mapping \( \varphi \) from \( \kappa \) onto \( B \) such that

\[
\varphi \text{ maps every } \alpha \in W \text{ onto } B(\alpha).
\]

For every \( \alpha \in S \), let \( h(\alpha) \) be the least ordinal such that \( \varphi(h(\alpha)) \) is nonzero and less than \( G(v \land [a(\alpha)]) \). It follows from (17) that \( h \) is regressive on \( S \) and hence constant.
on a stationary subset $S'$ of $S$. It follows from Lemma 2(ii) that $v \wedge \wedge \{[a(\alpha)]; \alpha \in S'\}$ is zero but we have shown that $G$ maps it onto a nonzero element of $B^c$—a contradiction. This completes the proof of Lemma 5 and shows that $B$ is a Boolean algebra of power $\kappa$ with no rigid or homogeneous factors and that $B^c$ has no rigid or homogeneous factors, too.

2. Isomorphism types. It is easy to see that every Boolean algebra with no homogeneous factors is atomless. All countable atomless Boolean algebras are isomorphic and hence homogeneous. Consequently, there are no countable Boolean algebras with no rigid or homogeneous factors. We are going to show that for every uncountable cardinal $\kappa$ there are $2^\kappa$ isomorphism types of Boolean algebras of power $\kappa$ with no rigid or homogeneous factors. To get this result, we shall modify the basic construction using some ideas of Monk and Rassbach [9].

Theorem 1. For every uncountable regular cardinal $\kappa$, there are Boolean algebras $B_\alpha, \alpha < 2^\kappa$, of power $\kappa$ such that for every $\alpha, \beta < 2^\kappa$, we have

(i) $B_\alpha$ and $B_\beta$ have no rigid or homogeneous factors,
(ii) $B_\alpha$ and $B_\beta$ are not isomorphic for distinct $\alpha, \beta$, and
(iii) $B_\alpha$ satisfies the countable antichain condition.

Hence if $\kappa^{\aleph_0} = \kappa$, we have $2^\kappa$ isomorphism types of complete Boolean algebras of power $\kappa$ with no rigid or homogeneous factors.

Proof. Given an uncountable regular cardinal $\kappa$, we shall construct a Boolean algebra $B(X)$ of power $\kappa$ for every nonempty $X, X \subseteq \kappa$. It suffices to modify properly the definition of the ideal $I$ used in the basic construction. Let $W$ be as in (7) and let $W_\gamma, \gamma < \kappa$, be pairwise disjoint stationary subsets of $W$. For every $\gamma$ and every $\alpha \in W_\gamma$ choose an increasing sequence of odd ordinals $\xi(\alpha, n), n < \omega$, with limit $\alpha$ such that (8) holds for every $W_\gamma, \gamma < \kappa$. For every nonempty $X \subseteq \kappa$, put $W(X) = \bigcup \{W_\gamma, \gamma \in X\}$. As above, let $A$ be the free Boolean algebra with $\kappa$ free generators $a(\alpha), \alpha < \kappa$, and let $I(X)$ be the ideal on $A$ generated by elements $a(\alpha) - a(\xi(\alpha, n))$ for $\alpha \in W(X), n < \omega$. Let $B(X)$ denote the quotient $A/I(X)$. Now it is easy to prove the analogues of Lemmas 1–5 from the preceding section. Hence we have (i) and (iii) from Theorem 1. It remains to prove (ii). Let $X, Y$ be nonempty subsets of $\kappa$ such that

(18) there is a $\gamma, \gamma \in X - Y$.

Suppose that there is an isomorphism $G$ which maps $B(X)^c$ onto $B(Y)^c$. For every $\alpha < \kappa$, let

$$B(X, \alpha) = \{\{u\} \in B(X), u \in A(\alpha)\},$$
$$Q(X, \alpha) = \{v \in B(X)^c, v = \bigvee a \text{ for some } a \subseteq B(X, \alpha)\}.$$

Then

(19) $X_G = \{\alpha < \kappa, G \text{ maps } Q(X, \alpha) \text{ into } Q(Y, \alpha)\}$ is closed unbounded in $\kappa$.

It follows from (18) that $W_\gamma$ is a subset of $W(X)$ disjoint from $W(Y)$. Hence

(20) $S = X_G \cap W_\gamma$ is a stationary subset of $W(X)$ disjoint from $W(Y)$. 

According to Lemma 2(i), we have
\[ G([a(\alpha)]) = \bigwedge \{ G([a(\xi(\alpha, n))]) ; n < \omega \} \quad \text{for } \alpha \in S \]
and it follows from (19) that all elements on the right-hand side belong to \( Q(Y, \alpha) \). Hence \( G([a(\alpha)]) \) belongs to \( Q(Y, \alpha) \) according to Corollary 3 and (20). As in §1, let \( \phi_Y \) be a mapping of \( \kappa \) onto \( B(Y) \) such that
\[ (21) \quad \phi_Y \text{ maps } \alpha \text{ onto } B(Y, \alpha) \text{ whenever } \alpha \in W(Y). \]

For every \( \alpha \in S \), let \( h(\alpha) \) be the least ordinal such that \( \phi(h(\alpha)) \) is nonzero and less than \( G([a(\alpha)]) \). It follows from (21) that \( h \) is regressive on \( S \) and hence constant on some stationary \( S' \subseteq S \). It follows that the set of all \( G([a(\alpha)]) \) for \( \alpha \in S' \) has a nonzero lower bound in \( B(Y)^c \) which contradicts Lemma 2(ii). Hence \( B(X)^c \) and \( B(Y)^c \) are not isomorphic.

Since every \( B(X) \) satisfies the countable antichain condition, the power of \( B(X)^c \) is \( \kappa^{\aleph_0} \). This concludes the proof of Theorem 1.

**Theorem 2.** For every singular cardinal \( \kappa \), there are \( 2^\kappa \) nonisomorphic (noncomplete) Boolean algebras of power \( \kappa \) with no rigid or homogeneous factors.

**Proof.** Let \( \kappa \) be a singular cardinal and \( \langle \Lambda_\alpha, \alpha < \text{cf}(\kappa) \rangle \) be an increasing sequence of regular uncountable cardinals with limit \( \kappa \). For every \( \alpha < \text{cf}(\kappa) \), let \( B(\alpha, \beta), \beta < 2^{\Lambda_\alpha} \), be a sequence of Boolean algebras of power \( \Lambda_\alpha \) constructed in Theorem 1.

For every \( f \) from the cartesian product \( P_{\alpha < \text{cf}(\kappa)} 2^{\Lambda_\alpha} \), let \( B_f \) be the product of algebras \( B(\alpha, f(\alpha)), \alpha < \text{cf}(\kappa) \). Note that \( B_f \) has power greater than \( \kappa \) and that every element of it is a sequence \( \langle u_\alpha, \alpha < \text{cf}(\kappa) \rangle \), where \( u_\alpha \in B(\alpha, f(\alpha)) \) for every \( \alpha < \text{cf}(\kappa) \). Let \( J_f \) be the ideal of all \( u \in B_f \) such that only finitely many \( u_\alpha \)'s are nonzero. It is easy to see that \( J_f \) has power \( \kappa \) and that the set of all elements of \( J_f \) and of all complements of elements of \( J_f \) is a subalgebra of \( B_f \). We shall call it \( C_f \). Every \( C_f \) has no rigid or homogeneous factors. To complete the proof, it remains to show that \( C_f \) and \( C_g \) are not isomorphic provided that \( f, g \) are distinct. We shall use the fact that for every \( \alpha < \text{cf}(\kappa), \beta < 2^{\Lambda_\alpha}, \) every factor of \( B(\alpha, \beta) \) has power \( \Lambda_\alpha \).

Let \( f(\alpha) \neq g(\alpha) \) for some \( \alpha \). Suppose that \( G \) is an isomorphism which maps \( C_f \) onto \( C_g \). Let \( u \) be the element of \( C_f \) such that \( u_\beta \) is zero for every \( \beta \neq \alpha \) and \( u_\alpha \) is the unit element of \( B(\alpha, f(\alpha)) \). In other words, \( u \) is the largest element of \( C_f \) such that every factor of \( C_f \setminus u \) has power \( \Lambda_\alpha \). Thus \( G(u) \) is the largest element of \( C_g \) with the same property, we shall denote it by \( v \). It turns out that \( v_\alpha \) is the unit of \( B(\alpha, g(\alpha)) \), the other components of \( v \) being zero. If we restrict \( G \) to \( C_f \setminus u \), we get an isomorphism of \( B(\alpha, f(\alpha)) \) and \( B(\alpha, g(\alpha)) \)—a contradiction.

Note that \( \text{sat}(C_f) = (\text{cf}(\kappa))^+ \) for every \( f \), and that no \( C_f \) is complete.

**Problem.** It remains open whether there is a complete Boolean algebra with no rigid or homogeneous factors and with power \( \kappa \) for every singular cardinal \( \kappa \), \( \kappa^{\aleph_0} = \kappa \).

Rubin [11] asked whether there are Boolean algebras with no homogeneous factors satisfying some weaker homogeneity property. It turns out that the existence of weakly homogeneous complete Boolean algebras with no homogeneous factors is
ruled out by the following (unpublished) result due to Solovay which was proved independently by Koppelberg [5].

**Theorem (Solovay, Koppelberg).** Every complete weakly homogeneous Boolean algebra is a power of some complete homogeneous Boolean algebra.

Hence every complete weakly homogeneous Boolean algebra has a homogeneous factor. The completion of every Boolean algebra constructed in Theorem 1 has no homogeneous factor. It follows from the above theorem that Boolean algebras we have constructed so far are not weakly homogeneous.

**Problem.** It remains open whether there are noncomplete weakly homogeneous Boolean algebras with no homogeneous factors.

It is possible to construct Boolean algebras with no homogeneous factors in which every element, which is not zero or unit, is moved by some automorphism.

3. **Embeddings preserving saturatedness.** We shall show that the class of Boolean algebras with no rigid or homogeneous factors is universal with respect to embeddings, namely, we shall show that every Boolean algebra can be completely embedded in a complete Boolean algebra with no rigid or homogeneous factors. These embeddings have two interesting properties: Every automorphism of the smaller algebra can be extended to an automorphism of the larger algebra and both algebras have the same saturatedness except the trivial case when the smaller algebra is finite. We shall compare this result with embedding theorems due to Kripke [6] and Koppelberg [5].

**Theorem 3.** Every Boolean algebra $C$ can be completely embedded in a complete Boolean algebra $D$ without homogeneous or rigid factors and with the following properties.

(i) Every automorphism of $C$ can be extended to an automorphism of $D$,

(ii) $\text{sat}(C) = \text{sat}(D)$ whenever $C$ is infinite.

**Proof.** We shall assume that $C$ is complete, otherwise we take $C^c$ instead of $C$. Let $\kappa$ be the cardinality of $C$ whenever it is infinite, otherwise put $\kappa = \aleph_0$. If we put

$$W = \{ \alpha < \kappa^+, \text{cf}(\alpha) = \omega \text{ and } \alpha \text{ is divisible by } \kappa \}$$

then $W$ is stationary in $\kappa^+$.

Let $B$ be an algebra of power $\kappa^+$ constructed from $W$ and appropriate sequences $\xi(\alpha, n)$, $n < \omega$, by the method described in §1. If $D$ is the direct sum $C \oplus B$, then $D$ is complete and $B, C$ are completely embedded in $D$. It is clear from the definition of direct sum that every automorphism $f$ of $C$ extends to an automorphism of $D$. Namely, if we put $g(u, v) = (f(u), v)$ for every pair $(u, v)$ from the dense subset of $D$ used in the definition of direct sum, then $g$ is an automorphism of the dense subset with respect to the canonical ordering and $g$ extends uniquely to an automorphism of $D$ with $g(u) = f(u)$ for every $u$ from $C$.

We shall show that $D$ has no rigid or homogeneous factors and that $\text{sat}(D) = \aleph_1 \cdot \text{sat}(C)$. Let $A$, $I$, $F$, $a(\alpha)$, $B(\alpha)$ for $\alpha < \kappa^+$ be as in §1. Note that $d_F = C \times F/I$ is dense in $D$. If $0$ denotes the empty mapping, we can identify every nonzero $u \in C$
with the pair \((u, 0)\) from \(d_F\) and every \([f] \in F/I\) with \((1_C, [f])\). No element of \(d_F\) determines a rigid factor of \(D\) since every automorphism of \(B\) extends to an automorphism of \(D\) and we can modify the argument of Lemma 1. Hence \(D\) has no rigid factors.

For every \(\alpha < \kappa^+\), let \(D(\alpha) = C \times B(\alpha)\) and

\[ R(\alpha) = \{ u \in D, u \text{ is a join of a subset of } D(\alpha) \}. \]

It is easy to prove (i) and (ii) of Lemma 2 for \(D\). If we replace \(F/I, Q(\alpha)\) in turn by \(d_F, R(\alpha)\), we obtain (iii) from Lemma 2 and Corollary 3.

The following result is the counterpart of Lemma 4 and gives (ii) of Theorem 3.

**Lemma 6.** \(\text{sat}(D) = \aleph_1 \cdot \text{sat}(C)\).

**Proof.** Let \(\mu\) denote the cardinal on the right-hand side and let \(a\) be an antichain in \(D, |a| = \mu\). We may assume that \(a\) is a subset of \(d_F\) and define \(F_0\) as

\[ F_0 = \{ f \in F, (u, [f]) \in a \text{ for some } u \}. \]

Note that \(|F_0| = \mu\) for otherwise there would be an antichain of power \(\mu\) in \(C\). Let \(F_1\) be a subset of \(F_0\) obtained from \(F_0\) as in the proof of Lemma 4. Hence \(F_1\) has power \(\mu\) and we may assume that the domains of \(F_1\) are pairwise disjoint. Let \(A_f, B_f, f \in F_1\), be defined as in the proof of Lemma 4. Since \(\mu\) is regular and uncountable and every \(A_f\) is finite, there is a natural number \(k\) and a subset \(F_2\) of \(F_1\) of power \(\mu\) such that every \(A_f, f \in F_2\), consists of exactly \(k\) ordinals \(\alpha_0(f) < \alpha_1(f) < \cdots < \alpha_{k-1}(f)\). As in the proof of the Proposition in §0, there is a subset \(F_3\) of \(F_2\), \(|F_3| = \mu\), such that

(23) \(\{\alpha_0(f), f \in F_3\}\) has order-type \(\mu\), and

(24) for every \(j < k, f, f' \in F_3\), we have

\[ \alpha_j(f) < \alpha_j(f') \iff \alpha_0(f) < \alpha_0(f'). \]

It follows from (23) that \(F_3\) is well-ordered, let \(f_\beta, \beta < \mu\), be the corresponding enumeration. For every \(\beta < \mu\), choose a \(u_\beta\) such that \((u_\beta, [f_\beta])\) belongs to \(a\). It turns out that if \(\beta < \gamma < \mu\) then either

(25) \(u_\beta, u_\gamma\) are disjoint in \(C\), or \([f_\beta], [f_\gamma]\) are disjoint in \(B\).

In what follows, we shall write simply \(A_\beta, B_\beta\) instead of \(A_{f_\beta}, B_{f_\beta}\). It follows from the fact that any two mappings from \(F_3\) are compatible that the last condition is equivalent to

(26) \(A_\beta \cap B_\gamma = 0\) or \(A_\gamma \cap B_\beta = 0\).

To complete the proof, we shall construct an increasing sequence

(27) \(\eta_\alpha, \alpha < \mu\)

of ordinals less than \(\mu\) such that

(28) for every \(\beta, \gamma, \beta < \gamma < \mu\), there is a ordinal \(\delta, \eta_\beta < \delta < \eta_{\beta+1}\) such that

\(A_\delta \cap B_\eta = 0\). Let \(\eta_0 = 0\). If we have defined \(\eta_\alpha\), the set \(\{\beta, \eta_\alpha < \beta < \mu\}\) splits into two parts according to (25), (26). Let \(U_\alpha\) consist of all \(\beta\) such that \(\beta > \eta_\alpha\) and \(\eta_\alpha, \beta\) do not satisfy (26). Choose a maximal subset \(V_\alpha\) of \(U_\alpha\) such that every couple of elements of \(V_\alpha\) does not satisfy (26). Then the cardinality of \(V_\alpha\) is less than \(\mu\) since
\( \{ \mu_\xi, \xi \in V_a \} \) is an antichain in \( C \). Let \( \nu_a \) be an upper bound for \( V_a \), hence for every \( \gamma > \nu_a \) there is a \( \delta, \eta_a \leq \delta < \nu_a \) such that \( \gamma, \delta \) satisfy (26). But all \( A_\gamma \)'s are nonempty and pairwise disjoint and the union of all \( B_\delta, \eta_a \leq \delta < \nu_a \), has power less than \( \mu \). Hence there is an \( \varepsilon, \varepsilon < \mu \), such that \( A_\gamma \cap B_\delta = \emptyset \) for every \( \gamma \geq \varepsilon \) and every \( \delta, \eta_a \leq \delta < \nu_a \). Let \( \eta_{a+1} \) be the least such \( \varepsilon \). Then for every \( \gamma, \eta_{a+1} \leq \gamma \), there is some \( \delta, \eta_a \leq \delta < \eta_{a+1} \), such that \( A_\delta \cap B_\gamma = \emptyset \).

For a limit ordinal \( \Lambda \), let \( \eta_\Lambda \) be the supremum of all \( \eta_a, \alpha < \Lambda \). It is clear from the definition that the sequence (27) satisfies (28).

Now, choose \( \gamma, \gamma > \omega \cdot \omega \). It follows from (28) that there is an increasing sequence of ordinals \( \delta_\beta, \beta < \gamma \), such that \( B_{\eta_\gamma} \) has a common element with every \( A_{\delta_\beta}, \beta < \gamma \). But the order-type of \( B_{\eta_\gamma} \) is less than \( \omega \cdot \omega \), and it follows from (23), (24) that it is too small to satisfy the last requirement—a contradiction. This completes the proof of Lemma 6.

It follows from the above lemma and from the definition of \( k \) that \( D \) satisfies the \( \kappa^+ \)-antichain condition, hence \( D \) is the union of all subsets \( R(\alpha), \alpha < \kappa^+ \). Note also that there is a mapping \( \varphi \) which maps every \( \alpha \in W \) onto \( D(\alpha) \). An obvious modification of the proof of Lemma 5 shows that \( D \) has no homogeneous factors. This completes the proof of Theorem 3.

Remarks. It was shown in [14] that every atomless Boolean algebra \( C \) can be completely embedded in a complete Boolean algebra \( D \) with no rigid or homogeneous factors in such a way that every element of \( C \) was left fixed by every automorphism of \( D \). Hence no nontrivial automorphism of \( C \) (if any) could be extended to an automorphism of \( D \). Note that (i) of Theorem 3 gives just the opposite case.

It follows from Theorem 3 that the automorphism group of an arbitrary Boolean algebra is a subgroup of the automorphism group of some complete Boolean algebra with no rigid or homogeneous factors. If we return to the embeddings described in Theorem 3, it is natural to ask whether the automorphism group \( \text{Aut}(C) \) of \( C \) is a proper subgroup of \( \text{Aut}(D) \). It turns out that the answer is affirmative in most cases if we restrict ourselves to complete algebras. A deep result due to Rubin [11] shows that every two complete Boolean algebras with no rigid factors have the same automorphism group iff the algebras are isomorphic. Hence if \( C \) has no rigid factors, \( \text{Aut}(C) \) must be a proper subgroup of \( \text{Aut}(D) \) for \( C \) and \( D \) have different cardinalities.

Let us compare Theorem 3 with other embedding theorems. Kripke [6] showed that every Boolean algebra can be completely embedded in a complete homogeneous Boolean algebra. A similar result was proved by Koppelberg [5] by a different method. These embeddings need not preserve saturatedness. Balcar and the author proved in [14] that every infinite Boolean algebra can be completely embedded in a rigid complete Boolean algebra with the same saturatedness. It was shown there that the statement “every infinite Boolean algebra can be completely embedded in a homogeneous Boolean algebra with the same saturatedness” is not a theorem of ZFC. An easy modification of the argument shows that the statement “every infinite Boolean algebra can be completely embedded in a Boolean algebra with an atomless
homogeneous factor and with the same saturatedness” also is not a theorem of ZFC. These results indicate that embeddings preserving saturatedness impose restrictions on the automorphism group of the larger algebra and that Theorem 3 is the strongest possible result in this direction.

4. Embeddings preserving distributivity. We shall prove that for every cardinal \( \kappa \), there are complete Boolean algebras with no rigid or homogeneous factors and with a \( \kappa \)-closed dense subset. The main result of this section shows that every \( \kappa \)-distributive Boolean algebra can be completely embedded in a complete \( \kappa \)-distributive Boolean algebra with no rigid or homogeneous factors.

**Theorem 4.** Let \( \kappa, \Lambda \) be infinite cardinals such that

\[
\Lambda^{(2^{\kappa})} = \Lambda.
\]

Then there is a complete Boolean algebra of power \( \Lambda^+ \) with no rigid or homogeneous factors which has a \( \kappa \)-closed dense subset.

**Corollary (GCH).** Given an infinite cardinal \( \kappa \), there is a complete Boolean algebra of power \( \Lambda \) with no rigid or homogeneous factors and with a \( \kappa \)-closed dense subset for every regular cardinal \( \Lambda, \kappa^{++} \leq \Lambda \).

**Proof of Theorem 4.** We shall modify the basic construction to get a complete Boolean algebra with a \( \kappa \)-closed dense subset.

Let \( F \) be the set of all mappings whose domains are subsets of \( \Lambda^+ \) of power at most \( \kappa \) with values 1, -1. Let \( A \) be the complete Boolean algebra determined uniquely by the set \( F \) ordered by reversed inclusion. For every \( \alpha, \alpha < \Lambda^+ \), let \( a(\alpha) \) denote the mapping with domain \( \{\alpha\} \) and value 1. Let \( F(\alpha) \) denote the set of all mappings from \( F \) whose domain is a subset of \( \alpha \).

If we put

\[
W = \{ \alpha < \Lambda^+, \operatorname{cf}(\alpha) = \kappa^+ \text{ and } \alpha \text{ is divisible by } \Lambda \},
\]

then \( W \) is stationary in \( \Lambda^+ \) and the cardinality of every \( F(\alpha), \alpha \in W \), is \( \Lambda \) since \( \Lambda^* = \Lambda \) follows from (29). Hence there is a mapping \( \varphi \) from \( \Lambda^+ \) onto \( F \) such that

\[
\varphi \text{ maps every } \alpha \in W \text{ onto } F(\alpha).
\]

For every \( \alpha \in W \) choose an increasing sequence \( \xi(\alpha, \beta), \beta < \kappa^+ \), of odd ordinals with limit \( \alpha \) such that

\[
\{ \alpha \in W, \xi(\alpha, 0) > \beta \} \text{ is stationary for every } \beta, \beta < \Lambda^+.
\]

Let \( I \) be the \( \kappa^+ \)-complete ideal on \( \Lambda \) generated by all elements \( a(\alpha) - a(\xi(\alpha, \beta)) \), for \( \alpha \in W, \beta < \kappa^+ \). Hence \( I \) contains every element of \( A \) less than a join of at most \( \kappa \) generators of \( I \). Note that \( F \) is not a subset of \( I \). If \( f \) is a mapping whose domain consists of limit ordinals, then for every \( u \in I \), there is an extension \( f' \) of \( f \) such that \( f' \) and \( u \) are disjoint.

For every \( f \in F \), let \([f]\) denote the equivalence class of \( f \) in the quotient \( A/I \). Let \( F/I \) be the set of all \([f], f \in F \), with the partial ordering induced by \( A/I \). Let \( B \) be
the complete Boolean algebra uniquely determined by $F/I$. Clearly, $F/I$ is a $\kappa$-closed dense subset of $B$. We shall show that $B$ satisfies the conditions stated in Theorem 4.

It is easy to show that $B$ has no rigid factors. We have the following version of Lemma 2.

**Lemma 7.** For every $\alpha, \alpha \in W$, we have
- (i) $[a(\alpha)] = \bigwedge \{[a(\xi(\alpha, \beta))], \beta < \kappa^+\}$,
- (ii) $\bigwedge \{[a(\beta)], \beta \in s\}$ is zero for every $s \subseteq W$, $|s| \geq \kappa^+$, and
- (iii) for every $u \in F/I$ disjoint from $[a(\alpha)]$, there is $f \in F(\alpha)$ such that

$$[g] \geq u \iff [f] \geq [g] \text{ holds for every } g \in F(\alpha).$$

**Proof.** (i) and (ii) are easy and (iii) is proved by the same way as in Lemma 2 using regularity of $\kappa^+$.

If we put

$$Q(\alpha) = \{u \in B, u \text{ is the join of a subset of } F(\alpha)/I\},$$

we get Corollary 3 as well.

**Lemma 8.** $B$ satisfies the $(2^{\kappa^+})^+$-antichain condition.

**Proof.** Let $a$ be an antichain in $B$. We may assume that $a$ is a subset of $F/I$ and that every element of $a$ is nonzero. Hence for every $u \in a$, there is some $f \in F$ such that $u = [f]$. Let $F_0$ be the set consisting of all such $f$’s. It turns out that for every couple of elements $f_1, f_2$ of $F_0$ either $f_1, f_2$ are incompatible mappings or there exist $\alpha \in W$ and $\beta < \kappa^+$ such that $f_1(\alpha) = 1$ and $f_2(\xi(\alpha, \beta)) = -1$ or vice versa. We shall extend every $f \in F_0$ to $f'$, $f \subseteq f'$, as follows: Put $f'(\xi(\alpha, \beta)) = 1$ for every $\beta < \kappa^+$ whenever $\alpha \in W$ and $f(\alpha) = 1$. Note that $f'$ is a mapping for otherwise $[f]$ would be zero in $B$. Hence $F_0' = \{f', f \in F_0\}$ is a set of pairwise incompatible two-valued mappings. The cardinality of the domain of every $f'$ is at most $\kappa^+$, hence it follows from well-known results that the cardinality of $F_0'$ is at most $2^{\kappa^+}$. To complete the proof of Lemma 8 it suffices to show that there is a one-one correspondence between $F_0$ and $F_0'$. In fact, if for some $f, g \in F_0$, we have $f' = g'$ then $f, g$ are compatible mappings and $[f], [g]$ cannot be disjoint, hence $f = g$.

It follows from (29) that $2^{\kappa^+} < \Lambda$, hence $B$ is the union of all $Q(\alpha), \alpha < \Lambda^+$, and we can use a similar argument as in the proof of Theorem 1 to show that $B$ has no homogeneous factors. This completes the proof of Theorem 4.

**Sketch of the proof of Corollary.** Note that the existence of a mapping satisfying (31) was one of the important points in our construction. If we assume generalized continuum hypothesis and if $\Lambda$ is regular, $\Lambda > \kappa^+$, then

$$W = \{\alpha < \Lambda, \text{cf}(\alpha) = \kappa^+\}$$

is stationary in $\Lambda$ and for every $\alpha \in W$, we have $|\alpha|^\kappa = |\alpha|$. Hence there is a mapping $\varphi$ which maps $\Lambda$ onto $F$ and satisfies (31). In fact $\Lambda > \kappa^+$ would suffice for this, but we need $\Lambda > \kappa^{++}$ to get the $\Lambda$-antichain condition. If we proceed as above we obtain a complete Boolean algebra of power $\Lambda$ with no rigid or homogeneous factors and with a $\kappa$-closed dense subset.
We can use the method of §2 to get more isomorphism types.

**Corollary.** Let $\kappa$, $\Lambda$ be as in Theorem 4, then there are $2^{(\Lambda^+\kappa)}$ isomorphism types of $\kappa$-distributive complete Boolean algebras of power $\Lambda^+$ with no rigid or homogeneous factors.

The following lemma is a simple conclusion to a theorem concerning Easton’s forcing [1].

**Lemma (Easton).** Let $B$ be a $\kappa$-distributive Boolean algebra and let $C$ be a complete Boolean algebra with a $\Lambda$-closed dense subset. If the cardinality of every antichain in $B$ is at most $\Lambda$, then the direct sum $B \oplus C$ is $\kappa$-distributive.

**Theorem 5.** Let $\mu$ be a cardinal. Every $\mu$-distributive complete Boolean algebra can be completely embedded in a $\mu$-distributive complete Boolean algebra with no rigid or homogeneous factors.

**Proof.** Let $C$ be a $\mu$-distributive Boolean algebra, let $\kappa = \text{sat}(C)$ and $\nu = |C|$. If we put $\Lambda = \nu^{(2\kappa^+)\kappa}$ then we have (29). Using Theorem 4, let $B$ be a complete Boolean algebra of power $\Lambda^+$ with a $\kappa$-closed dense subset and with no rigid or homogeneous factors. It follows from Easton’s lemma above that the direct sum $D = C \oplus B$ is $\mu$-distributive. We shall show that it has no rigid or homogeneous factors.

Let $F$, $W$, $I$, $a(a)$, $F(a)$ for $\alpha < \Lambda^+$ and $\xi(\alpha, \beta)$ for $\alpha \in W$, $\beta < \kappa^+$ be as in the proof of Theorem 4. If we put $d_F = C \times F/I$ then $d_F$ is dense in $D$. It is easy to see that $D$ has no rigid factors. We have Lemma 7 for $D$ as well, in particular (iii) holds for every $u$ from $d_F$. If we put

$$D(\alpha) = C \times F(\alpha)/I,$$

and

$$R(\alpha) = \{u \in D, u \text{ is a join of a subset of } D(\alpha)\},$$

for every $\alpha < \Lambda^+$, we get a corresponding version of Corollary 3. It follows from the definition of $\Lambda$ that the cardinality of every $D(\alpha)$, $\alpha \in W$ is $\Lambda$, hence there is a mapping $\varphi$ from $\Lambda^+$ onto $d_F$ which maps every $\alpha \in W$ onto $D(\alpha)$. To prove that $D$ has no homogeneous factors, we need a bound on the saturatedness of $D$. The following lemma gives a sufficient one although not the best one in all cases.

**Lemma 9.** $D$ satisfies the $\Lambda^+$-antichain condition.

**Proof.** Put $\eta = \Lambda^+$ and suppose that there is an antichain $a$ of power $\eta$ in $D$. We shall follow the proof of Lemma 6 and construct a set $F_0, F_0 \subseteq F$, of power $\eta$. Using a theorem of Erdős and Rado [3], we get a subset $F_1$ of $F_0$ of power $\eta$ consisting of pairwise compatible mappings. We may assume that the domains of mappings from $F_1$ are pairwise disjoint. For every $f \in F_1$, let

$$A_f = \{\xi(\alpha, \beta), f(\xi(\alpha, \beta)) = -1\},$$

$$B_f = \{\xi(\alpha, \beta), \alpha \in W, f(\alpha) = 1, \beta < \kappa^+\}.$$
It turns out that the power of every \( A_j \) is at most \( \kappa \) and that the order-type of every \( B_j \) is at most \( \kappa^+ \cdot \kappa^+ \). It follows from the regularity of \( \Lambda^+ = \eta \) that there is a sequence \( f_\alpha, \alpha < \eta \), with the following property (writing \( A_\alpha, B_\alpha \) in turn instead of \( A_{f_\alpha}, B_{f_\alpha} \))

\[
(33) \quad (\xi \in A_\alpha \land \xi \in A_\beta) \rightarrow \xi < \xi \text{ holds for every } \alpha < \beta < \eta.
\]

As \( \eta > \text{sat}(C) \), we can construct a sequence \( \eta_\alpha, \alpha < \eta \), satisfying (28). It follows from (33) that the order-type of \( B_\gamma \), where \( \gamma > \kappa^+ \cdot \kappa^+ \), is too small to have common elements with a sequence of \( A_\gamma \)'s of length \( \gamma \). Hence \( D \) satisfies the \( \Lambda^+ \)-antichain condition.

According to Lemma 9, \( D \) is the union of all \( R(\alpha)'s \) and the rest of the proof of Theorem 5 is clear.

REMARKS. We have shown that every Boolean algebra can be embedded in a complete Boolean algebra with no rigid or homogeneous factors by an embedding preserving distributivity. It is natural to ask whether there are similar embeddings into rigid or into homogeneous Boolean algebras. It was shown in [13] that every complete Boolean algebra with a \( \kappa \)-closed dense subset can be completely embedded in a complete rigid Boolean algebra with a dense subset satisfying the same closure property. The results due to McAloon [7], Roguski [10] and others concerning the class of all hereditarily definable sets in Boolean valued models of set theory indicate that every \( \kappa \)-distributive Boolean algebra can be completely embedded in a \( \kappa \)-distributive rigid complete Boolean algebra but there is no algebraic proof of the fact. Koppelberg [5] proved that every Boolean algebra with a \( \kappa \)-closed dense subset can be completely embedded in a complete homogeneous Boolean algebra with a dense subset satisfying the same closure property. It remains an open problem whether every \( \kappa \)-distributive complete Boolean algebra can be completely embedded in a complete \( \kappa \)-distributive homogeneous Boolean algebra.
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