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ABSTRACT. The Rank theorem gives conditions for a nonlinear Fredholm map of positive index to be locally equivalent to a projection. In this paper we wish to find conditions which guarantee that such a map is globally equivalent to a projection. The problem is approached through the method of line lifting. This requires the existence of a locally Lipschitz right inverse, \( F^{-1}(x) \), to the derivative map \( F'(x) \) and a global solution to the differential equation \( P'(t) = F^{-1}(P(t))(y - y_0) \). Both these problems are solved and the generalized Hadamard-Levy criterion

\[
\int_0^\infty \inf_{|x|<\delta} (1/|F^{-1}(x)|) \, ds = \infty
\]

is shown to be sufficient for \( F \) to be globally equivalent to a projection map (Theorem 3.2). The relation to fiber bundle mappings is explored in §4.

1. Introduction. In this paper we investigate the structure of “underdetermined” nonlinear systems and mappings. By an underdetermined system or mapping we mean, in the finite-dimensional case, a system represented by a mapping \( F: \mathbb{R}^n \to \mathbb{R}^p \) where \( n > p \). The analog in infinite dimensions is a Fredholm map \( F: X \to Y \) having positive Fredholm index \([13]\). Here \( X \) and \( Y \) are Banach spaces.

For finite linear systems, with rank equal to \( p \), represented by a linear map \( L: \mathbb{R}^n \to \mathbb{R}^p \) (\( n > p \)), an elementary result based on Gaussian elimination states that the system \( L \) is equivalent to a projection map \( P: \mathbb{R}^n \to \mathbb{R}^p \). In other words there is a change of basis \( \Phi \) so that \( L \circ \Phi^{-1} = P \). The object of this paper is to find conditions on a nonlinear system which insure that it is equivalent to a projection map. The key to the analysis is the use of a technique we call the method of line lifting. This method, successfully used in the investigation of the global inversion problem \([10, 11]\), is applied to the problem of solving an equation \( F(x) = y_1 \). Instead of solving it directly, we pick a point \( x_0 \) and, denoting \( y_0 = F(x_0) \), we solve for a path \( P(t) \) so that \( P(0) = x_0 \) and \( F(P(t)) = L(t) = (1 - t)y_0 + ty_1 \). Then \( P(1) \) is the solution to \( F(x) = y_1 \). At first sight it seems that we are faced with a more difficult problem. However this tactic proves to be quite successful. (In fact, under the name continuation method, it has been used as the basis for various global Newton's method numerical schemes \([16]\).)

In §2 we describe, in Definition 2.4, the method of line lifting and its use in solving the problem of global equivalence to a projection. We introduce a condition
(L) which insures the success of the method. The main result is Theorem 2.9: a Fredholm map $F$ with positive index having a derivative map $F'(x)$ which is a surjective linear map, locally Lipschitz in $x$, is globally equivalent to a projection iff condition (L) is satisfied.

§3 is concerned with criteria guaranteeing that a map $F$ satisfy condition (L). The conditions of properness and closedness, much used in the global inversion problem, are shown not to be useful in the present case. This can be seen from the fact that a linear projection is neither a proper nor a closed map. We use instead a generalization of the Hadamard-Levy (H-L) criterion, Theorem 3.2. This criterion was used in the global inversion problem [10] and applied to differential equations [11].

Finally in §4 we show, in Theorem 4.3, how the method of line lifting relates to the concept of a fiber bundle map. Covering spaces have been used in the global inversion problem but cannot be applied to the present case. The introduction of fiber bundles allows one to employ the formidable topological tools and methods of fiber bundle theory. As an application, one can describe the structure of solutions for the mappings considered in this paper.

The author wishes to express his gratitude to the referee for his helpful suggestions.

2. Global equivalence to a projection and the method of line lifting. Throughout we shall assume that our map $F$ is a $C^r$ map between Banach spaces $X$ and $Y$. We further suppose that $F$ is a Fredholm map with positive Fredholm index [13, 15]. For example, maps between $\mathbb{R}^n$ and $\mathbb{R}^p$ are Fredholm maps with index $n - p$. Our assumption then requires $n$ greater than $p$. The simplest Fredholm map with a positive index is a linear projection $P: X \to Y$, where $Y$ is a closed subspace of $X$ having a finite-dimensional complement.

**Definition 2.1.** $F$ is (globally) equivalent to a projection map $P$ if there is a homeomorphism $\Phi$ and a space $Z$ where $\Phi: X \to Z$, $P: Z \to Y$ and $F \circ \Phi^{-1} = P$.

A local result in this direction is

**Proposition 2.2.** If $F'(x)$ is a surjective linear map then, on some open set $O$ about $x$, $F$ is locally equivalent to a projection map $P: Y \oplus \text{Ker} F'(x) \to Y$.

**Proof.** The Fredholm assumption [17] allows us to write $X = K \oplus \text{Ker} F'(x)$ (here $K$ is a closed subspace and $K \cap \text{Ker} F'(x) = \{0\}$). Let $G$ be the projection map of $X$ onto $\text{Ker} F'(x)$. We define $\Phi = F \oplus G$. Since $U'(x) = F'(x) \oplus G$ is an invertible linear map of $X$ onto $Y \oplus \text{Ker} F'(x)$, we can use the inverse function theorem [4] to find an open set $O$ about $x$ so that $\Phi$ is a homeomorphism on $O$. Clearly $F \cdot \Phi^{-1} = P$ (on $O$).

Some consequences of $F'(x)$ being a surjective linear map are: (i) $F$ is an open map; (ii) the fibers $F^{-1}(y)$ are manifolds with dimension that of $\text{Ker} F'(x) = \text{index} F$.

A point $x$ for which $F'(x)$ is surjective is called a regular point, otherwise it is a singular point.

We wish to find conditions on $F$ which lead to global equivalence to a projection map. The notion of line lifting, used in the study of the global inversion problem [10b], will prove to be equally useful in our situation.
Definition 2.3. $F$ lifts lines if for any line $L(t) = (1 - t)y_0 + ty_1$ $(0 < t < 1)$ lying in the range of $F$ and each point $x$ in $F^{-1}(y_0)$ there is a path $P_x(t)$ so that $F(P_x(t)) = L(t)$ and $P_x(0) = x$.

We will soon see that line lifting is the key to global equivalence to a projection. First we must be able to solve the line lifting problem. We do this by recasting it into a differential equation.

Applying the chain rule to $F(P(t)) = (1 - t)y_0 + y_1$ we have $F'(P(t))P'(t) = y_1 - y_0$. If $F'(x)$ has a right inverse $F^{-1}(x)$ (i.e. $F'(x)F^{-1}(x) = I$), then we have the differential equation

$P'(t) = F^{-1}(P(t))(y_1 - y_0); \quad 0 \leq t \leq 1, \quad P(0) = x$.

Definition 2.4. The technique of solving the lifting problem by using differential equation $(*)$ is called (in this paper) the method of line lifting.

Not only do we require the existence of $F^{-1}(x)$, we also require that it be locally Lipschitz in $x$ in order to guarantee the unique solvability of system $(*)$ [4]. If $X$ and $Y$ are Hilbert spaces, we can actually construct the required right inverse. With $F'(x)^*$ denoting the Hilbert space adjoint, we have

Lemma 2.5. If $X$ and $Y$ are Hilbert spaces and $F'(x)$ is a surjective linear map, locally Lipschitz in $x$, there is a locally Lipschitz right inverse $F^{-1}(x) = F'(x)^*[F'(x)F'(x)^*]^{-1}$.

Proof. The proof of the lemma is straightforward, it only being necessary to check that the indicated inverse exists. To this end, write $X = K_x \oplus K_x^\perp$ where $K_x$ is the kernel of the linear map $F'(x)$. Now $F'(x)$ is a one-one map on $K_x^\perp$ and, by hypotheses, maps this space onto $Y$. From this it follows that the Hilbert space adjoint $F'(x)^*$ is a one-one map on $Y$ whose range is $K_x^\perp$. Thus the map $F'(x)F'(x)^*$ is a one-one linear map of $Y$ onto $Y$ and so is invertible. (The local Lipschitz property follows from the differentiability of the maps $A \to A^*$ and $A \to A^{-1}$ [4].)

The Banach space case is trickier for we cannot write down $F^{-1}(x)$ as we did for a Hilbert space.

Lemma 2.6. Let $X$ and $Y$ be Banach spaces and $F'(x)$ a surjective linear map locally Lipschitz in $x$. Then a locally Lipschitz right inverse $F^{-1}(x)$ exists.

Proof. Let $a$ be a point in $X$. The Fredholm structure enables us to write $X = K_a \oplus \text{Ker } F'(a)$. Let $G$ be the projection onto $\text{Ker } F'(a)$. The map $h_a(x) = F'(x) \oplus G$ is an invertible linear map of $X$ onto $Y \oplus \text{Ker } F'(a)$ for $x$ in a sufficiently small open set $O_a$ about $a$. This map $h_a(x)$ is also locally Lipschitz in $x$ as is $h_a^{-1}(x)$. Let $H_a(x) = h_a^{-1}(x)$ restricted to $Y \times \{0\}$. Now $H_a(x)$ is a locally Lipschitz right inverse of $F'(x)$ for $x$ in $O_a$. For each $a$ in $X$ we have such a construction. Let $\{U_a, \lambda_a\}$ be a locally Lipschitz partition of unity subordinate to the covering $O_a$ [9b]. Setting $H_a(x) = 0$ if $x$ is not in $U_a$, we define $F^{-1}(x) = \Sigma \lambda_a(x)H_a(x)$.

Now that we have conditions which insure the unique solvability of $(*)$, we require a condition which insures that the local solution can be extended to all $t$ between 0 and 1.
Definition 2.7. Let \( y_0 \) and \( y_1 \) be any points in \( Y \) and let \( L(t) = (1-t)y_0 + ty_1 \), for \( 0 \leq t \leq 1 \), be the line segment joining them. Suppose we can find a path \( P(t) \), and some number \( b \) so that \( F(P(t)) = L(t) \) for \( 0 \leq t < b \). We say \( F \) satisfies condition \((L)\) if there exists a sequence \( \{t_n\} \), converging to \( b \), so that \( \lim P(t_n) \) exists.

With condition \((L)\) we can solve the differential equation \((*)\).

**Proposition 2.8.** Let \( F \) be a Fredholm map with a locally Lipschitz derivative \( F'(x) \). If \( F'(x) \) is a surjective linear map and \( F \) satisfies condition \((L)\), then differential equation \((*)\) has a unique solution defined on the interval \([0, 1]\).

The proof only requires an application of condition \((L)\) and then the unique solvability insured by the locally Lipschitz right-hand side to guarantee that the solution exists on the full interval \([0, 1]\).

We are now in the position to state and prove the main theorem of this section.

**Theorem 2.9.** Let \( F: X \to Y \) be a Fredholm map having positive index. Suppose \( F'(x) \) is a surjective linear map locally Lipschitz in \( x \). Then \( F \) is globally equivalent to a projection iff \( F \) satisfies condition \((L)\).

**Proof.** If \( F = P \cdot \Phi \), then any line can be lifted and so condition \((L)\) must be satisfied.

On the other hand, we first observe that condition \((L)\) implies that \( F \) maps onto \( Y \). This is accomplished by applying Proposition 2.8 to lift the line \((1-t)y_0 + ty\), where \( y_0 \) is in the range of \( F \) and \( y \) is any point in \( Y \).

Now let \( y_0 \) be any point in \( Y \). Then for every \( x \) in \( X \), Proposition 2.8 guarantees the existence of a unique path \( P_x(t) \) which lifts the line \( L(t) = (1-t)c(x) + ty_0 \) with \( P_x(0) = x \).

Define the map \( E(x) = P_x(1) \). The unique solvability of \((*)\) is insured by the local Lipschitz condition. This implies that the map \( E(x) \) is one-one on each fiber \( F^{-1}(y) \). In addition, the continuous dependence of \((*)\) on its initial conditions \([4]\) implies that \( E(x) \) is a continuous map of \( X \) onto \( F^{-1}(y_0) \).

Let \( \Phi(x) = (F(x), E(x)) \) and let \( P \) be the projection of \( Y \times F^{-1}(y_0) \) onto \( Y \). Clearly \( F = P \cdot \Phi \). To complete the proof requires showing that \( \Phi \) is a homeomorphism of \( X \) onto \( Y \times F^{-1}(y_0) \).

\( \Phi \) is one-one by the construction of \( E \). We now construct \( \Phi^{-1} \). Let \( (y, a) \) be any point in \( Y \times F^{-1}(y_0) \). Finding \( \Phi^{-1} \) requires finding an \( \tilde{x} \) so that \( F(\tilde{x}) = y \) and \( P_x(1) = a \) (where \( F(P_x(t)) = (1-t)c(x) + ty \)).

To do this, let \( L_a(t) \) be the line \((1-t)y_0 + ty \). Let us denote \( Y_a(t) \) as the lift of this line found by solving \((*)\) with \( Y_a(0) = a \). Let \( \tilde{x} = Y_a(1) \). Our claim is that \( Y_a(1) \) is \( \Phi^{-1}(y, a) \). By the construction of \( \Phi \) this requires showing that \( E(\tilde{x}) = P_x(1) = a \).

\( P_x(1-t) \) is the path, defined in the construction of \( \Phi \), which lifts the line \( L_a((1-t) \) above, with \( P_x(0) = \tilde{x} \). Now \( P_x(1-t) \) and \( Y_a(t) \) are paths, found by solving \((*)\), which lift the same line and have the point \( \tilde{x} \) in common. By unique solvability, they must be identical, i.e. \( P_x(1-t) = Y_a(t) \). In particular \( P_x(1) = Y_a(0) = a \), as was to be shown. Setting \( \Phi^{-1}(y, a) = Y_a(1) \), the continuity of \( \Phi^{-1} \) follows once more from the corresponding continuity theorems for differential equations \([4]\).
3. The generalized Hadamard-Levy theorem. We have seen in Theorem 2.9 how condition (L) is used in the method of line lifting. We consider several hypotheses on the map $F$ which insure the satisfaction of condition (L). These are properness, closedness and what has been called the Hadamard-Levy criterion [6, 7, 10b].

A map is proper if $F^{-1}(C)$ is a compact set whenever $C$ is a compact set. In [10b] we have shown that properness does insure condition (L). Proper maps have had wide consideration in the global inversion problem [1, 3, 8, 9a, 12]. However the class of proper maps excludes our prototype map, the linear projection. In fact in [2] it is shown that a proper Fredholm map of positive index must have a singularity, i.e., there is a point $x$ for which $F'(x)$ fails to be a surjective map. Thus Theorem 2.9 cannot be applied.

The condition of closedness, i.e., the image of a closed set is closed, was first used by Browder [3] in connection with the global inversion problem, This also insures condition (L) [10b]. Again linear projection maps fail to be closed. We shall show that this condition, if satisfied by a nonlinear map, yields the existence of a singularity.

**PROPOSITION 3.1.** Let $F$ be a closed Fredholm map of positive index having a locally Lipschitz derivative. Then there is a point $x$ so that $F'(x)$ is not surjective.

**Proof.** Suppose there are no singularities. Then we may apply Theorem 2.9 to conclude that $F$ is equivalent to a projection map $P$ on $Y \times F^{-1}(y_0)$ to $Y$ (where $y_0$ can be chosen to be any point in $Y$). Since $F$ is a closed map, then $P$ must also be a closed map. We shall show that $F$ is a proper map by showing that the inverse image of a point is compact. By Proposition 2.2 $F^{-1}(y_0)$ is a finite-dimensional manifold. We need only show that it is bounded. If not let $\{x_n\}$ be an unbounded sequence. Let $\{y_n\}$ be any sequence in $Y$ converging to $y_0$. Then $C = \{(y_n, x_n)\}$ is a closed set in $Y \times F^{-1}(y_0)$, and so $P(C) = \{y_n\}$ should be a closed set in $Y$, which it is not. Thus $F^{-1}(y_0)$ is bounded and closed, thus compact. So $F$ is proper [15] and must have a singular point [2].

We introduce the generalized Hadamard-Levy criterion in the next theorem.

**THEOREM 3.2.** Suppose $F: X \to Y$ is a Fredholm map with positive index whose derivative is locally Lipschitz. Suppose further that $F'(x)$ is a surjective linear map whose right inverse $F^{-1}(x)$ satisfies

$$\int_0^\infty \inf_{|x| < s} \left( \frac{1}{|F^{-1}(x)|} \right) ds = \infty.$$  

Then $F$ is globally equivalent to a projection.

**Proof.** We apply Theorem 2.9 by showing that $F$ satisfies condition (L). So suppose a path $P(t)$ is defined for $0 \leq t < b$. For ease of writing let $B(x) = 1/|F^{-1}(x)|$ and $h(s) = \inf_{|x| < s} B(x)$. Choose $\gamma < b$, and for each $n$, choose a partition $0 \leq t_0 < \cdots < t_{n+1} = \gamma$ which refines the partition previously chosen at step $(n-1)$. Let $t_i$ denote a number, lying in the interval $[t_i, t_{i+1}]$, that satisfies

$$\sup_{[t_i, t_{i+1}]} |P'(t)| = |P'(t_i)|.$$
Let \( L(t) = (1 - t)y_0 + y_1 \) be the line joining \( y_0 \) to \( y_1 \). Then using the fact that \( |P(t)| \) has bounded variation on \([0, \gamma]\), we have (recall that \( P(t) \) satisfies (\(*\) of §2):

\[
\begin{align*}
  b |y_1 - y_0| & \geq \int_0^\gamma \frac{1}{|F^{-1}(P(t))|} |F^{-1}(P(t))(y_1 - y_0)| \, dt = \int_0^\gamma B(P(t)) |P'(t)| \, dt \\
  & = \lim_{n \to \infty} \sum_0^n B(P(t_i)) |P'(t_i)| (t_{i+1} - t_i) \\
  & \geq \lim_{n \to \infty} \sum_0^n B(P(t_i)) (|P(t_{i+1})| - |P(t_i)|) \\
  & = \int_0^\gamma B(P(t)) \, d|P(t)| \geq \int_0^\gamma \inf_{|x| < |P(t)|} B(x) \, d|P(t)| \\
  & = \int_0^\gamma h(|P(t)|) \, d|P(t)| = \int_{|P(0)|}^{P(\gamma)} h(s) \, ds.
\end{align*}
\]

From (**) and the above estimate we conclude that \( \{P(t)\} \) is bounded on \([0, \gamma)\). Also from (**), we have that \( \sup\{s \mid h(s) > 0\} = \infty \), and so \( B(x) \) is bounded from below on any bounded set (since \( h(s) \) is nonincreasing). In particular, there is a \( \lambda > 0 \) so that \( B(P(t)) \geq \lambda \) for \( t \) in the interval \([0, \gamma]\).

We are now ready to show that condition (\(L\)) is satisfied. In fact we shall show that for every \( \epsilon \), there is a \( \delta \) so that any numbers \( r \) and \( s \) satisfying \( |r - b| < \delta \) and \( |s - b| < \delta \) also satisfy \( |P(r) - P(s)| < \epsilon \). First of all, the existence of \( \int_0^b |P'(t)| \, dt \) follows from the following series of inequalities: For any \( \gamma < b \),

\[
\int_0^\gamma |P'(t)| \, dt \leq \frac{1}{\lambda} \int_0^\gamma B(P(t)) |P'(t)| \, dt \leq \frac{b}{\lambda} |y_1 - y_0|.
\]

Finally we establish condition (\(L\)):

\[
|P(r) - P(s)| = \left| \int_s^r P'(t) \, dt \right| \leq \int_s^r |P'(t)| \, dt.
\]

That this last integral can be made less than \( \epsilon \) if \( r \) and \( s \) are sufficiently close to \( b \) follows from the existence of the integral \( \int_0^b |P'(t)| \, dt \).

We now show that linear projection maps satisfy the criteria of Theorem 3.2. To see this, write \( X = H \oplus W \), where \( W \) is a finite-dimensional space. Let \( P: H \oplus W \to H \) be a projection. Then \( P^i = I_H \) (the identity on \( H \)) and \( |P^i| = 1 \). So for a projection map

\[
\int_0^\infty \inf_{|x| < 3} \left( \frac{1}{|P^i(x)|} \right) \, ds = \infty.
\]

To gain further insight let us look at maps \( F: \mathbb{R}^n \to \mathbb{R}^1 \). Then \( F'(x) \) is just grad \( F(x) \) and the requirement that \( F'(x) \) be surjective reduces to grad \( F(x) \neq 0 \). The right inverse can be constructed from Lemma 2.5, where \( F^i(x) = F'(x)[F'(x)F'(x)^*]^{-1} \). Writing grad \( F(x) = (\partial F/\partial x_1, \ldots, \partial F/\partial x_n) \) it is easy to check that \( F^i(x) = (\text{grad } F(x)^*)/|\text{grad } F(x)|^2 \), and so \( |F^i(x)| = 1/|\text{grad } F(x)| \).

**Corollary 3.3.** Let \( F: \mathbb{R}^n \to \mathbb{R}^1 \) have a locally Lipschitz derivative grad \( F(x) \). If \( |\text{grad } F(x)| \geq \lambda(|x|) \), where \( \lambda(t) \) is a positive function satisfying \( \int_0^\infty \lambda(t) \, dt = \infty \), then \( F \) is globally equivalent to a projection.
The proof follows directly from Theorem 3.2 and the discussion following it.

In [10b] and [11] several other conditions are given which insure that the generalized Hadamard-Levy criterion (**) is satisfied. These conditions can also be adapted to the present case.

4. The method of line lifting and fiber bundle maps. In order to broaden the scope of the ideas introduced in the previous sections, we must take a closer look at the role played by condition (L). The following example will help to clarify the relations between the line lifting property (Definition 2.3), the method of line lifting (Definition 2.4) and condition (L) (Definition 2.7).

Let us look at \( F(x, y) = e^{x+y} \), a map of \( \mathbb{R}^2 \rightarrow \mathbb{R} \). Clearly \( F \) is not onto. In fact its range is \( \mathbb{R}^+ = (0, \infty) \).

Let \( L(t) = (1-t)a_0 + ta \) be a line in \( \mathbb{R}^+ \). Let \((x_0, y_0)\) be any point in \( F^{-1}(a_0) \). \( F \) has the line lifting property. In fact any path of the form

\[
(x(t), \ln(\|L(t)\|) - x(t))
\]

for any \( x(t) \) (with \( x(0) = x_0 \)) is a lift. However, the unique path, as determined by the method of line lifting (where \( F^1(x,y) = \frac{1}{2} e^{-(x+y)}(1,1) \)), is

\[
x(t) = \left( \ln(\|L(t)\|) + c \right)/2, \quad y(t) = \left( \ln(\|L(t)\|) - c \right)/2.
\]

Here \( c = 2x_0 - \ln(a_0) \). Furthermore \( F \) is globally equivalent to a projection map \( P \). In fact we can follow the construction of the homeomorphism \( \Phi \) given in the proof of Theorem 2.9. We find that \( \Phi = (F(x, y), E(x, y)) \), where

\[
E(x, y) = P_{(x, y)}(1) = \left( \frac{\ln(a_0) + (x - y)}{2}, \frac{\ln(a_0) + (y - x)}{2} \right)
\]

is a homeomorphism between \( \mathbb{R}^2 \) and \( \mathbb{R}^+ \times F^{-1}(a_0) \). Also condition (L) is not satisfied (try extending the lift of \( L(t) = 1 - 2t \) with \( b = \frac{1}{2} \)).

From this example we can make the following observations. Firstly, the method of line lifting (Definition 2.4) enables us to construct a path in such a manner that the map \( \Phi \) is a one-one map. Secondly, condition (L), which insured the global solvability of (\( \star \)), is too strong. That is condition (L) actually guarantees that our mapping \( F \) is an onto mapping. This fact was observed in the proof of Theorem 2.9. In what follows we will weaken condition (L) so that we can deal with mappings that are not onto.

We continue with the theoretical investigation of equivalence to a projection by introducing the concept of a fiber bundle map (roughly, a map which is locally equivalent to a projection).

**DEFINITION 4.1.** A mapping \( F: A \rightarrow B \) is called a fiber bundle mapping if there is a fiber set \( M \) and a covering \( \{O_a\} \) of \( B \) by open sets so that for each \( O_a \) in the covering there is a homeomorphism, \( \Phi_a: F^{-1}(O_a) \rightarrow O_a \times M \), with the property that \( F = P \circ \Phi_a \) (where \( P \) is the projection of \( O_a \times M \) onto \( O_a \)).

For any map \( F: A \rightarrow B \), the fiber over \( y \in B \) is defined to be the set \( F^{-1}(y) \). If \( F \) is a fiber bundle map, then it is easy to see that the fiber set \( M \) is homeomorphic to every fiber \( F^{-1}(y) \).

A small modification of condition (L) paves the way towards a connection with fiber bundle maps.
**Definition 4.2.** $F$ satisfies condition $(L')$ if for any $L(t)$ in the range of $F$ and a path $P(t)$ with $F(P(t)) = L(t)$ for $0 < t < b$, there is a sequence $\{t_n\}$ converging to $b$ so that $\lim F(t_n)$ exists and is in the domain of $F$.

**Theorem 4.3.** Let $A$ be an open set in the Banach space $X$ and $F : A \to Y$ a map with a continuous and locally Lipschitz derivative map $F'(x)$. Suppose further that $F'(x)$ is always a surjective linear map. Then condition $(L')$ is both necessary and sufficient for $F$ to be a fiber bundle map between $A$ and $F(A)$.

**Proof.** First observe that the hypotheses imply that $F(A)$ is an open set in $Y$.

The necessity follows from the path lifting properties of fiber bundle maps.

The proof of sufficiency is the same as in Theorem 2.9 with the modification that for every $y_a$ in $F(A)$, choose $O_a$ to be the open ball about $y_a$ that is contained in $F(A)$.

We refer the reader to the articles [2 and 5] for further applications of the use of fiber bundle theory to mapping problems, and to the article [16] for the implications that these ideas have for the numerical solution of nonlinear equations.
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