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ABSTRACT. We study certain ideals in some spaces of analytic functionals with
unbounded carriers introduced by T. Kawai, M. Morimoto and J. W. de Roever.
Using Banach algebra methods, we show an example of space without spectral
synthesis. Using Hörmander's $L^2$ estimates, we prove a spectral synthesis theorem
for mean periodic functions.

Introduction. The Polya-Ehrenpreis-Martineau theorem was proved for analytic
functionals with unbounded carriers by J. W. de Roever: Let $\Omega$ be a closed
unbounded convex set of $\mathbb{C}^n$. He introduced two different spaces of germs of
holomorphic functions with growth at infinity. The first, denoted by $\mathcal{K}_e(\Omega)$, was
constructed with the $\epsilon$-neighborhood of $\Omega$, and the other, $\mathcal{K}_c(\Omega)$, using the conic
neighborhoods of $\Omega$. Let $a$ be the supporting function of $\Omega$ and $\Gamma$ the “open” convex
cone of $\mathbb{C}^n$, $\Gamma = \{z \in \mathbb{C}^n \mid a(z) \in \mathbb{R}\}$. There are two different spaces of analytic
functions of exponential type $a$ in $\Gamma$. The first, denoted by $\text{Exp}_e(\Gamma, a)$, is isomorphic
to the dual $\mathcal{K}_c'(\Omega)$ of $\mathcal{K}_c(\Omega)$, and the other, $\text{Exp}_c(\Gamma, a)$, is isomorphic to $\mathcal{K}_c'(\Omega)$.

In [16] J. W. de Roever points out some applications of these spaces to physics.
Hence it is interesting to study convolution equations in these spaces.

In Chapter I, we are interested in convolution equations and mean periodic
functions in $\text{Exp}_e(\Gamma, a)$. By Banach algebra methods, we show an example of a space
without spectral synthesis and we characterize some generators of this algebra as
follows:

THEOREM. Let $\Omega = \{z \in \mathbb{C} \mid |\text{Arg} z| \leq \pi/4\}$. We have:

1° For every $\varphi \in \mathcal{K}_e(\Omega)$ and every $c > 0$ the function $\Psi(z) = e^{-cz^2}\varphi(z)$ belongs to
$\mathcal{K}_c(\Omega)$ and the closure of the ideal generated by $\Psi$ is different from $\mathcal{K}_c(\Omega)$.

2° Let $\varphi \in \mathcal{K}_c(\Omega)$ and $t > 0$ such that $\varphi$ is holomorphic and without zero in a
t-neighborhood of $\Omega$. We also suppose that, for every $c > 0$, $e^{cz^2}\varphi \in \mathcal{K}_c(\Omega)$. Then the
ideal generated by $\varphi$ is dense in $\mathcal{K}_c(\Omega)$.

Our example is very particular and we do not know if the same is true for other
spaces $\text{Exp}_c(\Gamma, a)$.

In Chapter II, we prove a spectral synthesis theorem in the following manner. As
is well known, the study of an invariant subspace is equivalent to the description of
the orthogonal $I^\perp$ of an ideal $I$ of an algebra $E$ of holomorphic functions on a set $V$. 
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The description of $I^-$ is based on the following interpolation problem: Let $\varphi$ be a holomorphic function on the analytic space $(X, \hat{\mathcal{O}}_X)$ defined by the sheaf $\mathcal{O}/\mathcal{I} = \mathcal{O}_X$ (where $\mathcal{O}$ is the sheaf of germs of holomorphic functions and $\mathcal{I}$ is the sheaf of ideals generated by $I$). The question is: does the function $\varphi$ belong to $\pi(E)$ (where $\pi$ is the canonical map $\pi: \Gamma(V, \mathcal{O}) \to \Gamma(X, \hat{\mathcal{O}}_X)$)? The interest of that question lies in the fact that these spaces are often reflexive spaces. So usually we have $I^\perp = (E/I)'$ and it is sufficient to study the quotient $E/I$ which we shall try to compare to $\Gamma(V, \mathcal{O})/\Gamma(V, \mathcal{I})$.

These interpolation problems are as old as the problems of analysis and spectral synthesis. However, recent works [1, 2] give new methods and interesting results.

The methods of [2] use essentially Hörmander’s $L^2$ estimates and existence theorems for the $\bar{\partial}$ operator. The methods of [1] are based on integral formulas and projective resolution of the ideal $I$ using Koszul’s complexes.

We think that it is possible to solve these problems together (interpolation and description of $I^\perp$) using $L^2$-estimates and existence theorems. That is to say, find a Dolbeault resolution of the spaces $E$, $I$ and $E/I$.

So the main result in Chapter II is the equivalence between the resolution of these interpolation problems and the existence of exact sequences.

To do so we study the cohomology of a sheaf $K_0 \mathcal{O}$ defined on $D^{2n} = C^n \cup S^{2n-1}$, the spherical compactification of $C^n$ (for $\Omega$ open in $D^{2n}$).

$$K_0 \mathcal{O}(\Omega) = \left\{ f \text{ holomorphic in } \Omega \cap C^n \text{ such that } \forall K \subset \subset \Omega, \forall \varepsilon > 0, \sup_{z \in K \cap C^n} \left| f(z) \exp(-H_{K_0}(z) - \varepsilon |z|) \right| < +\infty \right\}$$

where $H_{K_0}$ is the supporting function of a convex compact set $K_0$ of $C^n$). We have a soft resolution of $K_0 \mathcal{O}^p$ by sheaves $K_0 \mathcal{O}^{q,p}$ where $K_0 \mathcal{C}_2$ is defined in the same way as $K_0 \mathcal{O}$, replacing sup norm by $L^2$ norm. If $n = 1$, we replace the $L^2$ spaces by spaces of $C^\infty$-functions denoted $\text{Exp}^\infty(\Gamma)$. Now let $I$ be a finitely generated ideal of $\text{Exp}(\Gamma, 0)$ such that $I = I_{\text{loc}}$ (where $I_{\text{loc}}$ is the local ideal generated by $I$). Let $V(I) = \{(z_p, m_p)_{p \geq 0} \}$ be the multiplicity variety of the ideal $I$ (see [3] for the definition). We denote by $I_\infty$ the ideal

$$I_\infty = \left\{ f \in \text{Exp}^\infty(\Gamma) \left| \frac{\partial^{j+q}f}{\partial z_j \partial \bar{z}^q}(z_p) = 0, 0 \leq j \leq m_p - 1 \right. \right\}$$

for every $(z_p, m_p) \in V(I)$ and $q \in \mathbb{N}$.

The interpolation theorem is the following:

**Theorem.** Let $I$ be an ideal of $\text{Exp}(\Gamma, 0)$ and $V(I) = \{(z_p, m_p)_{p \geq 0} \}$ be its multiplicity variety. Let $(\Gamma_k)_{k \geq 1}$ be an increasing sequence of subcones of $\Gamma$ with union $\Gamma$. Let $(a_{p,j})_{p \geq 0, 0 \leq j \leq m_p - 1}$ be a sequence of complex numbers such that for every $k$

$$\sup_{z_p \in \Gamma_k, |z_p| > 1/k, 0 \leq j \leq m_p - 1} \left| a_{p,j} \frac{e^{-|z_p|/k}}{j!} \right| < +\infty.$$
Then there is a function $h \in \text{Exp}_c(\Gamma, 0)$ such that $(\partial^j h/\partial z^j)(z_p) = a_{p,j}$ ($p \in \mathbb{N}$, $0 \leq j \leq m_p - 1$).

We introduce some technical conditions (in 2.3.6) about slowly decreasing functions. Our main theorem is the following:

**Theorem.** With Conditions 2.3.6, the interpolation theorem is equivalent to the exactitude of the sequence

$$0 \rightarrow \frac{\text{Exp}_c(\Gamma, 0)}{I_{\text{loc}}} \rightarrow \frac{\text{Exp}_c^\infty(\Gamma)}{I_{\infty}} \rightarrow \frac{\text{Exp}_c^\infty(\Gamma)}{I_{\infty}} \rightarrow 0.$$ 

From this theorem we obtain the following result for mean periodic functions in $\mathcal{K}_c(\Omega)$.

**Theorem.** Let $(\mu_j)_{1 \leq j \leq n}$ be $n$ analytic functionals of $\mathcal{K}_c(\Omega)$ such that $(\mathcal{S}(\mu_j))_{1 \leq j \leq n}$ verify Conditions 2.3.6 and

$$I(\mathcal{S}(\mu_1), \ldots, \mathcal{S}(\mu_n)) = I_{\text{loc}}(\mathcal{S}(\mu_1), \ldots, \mathcal{S}(\mu_n)).$$

Then every function $g \in \mathcal{K}_c(\Omega)$, such that $\mu_j * g = 0$ for $1 \leq j \leq n$, is given by the formula

$$g(z) = \sum_p \left( \sum_{k \leq m_p} b_{k,p} z^k \right) e^{iz \zeta_p}.$$ 

The series is convergent in $\mathcal{K}_c(\Omega)$ (where $\{z_p, m_p\}_{p>0}$ is the multiplicity variety of the ideal $I(\mathcal{S}(\mu_1), \ldots, \mathcal{S}(\mu_n))$).

We would like to thank Professors J. Esterle and R. Gay for valuable discussion and criticism.

**Chapter I. An example of a space without spectral synthesis**

We recall here the definition of the space $\mathcal{K}_c(\Omega)$ (where $\epsilon$ is to emphasize that we deal with $\epsilon$-neighborhoods).

In the rest of the paper, cone will always mean open convex cone of $\mathbb{C}^n$ with vertex the origin, and a supporting function on a cone will be a convex and positively homogeneous function of degree one.

Let us recall the following well-known lemma.

**1.0.1. Lemma (see [15]).** Every closed convex set $\Omega$ of $\mathbb{C}^n$ containing no real line determines a cone $\Gamma$ of $\mathbb{C}^n$ and a supporting function $a$ (on $\Gamma$) such that $\Omega = \{ \zeta \in \mathbb{C}^n \mid -\text{Im}(z, \zeta) \leq a(z), \forall z \in \Gamma \}$ (with $\langle z, \zeta \rangle = z_0 \zeta_1 + \cdots + z_n \zeta_n$). Conversely any convex cone $\Gamma$ and any supporting function $a$ on $\Gamma$ determines, by the above formula, a closed convex set of $\mathbb{C}^n$ containing no real line.

We shall say that $\Omega$ and $(\Gamma, a)$ are in duality and we shall write $\Omega = \Omega(\Gamma, a)$. If $\epsilon > 0$, the $\epsilon$-neighborhood of $\Omega$ is $\Omega_\epsilon = \Omega(\Gamma, a(z) + \epsilon |z|)$. 

Let $O$ be a connected open set of $\mathbb{C}^n$ and $M$ a continuous function on $O$. We denote by $\mathcal{H}(O)$ the ring of holomorphic functions in $O$ and by $\mathcal{H}(O, M)$ the Banach space

$$\mathcal{H}(O, M) = \left\{ f \in \mathcal{H}(O) \mid \sup_{z \in O} |f(z)M(z)| < +\infty \right\}.$$ 

For an unbounded convex set $\Omega$, J. W. de Roever generalizes the Polya-Ehrenpreis-Martineau theorem (see [7]). We recall here the definitions of his spaces.

1.0.2. **Definition** [16].

(a) \[ \mathcal{H}_k(\Omega) = \lim_{k \to \infty} \mathcal{H}\left(\frac{\Omega}{k}, \exp\left(\frac{1}{k} |z| \right)\right). \]

(b) For $\zeta_0 \in \Gamma$ the following space is independent from $\zeta_0$:

$$\operatorname{Exp}_k(\Gamma, a) = \lim_{k \to \infty} \mathcal{H}\left(\frac{1}{k} \zeta_0 + \Gamma, \exp\left(-a(\zeta) - \frac{1}{k} |\zeta| \right)\right).$$

Let us remark that the space $\mathcal{H}_k(\Omega)$ is a D.F.N. space, the space $\operatorname{Exp}_k(\Gamma, a)$ is a F.N. space. If $\Omega = \Omega(\Gamma, a)$, then for every $\zeta \in \Gamma$ the function $z \to e^{i\zeta z}$ belongs to $\mathcal{H}_k(\Omega)$, so for $\mu \in \mathcal{H}_k(\Omega)$ we can define $\mathcal{F}(\mu)(\zeta) = \langle \mu_z, e^{i\zeta z} \rangle$, and it is obvious that $\mathcal{F}(\mu) \in \operatorname{Exp}_k(\Gamma)$. The function $\mathcal{F}(\mu)$ is called the Fourier-Borel transform of the analytic functional $\mu$. The Polya-Ehrenpreis-Martineau type theorem is the following:

1.0.3. **Theorem.** The Fourier-Borel transformation $(\mu \to \mathcal{F}(\mu))$ is a topological isomorphism from $\mathcal{H}_k(\Omega)$ onto $\operatorname{Exp}_k(\Gamma, a)$ when $\Omega$ and $(\Gamma, a)$ are in duality.

From now on we shall take $n = 1$ and $\zeta_0$ will be a fixed point of $\Gamma$. It is obvious that

$$\mathcal{H}_k(\Omega) = \lim_{t \to 0} \mathcal{H}\left(\frac{\Omega}{t}, e^{-itr}\zeta_0 \right)$$

and

$$\operatorname{Exp}_k(\Gamma, a) = \lim_{k \to \infty} \mathcal{H}\left(\frac{1}{k} \zeta_0 + \Gamma, \exp\left(-a\left(\zeta - \frac{1}{k} \zeta_0 \right) - \frac{1}{k} |\zeta| \right)\right).$$

1.1. **The algebra $\mathcal{H}_k(\Omega)$ and mean periodic function.** Let us remark that if $\Omega$ is a closed (unbounded) convex set, $\mathcal{H}_k(\Omega)$ is a commutative algebra without unit. Since the Fourier-Borel transformation is an isomorphism between $\mathcal{H}_k(\Omega)$ and $\operatorname{Exp}_k(\Gamma, a)$, in $\operatorname{Exp}_k(\Gamma, a)$ there is, as usual, a convolution product such that the transpose $^\ast \mathcal{F}$ of the Fourier-Borel transformation is an algebra isomorphism. We can define the convolution on $\operatorname{Exp}_k(\Gamma, a)$ in the following way. If $\zeta_1 \in \Gamma$ and $f \in \operatorname{Exp}_k(\Gamma, a)$ are given, the function $\mathcal{C}_f(\zeta_1) : \zeta \to f(\zeta + \zeta_1)$ belongs to $\operatorname{Exp}_k(\Gamma, a)$. So for $R \in \operatorname{Exp}_k(\Gamma, a)$ we can define the function $R \ast f$ by $R \ast f(\zeta) = \langle R, \mathcal{C}_f(\zeta) \rangle$, and it is obvious that $R \ast f \in \operatorname{Exp}_k(\Gamma, a)$, and if $R$ and $S$ belong to $\operatorname{Exp}_k(\Gamma, a)$ then
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Now for \( R \) and \( S \) belonging to \( \text{Exp}_1(\Gamma, a) \) we define \( R \ast S \in \text{Exp}_1(\Gamma, a) \) by \( \langle R \ast S, f \rangle = \langle R, S \ast f \rangle = \langle S, R \ast f \rangle \). It is obvious that \( \iota \cdot \iota(R \ast S) = \iota \cdot \iota(R) \iota \cdot \iota(S) \) and \( R \ast S = S \ast R \).

A closed subspace \( M \) of \( \text{Exp}_1(\Gamma, a) \) is called invariant (by the translations \( \iota_\xi \)) if \( \iota_\xi(M) \subseteq M \) for every \( \xi \in \Gamma \). Its orthogonal \( M^\perp \) is a closed ideal of \( \text{Exp}_1(\Gamma, a) \). Conversely, the orthogonal of a closed ideal of \( \text{Exp}_1(\Gamma, a) \) is an invariant subspace of \( \text{Exp}_1(\Gamma, a) \). In the same way, the Fourier-Borel transformation gives a bijection between the set of closed ideals of \( \mathcal{K}_1(\Omega) \) and the set of invariant subspaces of \( \text{Exp}_1(\Gamma, a) \). So we only need to study closed ideals of \( \mathcal{K}_1(\Omega) \). The following problems are classical.

**Spectral analysis.** Find the exponential monomials (i.e. of the form \( z^p e^{ia} \)) belonging to a given invariant subspace \( M \).

**Spectral synthesis.** Study the density in \( M \) of the subspace generated by the exponential monomials.

The spectral analysis problem is easy to solve. Following Ehrenpreis [3] we shall set

\[
\text{Spec}(M) = \{(z, m) \in \Omega \times \mathbb{N} | \zeta^m e^{iz} \in M \text{ and } \zeta^{m+1} e^{iz} \notin M\}.
\]

This set is also the multiplicity variety of the ideal \( I = \iota_0(M^\perp) \) (see [3]). The exponential monomials belonging to \( M \) are \( \zeta^j e^{iz} \) with \( 0 \leq j \leq m \) and \( (z, m) \in \text{Spec}(M) \).

Let us recall that a function \( f \in \text{Exp}_1(\Gamma, a) \) is called mean periodic if there exists \( R \in \text{Exp}_1(\Gamma, a) \setminus \{0\} \) such that \( R \ast f = 0 \) (this means that the invariant subspace generated by \( \iota_r(f) \) is distinct from \( \text{Exp}_1(\Gamma, a) \)).

1.2. **Ideals of \( \mathcal{K}_1(\Omega) \).** We give here some example of ideals of \( \mathcal{K}_1(\Omega) \). This shall prove that we cannot use the classical proof for the spectral synthesis problem.

1.2.1. **Remark.** A principal ideal \( (f_0) = f_0 \mathcal{K}_1(\Omega) \) (with \( f_0 \neq 0 \)) is never closed.

**Proof.** There is a problem because \( \mathcal{K}_1(\Omega) \) has no unit and if \( f_0 \neq 0, f_0 \notin f_0 \mathcal{K}_1(\Omega) \). It is easy to see that the ideal generated by \( e^{i \xi_1} \) (\( \xi_1 \in \Gamma \) fixed) is dense in \( \mathcal{K}_1(\Omega) \). In the general case there is \( \varepsilon > 0 \) such that \( z \to f_0(z) e^{-i \varepsilon z} \) belongs to \( \mathcal{K}_1(\Omega) \), and there is a filter \( (g_\alpha)_{\alpha \in A} \subseteq \mathcal{K}_1(\Omega) \) such that \( e^{i \varepsilon \alpha z} = \lim_{\alpha} g_\alpha e^{i \varepsilon \alpha z} \).

so \( f_0 = \lim_{\alpha} f_0(z) g_\alpha(z) \), that is \( f_0 \in (f_0) \).

1.2.2. **Example.** There is an unbounded convex set \( \Omega \) and a function \( f \in \mathcal{K}_1(\Omega) \), \( f \) without zeroes in \( \Omega \), and for every \( \delta > 0 \) there is \( z_\delta \in \Omega_\delta \) such that \( f(z_\delta) = 0 \). However \( (f) = \mathcal{K}_1(\Omega) \).

**Proof.** Let us recall the following classical results (see [5]). Let \( (\beta_n)_{n \geq 1} \) be a sequence of complex numbers such that \( \beta_n \neq 1 \) and \( \text{Re} \beta_n > 0 \) for every \( n \), and such that \( \sum_{n \geq 0} \text{Re} \beta_n/(1 + |\beta_n|^2) < +\infty \). The infinite product \( F \) defined by

\[
F(w) = \prod_{n \geq 1} \frac{|1 - \beta_n^2|}{1 - \beta_n^2} \frac{w - \beta_n}{w + \overline{\beta_n}}
\]
is a holomorphic function in $P = \{ w \in \mathbb{C} \mid \text{Re } w > 0 \}$ (called Blaschke product) and $F$ is such that $\text{Sup}_{w \in P} |F(w)| \leq 1$.

Let $\Omega = \{ z \in \mathbb{C} \mid \text{Re } z \geq 1 \text{ and Im } z \geq 1 \}$, with $\beta_n = 1 - (1/n) + in$. A straightforward calculation gives us that the function $f_0(z) = F(z)e^{e'(i-1)z} (e' > 0)$ has the properties required by 1.2.2.

1.3. Example of a space without spectral synthesis. Here we show an invariant subspace $M \neq \{0\}$ of $\text{Exp}_E(\Gamma, a)$ without any nonzero exponential monomial, so this space will be without spectral synthesis. This invariant subspace will be of the form $\mathcal{E}(I^\perp)$, where $I$ is the closure in $\mathcal{K}_c(\Omega)$ of an ideal $(\Psi)$ generated by a function $\Psi$ without zeroes in $\Omega$. Our example is very particular and we do not know what happens in the general case. It seems that the result depends on the geometry of $\Omega$.

In this section we shall take

$$\Omega = \{ z \in \mathbb{C} \mid |\text{Arg } z| \leq \pi/4 \}$$

so $\Gamma = \{ \zeta \in \mathbb{C} \mid \pi/4 < \text{Arg } \zeta < 3\pi/4 \}$ and $a = 0$. We take $\zeta_0 = i$.

1.3.1. Theorem. For every $\varphi \neq 0$ and $c > 0$, the function $\Psi(z) = e^{-cz^2}\varphi(z)$ belongs to $\mathcal{K}_c(\Omega)$. The closure $I$ of the ideal $(\Psi)$ generated by $\Psi$ in $\mathcal{K}_c(\Omega)$ is different from $\mathcal{K}_c(\Omega)$.

Proof. It is obvious that $\Psi \in \mathcal{K}_c(\Omega)$. If $f \in \mathcal{K}_{t,c}(\Omega) = \mathcal{K}(\Omega, e^{-ir_0z})$, we shall denote by $\| f \|_{t,c}$ the norm on $\mathcal{K}_{t,c}(\Omega)$,

$$\| f \|_{t,c} = \sup_{z \in \Omega} |f(z)e^{-ir_0z}| = \sup_{z \in \Omega} |f(z)e^{c'x}| \quad (z = x + iy).$$

We introduce the sup norm on $\mathcal{K}_c(\Omega)$ by $P(f) = \sup_{z \in \Omega} |f(z)|$. If $f \in \mathcal{K}_{t,c}(\Omega)$ we have $P(f) \leq \| f \|_{t,c}$ so $P$ is a continuous norm on $\mathcal{K}_c(\Omega)$.

Let $(H(\Omega), P)$ be the Banach space of holomorphic functions in $\hat{\Omega}$ continuous on $\Omega$ and vanishing at infinity. It is obvious that $\mathcal{K}_c(\Omega) \subset H(\Omega)$. We denote by $I_1$ the closure of $(\Psi) = \Psi \mathcal{K}_c(\Omega)$ in $H(\Omega)$. As $I \subset I_1 \cap \mathcal{K}_c(\Omega)$, it suffices to prove that $\varphi \notin I_1$.

We suppose the opposite. The map $L_1$ from $H(\Omega)$ into $H(\Omega)$, $L_1(g) = e^{-cz^2}g$, is an isometry by the maximum principle, so there is a sequence $(f_n)_{n \in \mathbb{N}}$ of elements of $\mathcal{K}_c(\Omega)$ such that $\varphi = \lim_{n \to +\infty} e^{-cz^2} \varphi f_n$ (in $(H(\Omega), P)$). Then there is $\varphi_1 \in H(\Omega)$ such that $\varphi_1 = \lim_{n \to +\infty} \varphi f_n$ and $\varphi = e^{-cz^2} \varphi_1$. By an easy induction using the isometry $L_m: g \to e^{-mcz^2}g$ in $H(\Omega)$, we can prove the existence of a sequence $(\varphi_m)_{m \geq 1}$ of elements of $H(\Omega)$ such that $e^{-mcz^2} \varphi_m = \varphi$ for every $m \geq 1$ and $P(\varphi_m) = P(\varphi)$. Then we shall have $\varphi = 0$, a contradiction.

1.3.2. Corollary. The space $\text{Exp}_E(\Gamma, a)$ is without spectral synthesis because there is an invariant subspace $M$ containing no nonzero exponential monomial.

Proof. Take $\varphi \in \mathcal{K}_c(\Omega)$ without zero in $\Omega$ (for example $\varphi(z) = e^{-z}$), and for any $c > 0$, we note $I = e^{-cz^2} \varphi \mathcal{K}_c(\Omega)$. Then $M = \mathcal{E}(I^\perp)$ has the desired property.

The following theorem characterizes some nontrivial generators of $\mathcal{K}_c(\Omega)$. 
1.3.3. Theorem. Let $\varphi \in \mathcal{H}_c(\Omega)$ such that there is $t > 0$, $\varphi \in \mathcal{H}(\Omega_t)$, $\varphi$ is without zeroes in $\Omega_t$, and such that, for every $c > 0$, $e^{cz} \varphi \notin \mathcal{H}_c(\Omega)$. Then the closure of the ideal $I = \varphi \mathcal{H}_c(\Omega)$ is equal to $\mathcal{H}_c(\Omega)$.

Before proving this theorem let us remark that this theorem has been proved in the first part of the proof of 1.2.1 when $\varphi(z) = e^{iz^2} (\xi \in \Gamma)$. So we must point out that there are functions different from an exponential which verify the conditions of 1.3.3 (for example $\varphi(z) = e^{-z^2/(z + 1)}$).

**Proof of Theorem 1.3.3.** For two strictly positive numbers $\varepsilon'$ and $t$, we set

$$
\mathcal{H}_{0, t, \varepsilon'}(\Omega) = \{ f \in \mathcal{H}_{t, \varepsilon'}(\Omega) \mid f \text{ vanishes at infinity, } f \text{ is continuous on } \Omega_t \}.
$$

This is a closed subspace of $\mathcal{H}_{t, \varepsilon'}(\Omega)$ and it is obvious that

$$
\mathcal{H}_c(\Omega) = \lim_{t, \varepsilon' \to 0} \mathcal{H}_{0, t, \varepsilon'}(\Omega).
$$

For a function $f$ on $\Omega_t$, we consider the function $g(w) = (f(vw) - t\sqrt{2})$ on $P = \{ w \in \mathbb{C} \mid \Re w > 0 \}$ (with $vw = \exp(\frac{1}{2} \log w)$ we take the principal determination of the logarithm). It is obvious that when $f$ is continuous on $\Omega_t$, then $g$ is continuous on $P = \{ w \mid \Re w \geq 0 \}$. With this transformation, $\mathcal{H}_{0, t, \varepsilon'}(\Omega)$ is isomorphic to the set of functions holomorphic in $\Re w > 0$, continuous in $\Re w \geq 0$, vanishing at infinity, and such that there is a constant $c, e(g) > 0$ such that

$$
|g(w)| < c, e(g) e^{-t \Re w} \quad (\Re w > 0).
$$

In the following, $t$ and $\varepsilon'$ are such that $\varphi \in \mathcal{H}_{0, t, \varepsilon'}(\Omega)$ and $\varphi$ is without zeroes in $\Omega_t$. We denote by $\Phi$ the function $\Phi(w) = \varphi(vw) - t\sqrt{2}$, and, for $0 < \varepsilon'_1 < \varepsilon'$,

$$
g(w) = e^{viw} \Phi(w) / c_{t, \varepsilon'}(\Phi),
$$

so $|g(w)| \leq 1$ for every $w$. Using a classical result (see [5]) $g$ can be written $g = \lambda BSF$ where $\lambda \in \mathbb{C}$ and $|\lambda| = 1$, $B$ is a Blaschke product (here $B = 1$ because $g$ has no zeroes), $F$ is an outer function and $S$ is an inner function. The outer function $F$ is given by the formula

$$
F(w) = \exp \left( \frac{1}{\pi} \int_{-\infty}^{+\infty} \Log|g(it)| \frac{tw + i}{t + iw} \frac{dt}{1 + t^2} \right),
$$

and $S(w) = e^{-cw} (c \geq 0)$ because $g$ is continuous in $\Re w \geq 0$. But $|F(w)| \leq 1$ so $c = 0$. Suppose on the contrary that $c > 0$. Then we deduce obviously that $e^{cz} \varphi \notin \mathcal{H}_c(\Omega)$, a contradiction. Then

$$
\Phi(w) = \lambda c_{t, \varepsilon'}(\Phi) e^{-\varepsilon'_1 w} F(w)
$$

and a straightforward calculation shows that

$$
\Phi(w) = \lambda \Exp \left( \frac{1}{\pi} \int_{-\infty}^{+\infty} \Log|\Phi(it)| \frac{tw + i}{t + iw} \frac{dt}{1 + t^2} \right),
$$

We introduce here proximate units, setting

$$
\Psi_n(w) = \frac{1}{\lambda} \Exp \left( -\frac{1}{\pi} \int_{-n}^{+n} \Log|\Phi(it)| \frac{tw + i}{t + iw} \frac{dt}{1 + t^2} \right).
$$
These functions are bounded on $\text{Re } w > 0$. Now we set $\theta_n(z) = \Psi_n((z + t\sqrt{2})^2)$. It is obvious that for every $h \in \mathcal{K}_c(\Omega)$, $h\theta_n \in \mathcal{K}_c(\Omega)$ and $h\theta_n\varphi \in \mathcal{K}_c(\Omega)$. A straightforward calculation gives $h = \lim_{n \to +\infty} h\theta_n$ for any $h \in \mathcal{K}_c(\Omega)$.

**Chapter II. Interpolation and Mean Periodic Functions**

Let $\Gamma$ be a cone of $C^n$. As usual $S^{2n-1}$ is the unit sphere of $C^n$ and we note $\text{pr } \Gamma = \Gamma \cap S^{2n-1}$. If $\Gamma$ and $\Gamma'$ are two cones we write $\Gamma \subset \Gamma'$ if $\text{pr } \Gamma \subset \Gamma'$.

An exhaustion of a cone $\Gamma$ is an increasing family of subcones $(\Gamma_k)_{k \geq 1}$ with union $\Gamma$ and such that for every $k$, $\Gamma_k \subset \Gamma_{k+1} \subset \Gamma$.

Let $a$ be a supporting function in $\Gamma$, $\Omega = \Omega(\Gamma, a)$, and $(\Gamma_k)_{k \geq 1}$ an exhaustion of $\Gamma$. We set $\Omega_c^k = \Omega(\Gamma_k, a + |z|/k)$ (the subscript c stands for conic), and the space $\mathcal{K}_c(\Omega)$ is given by the following:

2.0.1. **Definition.**

$$\mathcal{K}_c(\Omega) = \lim_{k \to \infty} \mathcal{K}_c^k \left( \Omega_k^c, \exp \left( \frac{1}{k} |z| \right) \right).$$

(*It is obvious that the space $\mathcal{K}_c(\Omega)$ is independent from the given exhaustion of $\Gamma$.*)

Similarly, we define the space $\text{Exp}_c(\Gamma, a)$ by

2.0.2. **Definition.** We set $\Gamma(k) = \Gamma_k \cap \{ z \mid |z| > (1/k) \}$ and define

$$\text{Exp}_c(\Gamma, a) = \lim_{k \to \infty} \mathcal{K}_c \left( \Gamma(k), \exp \left( -a(z) - \frac{1}{k} |z| \right) \right).$$

This space is independent from the given exhaustion of $\Gamma$. This is a F.N. space, $\mathcal{K}_c(\Omega)$ is a D.F.N. space. J. W. de Roever proves a Polya-Martineau-Ehrenpreis type theorem for this space (see Chapter I).

2.0.3. **Theorem [16].** The Fourier-Borel transformation is a topological isomorphism between $\mathcal{K}_c(\Omega)$ and $\text{Exp}_c(\Gamma, a)$.

Now if $a = 0$, the space $\text{Exp}_c(\Gamma, a)$ is a ring, so as in Chapter I, we can define the notion of an invariant subspace of $\mathcal{K}_c(\Omega(\Gamma, a))$. There are also two fundamental problems (spectral analysis and spectral synthesis).

**Remark.** The space $\text{Exp}_c(\Gamma, a)$ is different from the space $\text{Exp}_c(\Gamma, a)$ of Chapter I.

2.1. **Quotient of functions of exponential type.** To study mean periodic functions in a space of holomorphic functions, usually theorems analogous to Lindelöf’s famous division theorem are needed (if $f$ and $g$ are entire functions of exponential type and if $f/g$ is entire, then $f/g$ is also of exponential type) (see [3 and 18]). We show here that these techniques cannot be used for mean periodic functions in $\mathcal{K}_c(\Omega(\Gamma, a))$. The counterexample is the following:

The function

$$g(z) = \frac{1}{\Gamma_1(z)} = ze^{\gamma z} \prod_{n \geq 1} \left( 1 + \frac{z}{n} \right) e^{-(z/n)}$$

($\gamma$ is Euler’s constant and $\Gamma_1$ is Euler’s gamma function) is entire of order 1 and not of exponential type in $C$, but Stirling’s formula shows that

$$|g(z)| \leq c_1(|z|/e)^{(1/2) - \text{Re } z} e^{(\gamma/2)|\text{Im } z|}$$

so $g \in \text{Exp}_c(\Gamma, 0)$ with $\Gamma = \{ z \in C \mid |\text{Arg } z | < \pi/4 \}$.
If a function $f$ is holomorphic in a cone $\Gamma$, we shall say that $f$ is of exponential type in $\Gamma$, if there is a supporting function $a$ on $\Gamma$ such that $f \in \text{Exp}(\Gamma, a)$. So $g$ is of exponential type in $\{ z \in \mathbb{C} | | \text{Arg } z | < \pi/4 \}$. However, $1/g$ (Euler's gamma function) is not.

However we have the following positive results.

2.1.1. THEOREM (see [8]). If $f$ is an entire function of exponential type (on $\mathbb{C}$) and if $C$ is a cone such that $f$ is without zeroes in $C$, then $1/f$ is of exponential type on $C$.

Following Malgrange [12] we can easily prove the following:

2.1.2. PROPOSITION. Let $f$ and $g$ be two entire functions (on $\mathbb{C}$) of exponential type. Let $(\alpha_n)_{n=1}^\infty$ be the sequence of common zeroes of $f$ and $g$ in a convex open sector $C$. If $f/g$ is holomorphic in $C$ and if $\sup_n | \Sigma_{p=1}^n 1/\alpha_p | < +\infty$, then $f/g$ is of exponential type in $C$.

2.2. The sheaf $K_0(\emptyset)$ and its cohomology. We note $D^{2n}$, the spherical compactification of $\mathbb{C}^n$, defined by

$$S^{2n-1}_\infty = \{ U_\infty | U \in S^{2n-1} \}$$

and $D^{2n} = \mathbb{C}^n \sqcup S^{2n-1}_\infty$ (disjoint union). The topology of $D^{2n}$ is the following:

1° A base of neighborhoods of a point $x \in \mathbb{C}^n$ is given by the open balls containing $x$.

2° A base of neighborhoods of a point $U_\infty \in S^{2n-1}_\infty$ is given by the sets $(z + \Gamma) \sqcup (\text{pr } \Gamma)_\infty$ with $z \in \mathbb{C}^n$, $\Gamma$ an open convex cone of $\mathbb{C}^n$ such that $U_\infty \in (\text{pr } \Gamma)_\infty$ (that is $U \in \text{pr } \Gamma = \Gamma \cap S^{2n-1}$).

From now on, $K_0$ will be a convex compact set of $\mathbb{C}^n$ such that $0 \in K_0$. We note $a = \text{H}_{K_0}^c$ the supporting function of $K_0$. Let us recall that $H_{K_0}^c$ is defined by $H_{K_0}(z) = \sup_{z \in K_0} - \text{Im} \langle z, \xi \rangle$. We take $K_0$ such that $a \in \mathcal{C}(\mathbb{C}^n \setminus \{0\})$.

2.2.1. DEFINITION. For every open set $\Omega$ of $D^{2n}$, we set

$$K_0(\emptyset)(\Omega) = \left\{ f \text{ holomorphic in } \Omega \cap \mathbb{C}^n | \forall K \subset \subset \Omega, \forall \epsilon > 0, \sup_{z \in K \cap \mathbb{C}^n} | f(z) \exp(-a(z) - \epsilon | z |) | < +\infty \right\}.$$

It is obvious that we have a sheaf $K_0(\emptyset)$ such that $K_0(\emptyset)|_{\mathbb{C}^n} = \emptyset$ (the sheaf of germs of holomorphic functions on $\mathbb{C}^n$).

Let us recall that

$$\text{Exp}(K_0) = \left\{ f \in \mathcal{H}(\mathbb{C}^n) | \forall \epsilon > 0, \sup_{z \in \mathbb{C}^n} | f(z) \exp(-a(z) - \epsilon | z |) | < +\infty \right\}$$

is the well-known space of entire functions of “exponential type $H_{K_0}^c$”. This is a F.S. space as projective limit of the following Banach spaces:

$$\text{Exp}(K_0, \epsilon) = \left\{ f \in \mathcal{H}(\mathbb{C}^n) | \sup_{z \in \mathbb{C}^n} | f(z) \exp(-a(z) - \epsilon | z |) | < +\infty \right\}.$$

It is obvious that $\text{Exp}(K_0) = \Gamma(D^{2n}, K_0 \emptyset)$. Let us also recall that $\text{Exp}(K_0)$ is isomorphic to $\mathcal{H}'(K_0)$ by the Fourier-Borel transformation where $\mathcal{H}'(K_0)$ is the
space of analytic functionals carried by $K_0$ (this is the Polya-Ehrenpreis-Martineau theorem, see [7]).

If $C$ is an open convex cone of $C^n$, it is obvious that we have

$$\text{Exp}_C(C, a) = \Gamma(C \cap (pr C)_\infty, K_0) = K_0 \cap (C \cap (pr C)_\infty).$$

The following sheaves will be useful to find the cohomology of $K_0$.  

2.2.2. Definition. For every open set $\Omega$ of $D^{2n}$, we set

$$K_0\mathcal{E}_2(\Omega) = \left\{ f \in L^2_{\text{loc}}(\Omega \cap C^n) \mid \forall K \subset \subset \Omega, \forall \varepsilon > 0, \int_{K \cap C^n} |f(z)|^2 e^{-\alpha(z) - r|z|} d\lambda(z) < +\infty \right\}.$$

If $\mathcal{F}$ is a sheaf on $D^{2n}$, we shall, as usual, denote by $\mathcal{F}^{p,q}$ the sheaf of differential forms of bidegree $(p, q)$ with coefficients in $\mathcal{F}$.

When it is possible, we shall use the classical $\partial$ operator (see [6, 7]) defined by

$$\partial F = \sum_{k=1}^{n} \sum_{\lvert j \rvert = p}^{r} \frac{\partial F_{i,j}}{\partial \bar{z}_k} d\bar{z}_k \wedge dZ_j \wedge d\bar{Z}_j$$

if

$$F = \sum_{\lvert j \rvert = p}^{r} F_{i,j} dZ_j \wedge d\bar{Z}_j.$$

2.2.3. Definition. For every open set $\Omega$ of $D^{2n}$ we set

$$K_0\mathcal{E}^{p,q}(\Omega) = \left\{ f \in K_0\mathcal{E}_2^{p,q}(\Omega) \mid \partial F \in K_0\mathcal{E}_2^{p,q+1}(\Omega) \right\}$$

($\partial$ is defined here in the sense of distribution theory).

2.2.4. Proposition. The presheaves $K_0\mathcal{E}^{p,q}$ are soft sheaves.

Proof. For every open set $\Omega$ of $D^{2n}$, we set

$$\mathcal{O}(\Omega) = \left\{ f \in C^\infty(\Omega \cup C^n) \mid \forall K \subset \subset \Omega, \sup_{z \in K \cap C^n} \left| f(z) \right| < +\infty \right\}.$$

It is obvious that $\mathcal{O}$ is a soft sheaf of rings with unit and that $K_0\mathcal{E}^{p,q}$ is an $\mathcal{O}$-module, so $K_0\mathcal{E}^{p,q}$ is soft.

To study the cohomology of $K_0\mathcal{O}$, we need the following: An open set $O$ of $C^n$ has property (P) if it is connected and if there is a holomorphic function $\varphi$ in $O$ such that for every $\delta > 0$ we have $\sup_{z \in O} (-\text{Re} \varphi(z) + \delta \left| z \right|) < +\infty$.

The following sets have this property:

(a) for $n = 1$:

(1°) $O = z_0 + \xi_0 O_1$ with $|\xi_0| = 1$, $z_0 \in C$ and

$$O_1 = \{ z \in C \mid \text{Arg} z < \beta < \pi/2 \}$$
and
\[ \varphi(\xi) = \left( \frac{\xi - z_0}{\xi_0} \right)^{1+\epsilon} \left( (1 + \epsilon)\beta < \frac{\pi}{2} \right); \]

\((2^o)\) \(O = \xi_0O_1\) with \(|\xi_0| = 1\), \(\sup_{z \in O_1} |\text{Im } z| < +\infty\) and \(\varphi(z) = (z/\xi_0)^2;\)

(b) for \(n \geq 1:\)

\((1^o)\) \(O\) is bounded and \(\varphi \equiv 1;\)

\((2^o)\) \(O = \Gamma_0 \times \cdots \times \Gamma_n\) with \(\Gamma_k = \left\{ z \in \mathbb{C}^n : \xi_0^k, z \in \mathbb{C}, |\xi_0^k| = 1, \right\}; \)

\[ O^k = \left\{ z \in \mathbb{C}^n : |\arg z| < \beta_k < \pi/2 \right\} \]

and \(\varphi = \varphi_1 + \cdots + \varphi_n,\) where

\[ \varphi_k(z) = \left( \frac{z_k - z_0^k}{\xi_0^k} \right)^{1+\epsilon_k} \left( (1 + \epsilon_k)\beta_k < \frac{\pi}{2}. z = (z_1, \ldots, z_n) \right). \]

The following theorem is analogous to Lemma 2.1.1 of Kawaï [8]. Related results have been announced by Saburi [17] but, as far as we know, his proof has never appeared.

**2.2.5. Theorem.** Let \(\Omega\) be an open set of \(D^{2^n} \setminus \{0\}\), \(\sigma\) a strictly plurisubharmonic function belonging to \(C^2(\Omega \cap \mathbb{C}^n)\). We set \(L_j = \{ z \in \Omega \cap \mathbb{C}^n \mid \sigma(z) < j \}\) and \(K_j\) the closure of \(L_j\) in \(D^{2^n}\). We choose \(\sigma\) such that \(K_j \cap \mathbb{C}^n = L_j\). We suppose also that the boundary \(\partial L_j\) is \(\{ z \in \Omega \cap \mathbb{C}^n \mid \sigma(z) = j \}\) and is \(C^2\), that the family of sets \((K_j)_{j \geq 1}\) is an exhaustion of \(\Omega\), and \(\Omega \cap \mathbb{C}^n\) has property \((P)\). Then the following sequence is exact:

\[ K_0 L_0^{p,q}(\Omega) \rightarrow K_0 L_{p,1}^{p,q}(\Omega) \rightarrow \cdots \rightarrow K_0 L_n^{p,q}(\Omega) \rightarrow 0 \]

(where \(T^q : K_0 L_{p,q}^{p,q}(\Omega) \rightarrow K_0 L_{p,q+1}^{p,q}(\Omega)\) is the densely defined operator of domain \(D(T^q) = \{ f \in K_0 L_{p,q}^{p,q}(\Omega) : \bar{\delta} f \in K_0 L_{p,q+1}^{p,q}(\Omega) \}\)

\(\text{and } T^q f = \bar{\delta} f \text{ in the sense of distribution theory}.\)

**Proof.** Recall that if \(\varphi\) is a weight function on \(A \subset \mathbb{C}^n\) we note

\[ L_2(A, \varphi) = \left\{ f \in L^1_{\text{loc}}(A) : \int_A |f|^2 e^{-\varphi} d\lambda < +\infty \right\}, \]

this space being a Hilbert space under the norm

\[ ||f||^2_{L_2(A, \varphi)} = \int_A |f|^2 e^{-\varphi} d\lambda \]

(\(\lambda\) is the Lebesgue measure on \(\mathbb{C}^n\)). We denote by \(L_2^{p,q}(A, \varphi)\) the Hilbert space of \((p, q)\) forms with coefficients in \(L_2(A, \varphi)\) with norm

\[ ||f||^2 = \sum_{l,j} ||f_{l,j}||^2_{L_2(A, \varphi)} \text{ if } f = \sum_{l,j} f_{l,j} dZ_l \wedge d\bar{Z}_j. \]

For every \(m \in \mathbb{N}\) and \(j \in \mathbb{N}\) \(\setminus \{0\}\) we let

\[ X_{j,m}^p = L_2^{p,q}(K_j \cap \mathbb{C}^n, j^{-1} |z| + a(z) + 2m \log(1 + |z|^2)). \]
The space $K_0 C_{2,p,q}(\Omega)$ is equal to the projective limit $\lim_{\rightarrow} X_{j,m}$ for every $m \geq 0$. It is obvious that $K_0 C_{2,p,q}(\Omega) \subset \lim_{\rightarrow} X_{j,m}$. On the other hand, let $K$ be a compact subset of $\Omega$, $\varepsilon$ a strictly positive number, and $j \in \mathbb{N}$ large enough so that $K \subset \hat{K}_j$ and $1/j < \varepsilon$. We have, for every $f \in X_{j,m}$:

$$\int_{K \cap C^\varepsilon} |f(z)| e^{-a(z)-\varepsilon |z|} d\lambda(z) \leq \frac{1}{M} \int_{K \cap C^\varepsilon} |f(z)| e^{-a(z)-\varepsilon |z|/j} (1 + |z|^2)^{2m} d\lambda(z)$$

with

$$M = \inf_{x \in \mathbb{R}_+} \frac{e^{(x-1/j)x}}{(1 + x^2)^{2m}};$$

so $\lim_{\rightarrow} X_{j,m} \subset K_0 C_{2,p,q}(\Omega)$. The natural injection $X_{j,m_1} \to X_{j,m_2}$ ($m_2 \geq m_1$) is continuous, so the identity map $\lim_{\rightarrow} X_{j,m_1} \to \lim_{\rightarrow} X_{j,m_2}$ is continuous. Thus the different topologies of F.S.* spaces (see [9]) coincide on $K_0 C_{2,p,q}(\Omega)$ by the open mapping theorem.

The dual of $X_{p,q}$ is equal to the space

$$L_{2}^{p,q}(\hat{K}_j \cap C^n, -a(z) - j^{-1}|z| - 2m \log(1 + |z|^2)),$$

where the duality is given by

$$\langle f, g \rangle = \sum' \int_{K \cap C^n} f_{l,j} g_{1,j} d\lambda$$

if

$$f = \sum' f_{l,j} dZ_l \wedge d\bar{Z}_j \quad \text{and} \quad g = \sum' g_{l,j} dZ_l \wedge d\bar{Z}_j.$$

We denote by $T_{j,m}$ the densely defined operator $T_{j,m}(f) = \tilde{f}$ with domain

$$D(T_{j,m}) = \{ f \in X_{j,m} \mid \tilde{f} \in X_{j,m-1} \} \quad (m \geq 1).$$

For every $q \geq 1$ and $m \geq 2$ the following sequence is exact (see [6 and 7]):

$$0 \to X_{p,q-1} \to X_{j,m+1} \to X_{j,m} \to X_{p,q+1}. \tag{1}$$

The operator $T_{j,m}$ has a closed range because $\text{Im} T_{j,m} = \text{Ker} T_{j,m-1}$. This operator has a dual operator (see [10]), denoted $\check{T}_{j,m}$, and given by

$$\check{T}_{j,m}(f) = (-1)^{p-1} \sum' \int_{M=q}^{M=q+1} \sum_{k} \frac{\partial f_{l,k,m}}{\partial \bar{z}_k} dZ_l \wedge d\bar{Z}_M$$

if

$$f = \sum' f_{l,j} dZ_l \wedge d\bar{Z}_j.$$
The dual sequence of (1),

\[
(2) \quad \left( X_i^{p,q-1} \right)^{\prime} \to \left( X_i^{p,q} \right)^{\prime} \to \left( X_i^{p,q+1} \right)^{\prime}
\]

is also exact by the Serre-Komatsu lemma [9].

For every \( k \geq j \), \( s_{j,k,m}^{p,q} \) is the restriction map: \( X_k^{p,q} \to X_j^{p,q} \). Its transposed map is "the extension by zero".

A straightforward calculation shows that the system \( (X_i^{p,q})^\prime, (s_{j,k,m}^{p,q})_{k \geq j, (k,j) \in \mathbb{N}^2} \) is inductive, that we can take the inductive limit of the sequence (2), and that we also obtain an exact sequence

\[
(3) \quad \lim_j \left( X_i^{p,q-1} \right)^{\prime} \to \lim_j \left( X_i^{p,q} \right)^{\prime} \to \lim_j \left( X_i^{p,q+1} \right)^{\prime}
\]

Here \( T_q^a \) is the operator obtained with the family \( (T_{j,m}^q) \).

The space \( K_{0,p}^n(\Omega) \) is a F.S.* space and the maps \( s_{j,k,m}^{p,q} \) are injective, so the sequence (3) can be also written

\[
(3) \quad \left( K_{0,p}^n(\Omega)^\prime \right)^{\prime} \to \left( K_{0,p}^n(\Omega)^\prime \right)^{\prime} \to \left( K_{0,p}^n(\Omega)^\prime \right)^{\prime}
\]

We are going to show that every operator \( T_q^a \) is equal to the dual operator \( T_q^a \) of \( T^q \). We have \( D(T_q^a) \subset D(T^q) \). If \( f \in D(T_q^a) \), there is \( k \in \mathbb{N} \) such that \( f \in D(T_{k,m}^q) \) and the map \( g \to \langle f, T_q^a g \rangle \) is continuous on the subspace \( D(T_{k,m}^q) \) of \( X_k^{p,q} \). We obtain the desired conclusion from \( s_{k,m}^{p,q}(D(T^q)) \subset D(T_{k,m}^q) \) where \( s_{k,m}^{p,q} \) is the projective limit of the maps \( s_{j,k,m}^{p,q}, j \geq k \).

Now we prove that \( D(T^q) \subset D(T_q^a) \). If \( f \in D(T^q) \), the map \( g \to \langle f, T^q g \rangle \) is continuous on \( D(T^q) \). This means that for every \( m \in \mathbb{N} \), there are \( k \in \mathbb{N} \) and \( A > 0 \) such that \( |\langle f, T^q g \rangle| \leq A \| g \|_{X_k^{p,q}} \). If \( g \in D(T_{k+1,m}^q) \), it is obvious that \( s_{k+1,k,m}^{p,q} \in D(T_q^a) \)

\[
s_{k+1,k,m}^{p,q}(g) = T_{k+1,m}^q(s_{k+1,k+1,m}^{p,q}(g)) \in X_k^{p,q}.
\]

As \( \Omega \subset D_{2^n}(0) \), we can apply Proposition 2.1.1 of [6, p. 100] to the following situation.

The operator \( T: X_k^{p,q} \to X_k^{p,q+1} \) with domain \( D(T) = \{ f \in X_k^{p,q} | \exists f \in X_k^{p,q+1} \} \) and \( T(f) = \overline{\partial} f \). The hypotheses on \( a \) and \( K_k \) show that \( \Omega^{p,q}(\Omega) \subset D(T) \) and is dense in that space for the graph norm \( f \to (\| f \|_{X_k^{p,q}}^2 + \| T \| \| X_k^{p,q} \|) \). Then for \( g \in D(T_{k+1,m}^q) \), there is a sequence \( (g_i)_{i=1}^\infty \) of \( \Omega^{p,q}(\Omega) \subset D(T^q) \) such that

\[
\lim_{i \to +\infty} \| s_{k+1,k,m}^{p,q}(g) - s_{k,m}^{p,q}(g_i) \|_{X_k^{p,q}} + \| T(s_{k+1,k,m}^{p,q}(g)) - s_{k,m}^{p,q}(g_i) \|_{X_k^{p,q}} = 0;
\]

that is,

\[
\lim_{i \to +\infty} \| s_{k+1,k,m}^{p,q}(g) - s_{k,m}^{p,q}(g_i) \|_{X_k^{p,q}} + \| T(s_{k+1,k,m}^{p,q}(g)) - s_{k,m}^{p,q}(g_i) \|_{X_k^{p,q}} = 0.
\]

Then

\[
\lim_{i \to +\infty} |\langle f, T_q^a g_i \rangle| = |\langle f, T_{k+1,m}^q, s_{k+1,k+1,m}^{p,q}(g) \rangle| \leq A \| s_{k+1,k+1,m}^{p,q}(g) \|_{X_k^{p,q}} \leq A \| g \| \infty_{X_k^{p,q}}
\]

and \( f \in D(T_q^a) \).
Now it is obvious that the operators $T^q_m$ and $T^q$ coincide on their common domain. We have also proved that, for $q \geq 2$, the sequences
\[
\left( K_0 \mathcal{C}_{2}^{p,q+1}(\Omega) \to K_0 \mathcal{C}_{2}^{p,q}(\Omega) \to K_0 \mathcal{C}_{2}^{p,q-1}(\Omega) \to K_0 \mathcal{C}_{2}^{p,q-1}(\Omega) \right)^{T^q_m}
\]
are exact. The Serre-Komatsu duality lemma shows the exactitude of the sequence
\[
K_0 \mathcal{C}_{2}^{p,q-1}(\Omega) \xrightarrow{T^q_m^{-1}} K_0 \mathcal{C}_{2}^{p,q}(\Omega) \xrightarrow{T^q_m} K_0 \mathcal{C}_{2}^{p,q+1}(\Omega).
\]
In the case $q = 1$, we must prove that $\text{Im } T^0_m$ is closed to apply the Serre-Komatsu duality lemma, which shows the exactness of the sequence
\[
K_0 \mathcal{C}_{2}^{p,0}(\Omega) \xrightarrow{T^0_m} K_0 \mathcal{C}_{2}^{p,1}(\Omega) \xrightarrow{T^1_m} K_0 \mathcal{C}_{2}^{p,2}(\Omega).
\]

The method will be the following:

1. We use the same spaces taking $\sqrt{1 + |z|^2}$ instead of $|z|$ in the weight functions.
2. We prove the exactness of the sequence
\[
0 \leftarrow (\text{Ker } T^0_m)' \leftarrow \left( K_0 \mathcal{C}_{2}^{p,0}(\Omega) \right)' \leftarrow \left( K_0 \mathcal{C}_{2}^{p,1}(\Omega) \right)' \leftarrow \cdots.
\]
In fact, instead of $(\text{Ker } T^0_m)'$ we shall use the space $\lim \{\text{Ker } T^0_{j,m}\}'$, and it will be sufficient to prove that this is a Hausdorff space. We prove this by showing that the natural maps of this inductive limit are injective (see [9, Lemma 3, p. 372]).

As a corollary we obtain the density of the image of $\text{Ker } T^0_{j+1,m}$ in $\text{Ker } T^0_{j,m}$.

Let us recall that
\[
0 \to \text{Ker } T^0_{j,m} \xrightarrow{J_j} X^p_{j,m} \xrightarrow{T^0_{j,m}} X^p_{j,m-1} \to \cdots
\]
is an exact sequence of Hilbert space with closed densely defined operators $T^q_{j,m}$. The map $J_j$ is the canonical injection of $\text{Ker } T^0_{j,m}$ in $X^p_{j,m}$.

The dual sequence is also exact and of the same type:
\[
0 \leftarrow \left( \text{Ker } T^0_{j,m} \right)' \leftarrow \left( X^p_{j,m} \right)' \leftarrow \left( X^p_{j,m-1} \right)' \leftarrow \cdots.
\]
We have an inductive system of exact sequences:
\[
0 \leftarrow \left( \text{Ker } T^0_{j,m} \right)' \xrightarrow{J_j} \left( X^p_{j,m} \right)' \xrightarrow{T^0_{j,m}} \left( X^p_{j,m-1} \right)' \leftarrow \cdots
\]
with $r_j$ the restriction map from $\text{Ker } T^0_{j+1,m}$ to $\text{Ker } T^0_{j,m}$. 

A straightforward calculation shows that \( \text{Ker } T^0 = \lim_j \text{Ker } T_{j,m}^0 \) and that the sequence obtained by taking the inductive limit is also exact:

\[
0 \leftarrow \lim_j \left( \text{Ker } T_{j,m}^0 \right)^{\prime} \leftarrow \left( \mathbb{C}^p, p^0(\Omega) \right)^{\prime} \leftarrow \left( \mathbb{C}^p, p^1(\Omega) \right)^{\prime} \ldots .
\]

We only need to prove that the space \( \lim_j (\text{Ker } T_{j,m}^0)^{\prime} \) is a Hausdorff space. This will be done by the following lemma.

2.2.6. Lemma. The maps \( t_j \) are injective.

Proof. Let \( S \in (\text{Ker } T_{j,m}^0)^{\prime} \) such that \( t_j(S) = 0 \). There is \( f \in (X_{p,j,m}^0)^{\prime} \) such that \( t_j(f) = S \). Then with \( \tilde{f} = s_{j,m}^p(T_{j,m}^0, f) \) we have \( t_j(\tilde{f}) = 0 \).

We apply Propositions 2.3.1 and 2.3.2 of [6] with \( \Omega = L_{j+1}, \varphi(z) = a(z) + (j + 1)^{-1}1 + |z|^2 + 2m \log(1 + |z|^2) \) and \( \Psi(z) = \sigma(z) - j \). So we get \( U \in L^p_2(L_{j+1}, -\varphi) \) such that:

1. \( U = 0 \) in \( \{ z \in L_{j+1} | \sigma(z) > j \} = L_{j+1} \setminus L_{j} \);
2. \( \tilde{f} = (-1)^{p-1} \sum_j \left( \sum_{j,k} \frac{\partial U_{j,k}}{\partial z_j} \right) dZ_i \);
3. \[
\int_{L_{j+1}} \sum_{j,k} U_{j,k} \frac{\partial^2 \varphi}{\partial z_j \partial z_k} e^\varphi d\lambda \leq \int_{L_{j+1}} |\tilde{f}|^2 e^\varphi d\lambda < + \infty .
\]

But the function \( z \rightarrow c(z) = 1/4\sqrt{1 + |z|^2} \) is a lower bound for the plurisubharmonicity of \( \varphi \) (see [6]), so we get from (3°) that

\[
\int_{L_{j+1}} \frac{|U|}{\sqrt{1 + |z|^2}} d\lambda = \int_{L_{j+1}} \frac{|U|}{\sqrt{1 + |z|^2}} d\lambda < + \infty .
\]

There is a holomorphic function \( \varphi_0 \), property (P), such that \( e^{-\varphi_0} / U \in (X_{p,j,m-1}^1)^{\prime} \) for every \( l \in \mathbb{N}^* \). Furthermore, we have \( T_{j,m}^0(e^{-\varphi_0} / U) = e^{-\varphi_0} / f \) because:

(i) We show that \( e^{-\varphi_0} / U \in D(T_{j,m}^0) \) if \( g \in \mathbb{C}^{p,l}(L_{j+1}) \) then

\[
\langle e^{-\varphi_0} / U, \bar{g} \rangle = || e^{-\varphi_0} / f, g || \leq || e^{-\varphi_0} / f || \cdot || g || .
\]

This inequality remains true by taking \( g \in D(T_{j,m}^0) \) (we use the density of \( \mathbb{C}^{p,l}(L_{j+1}) \) in \( D(T_{j,m}^0) \) for the graph norm, which obviously comes from Proposition 2.1.1 of [6]).

(ii) We prove the equality \( T_{j,m}^0(e^{-\varphi_0} / U) = e^{-\varphi_0} / f \) in the same way as (i).

At last we use Lebesgue's dominated convergence theorem in \( 0 = \langle e^{-\varphi_0} / f, h \rangle \) to obtain \( 0 = \langle f, h \rangle \) for every \( h \in \text{Ker } T_{j,m}^0 \). That proves \( f \in (\text{Ker } T_{j,m}^0)^{\prime} \), i.e. \( S = 0 \).

We can now prove the following:

2.2.7. Theorem. The sheaves \( K_0 \mathbb{C}^p, q \) are a Dolbeault resolution of \( K_0 \mathbb{C}^p, 0 \):

\[
0 \to K_0 \mathbb{C}^p, 0 \to K_0 \mathbb{C}^p, 0 \to K_0 \mathbb{C}^p, 1 \to K_0 \mathbb{C}^p, 2 \to \ldots \to K_0 \mathbb{C}^p, \infty \to 0.
\]
Proof. It is sufficient to show it for germs at points in $S^{2n-1}_\infty$. For such a point $U_\infty$ and a neighborhood $\mathcal{U}$ of $U_\infty$, there is an open neighborhood $\Omega \subset \mathcal{U}$ satisfying the conditions of 2.2.5.

(i) We take $\Omega = z_0 + \Gamma \Pi(\text{pr } \Gamma)_\infty$, with $\Gamma$ a convex cone containing no real line generated by an $\mathbb{R}$-base $\mathcal{B}$ of $\mathbb{R}^{2n} = \mathbb{C}^n$, $\mathcal{B} = (e_1, \ldots, e_{2n})$, such that if $M = (a_{ij})$ is the transfer matrix from the canonical base of $\mathbb{C}^n$ to the new one, the new coordinates are $(x'_j)$, where

$$x'_j = \sum_{k=1}^{2n} a_{j,k}x_k$$

with $z = (z_1, \ldots, z_n)$, $z = x_{2n+1} + ix_{2n}$.

(ii) The function $a(z) = \sum_{p=1}^{2n} (x'_p - x'_0p)^{-1}$ (where the coordinates of $z_0$ are $(x'_0p)_{1 \leq p \leq 2n}$ in the new base) is strictly plurisubharmonic in $z_0 + \Gamma$, belongs to $C^\infty(z_0 + \Gamma)$, and satisfies the conditions of 2.2.5.

(iii) We can find a base $\beta$ such that $\Omega$ has property (P). Now Theorem 2.2.7 is a direct corollary of Theorem 2.2.5.

2.3. Mean periodic functions of $\mathcal{K}_c(\Omega)$. We will denote by $\Gamma$ a convex sector of $\mathbb{C}$ containing no real line and take $K_0 = \{0\}$. Then $a \equiv 0$. We consider the closed convex (noncompact) set $\Omega = \{z \in \mathbb{C} | -1 \text{Im } z \leq 0 \forall \zeta \in \Gamma \} = \Omega(\Gamma, 0)$.

Let us remark that if $\zeta$ is a given point of a conic neighborhood of $\Omega$ and $f$ is a given function of $\mathcal{K}_c(\Omega)$, the function $\tau_\zeta(f): z \to f(z + \zeta)$ belongs to $\mathcal{K}_c(\Omega)$. So we can define, for $\mu \in \mathcal{K}_c(\Omega)$, the function $\mu \ast f: \zeta \to (\mu \ast f)(\zeta) = \langle \mu, \tau_\zeta(f) \rangle$, and it is easy to prove that $\mu \ast f \in \mathcal{K}_c(\Omega)$.

If $\mu$ and $\nu \in \mathcal{K}_c(\Omega)$, as usual, we have $\langle \mu, \nu \ast f \rangle = \langle \nu, \mu \ast f \rangle$, so we can define $\mu \ast \nu$ by $\langle \mu \ast \nu, f \rangle = \langle \mu, \nu \ast f \rangle$, and we have $\mathcal{T}(\mu \ast \nu) = \mathcal{T}(\mu)\mathcal{T}(\nu)$. Now $\mathcal{K}_c(\Omega)$ is a convolution algebra isomorphic to the algebra $\text{Exp}_c(\Gamma, 0)$ with the usual product of functions.

As in Chapter I, we can define invariant subspaces of $\mathcal{K}_c(\Omega)$ and mean periodic function. The problem of spectral analysis is solved as in Chapter I.

Our duality method (for the spectral synthesis) needs the introduction of the following spaces of $C^\infty$ functions.

2.3.1. Definition. Let $(\Gamma_k)_{k \geq 1}$ be an exhaustion of $\Gamma$. We note $\text{Exp}^c_\infty(\Gamma)$ the space of $C^\infty$ functions in $\Gamma$ such that for every $k$ and $j \in \mathbb{N}$,

$$q_{k,j}(f) = \sup_{z \in \Gamma(k)} \left| \frac{\partial^j f}{\partial z^j}(z) e^{-|z|^2/k} \right| < +\infty$$

(with $\Gamma(k) = \Gamma_k \cap \{z \in \mathbb{C} | |z| > 1/k\}$).

This space is independent from the chosen exhaustion and has a unique topology of Frechet space defined by the family of seminorms $q_{k,j}$ and by the seminorm of uniform convergence of $\frac{\partial^p + q f}{\partial z^p \partial \bar{z}^q}$ ($p \geq 0$, $q \geq 0$) on every compact set of $\Gamma$.

2.3.2. Proposition. The Schwartz space $\mathcal{D}(\Gamma)$ is dense in $\text{Exp}^c_\infty(\Gamma)$.

Proof. This is a standard proof.

Therefore the dual space of $\text{Exp}^c_\infty(\Gamma)$ is a space of distributions.
2.3.3. Remark. We have $\text{Exp}_c(\Gamma, 0) \subset \text{Exp}_c^\infty(\Gamma)$. In fact, $\text{Exp}_c(\Gamma, 0)$ is the subset of holomorphic functions of $\text{Exp}_c^\infty(\Gamma, 0)$. If $f \in \text{Exp}_c(\Gamma, 0)$, $z \in \Gamma(k)$ and $0 < r < d(\Gamma(k), \Gamma(k + 1)^c)$, there is $B_k(f, r) > 0$ such that

$$\sum_{p \geq 0} \frac{r^p}{p!} \left| \frac{\partial^p f}{\partial z^p}(z) \right| \leq B_k(f, r) e^{r^2/k}.$$

2.3.4. Lemma. Let $\omega$ be an open set of $C$ and $K$ a compact subset of $\omega$. There is $C > 0$ such that for every $u \in \mathcal{C}^1(\omega)$ we have

$$\sup_K |u| \leq C \left( \sup_{\omega} |\frac{\partial u}{\partial \bar{z}}| + \int_{\omega} |u| \, d\lambda \right).$$

Proof. Classical: Let $\varphi$ be a function of $\mathcal{C}^\infty(\omega)$ equal to 1 on a neighborhood of $K$ with value in $[0, 1]$. For $a \in K$ we have

$$u(a) = \frac{1}{2i\pi} \int_{\omega} \frac{\partial \varphi}{\partial \bar{z}} \frac{u}{z - a} \, dz \wedge d\bar{z} + \frac{1}{2i\pi} \int_{\omega} \varphi \frac{\partial u}{\partial \bar{z}} \frac{1}{z - a} \, dz \wedge d\bar{z},$$

which gives the inequality.

2.3.5. Theorem. The following sequence is exact:

$$0 \to \text{Exp}_c(\Gamma, 0) \to \text{Exp}_c^\infty(\Gamma) \to \text{Exp}_c^\infty(\Gamma) \to 0.$$

Proof. We need only to prove the surjectivity of $\partial / \partial \bar{z}$. We have $\text{Exp}_c^\infty(\Gamma) \subset 0^\infty_{\mathcal{C}_2}(\Gamma \cap (\text{pr} \Gamma)_\infty)$, so by 2.2.5 if $f \in \text{Exp}_c^\infty(\Gamma)$ there is $v \in 0^\infty_{\mathcal{C}_2}(\Gamma \cap (\text{pr} \Gamma)_\infty)$ such that $\partial v / \partial \bar{z} = f$ (in the sense of distribution theory) but $v$ is a $C^\infty$ function because $f$ is also $C^\infty$. The function $v$ is such that for every $k \geq 1$,

$$\int_{\Gamma(k)} |v(z)|^2 \frac{e^{-|z|/k}}{(1 + |z|^2)^2} \, d\lambda(z) < +\infty.$$

Let us fix $k$ and $0 < r < d(\Gamma(k), \Gamma(k + 1)^c)$. For $z_0 \in \Gamma(k)$, we set $u(\xi) = v(z_0 + \xi)$. This is a $C^\infty$ function in the disk $D(0, r)$. Then by 2.3.4 we have

$$|v(z_0)| \leq C \left( \sup_{|z - z_0| < r} \left| \frac{\partial v}{\partial \bar{z}}(z) \right| + \int_{|z - z_0| < r} |v(z)| \, d\lambda(z) \right).$$

Then the Cauchy-Schwarz inequality shows that $q_{k,0}(v) < +\infty$. The Pompeiu formula gives

$$\frac{\partial v}{\partial z}(z_0) = \frac{1}{2i\pi} \left\{ \int_{|z - z_0| = r} \frac{1}{z - z_0} \frac{\partial v}{\partial z} \, dz + \int_{|z - z_0| = r} \frac{1}{z - z_0} \frac{\partial^2 v}{\partial z \partial \bar{z}} \, dz \wedge d\bar{z} \right\},$$

but

$$d\left( \frac{v}{z - z_0} \right) = \left\{ \frac{1}{z - z_0} \frac{\partial v}{\partial z} - \frac{v}{(z - z_0)^2} \right\} \, dz + \frac{1}{z - z_0} \frac{\partial v}{\partial \bar{z}} \, d\bar{z},$$
so
\[
\frac{\partial v}{\partial z}(z_0) = \frac{1}{2i\pi} \left\{ \int_{|z-z_0|=r} \frac{v(z)}{(z-z_0)^2} \, dz - \int_{|z-z_0|=r} \frac{1}{z-z_0} \frac{\partial v}{\partial z} \, d\bar{z} \right. \\
+ \left. \int_{|z-z_0|<r} \frac{1}{z-z_0} \frac{\partial^2 v}{\partial z \partial \bar{z}} \, dz \wedge d\bar{z} \right\}.
\]

As \( f \in \operatorname{Exp}^\infty(\Gamma) \), and we have proved that \( q_{k,0}(v) < +\infty \), we have \( q_{k,1}(v) < +\infty \).

The inequalities \( q_{k,j}(v) < +\infty \) for every \( j \) are obtained by an easy induction procedure.

Let us recall here the notion of multiplicity variety of an ideal (see [2 and 3]).

Let \( \rho = (\rho_1, \ldots, \rho_n) \) be an \( n \)-tuple of functions of \( \operatorname{Exp}(\Gamma, 0) \). We call \( I = (\rho_1, \ldots, \rho_n) \) the multiplicity variety of the ideal and we denote by \( V(I) \) the set of pairs \((z, m) \in \Gamma \times \mathbb{N} \) such that \( \rho_j(z) = 0 \) for every \( j \), where \( m \) is multiplicity of the zero \( z \) of \( \rho \).

For \( \varepsilon > 0 \), we let
\[
s(k, \rho, \varepsilon) = \{ z \in V(k) \mid \sum_{j=1}^n |\rho_j(z)|^2 < \varepsilon^2 \}.
\]

If \((\Gamma_k)_{k \geq 1}\) is an exhaustion of \( \Gamma \), we shall let \( \Gamma(0) = \emptyset \) and
\[
S_k = \Gamma(k) \setminus \Gamma(k-1)k \geq 1 \quad (\text{for } k \geq 1).
\]

If \( \rho = (\rho_1, \ldots, \rho_n) \) is an \( n \)-tuple of functions, \( V_1(\rho) \) denotes the set of common zeroes of the functions \( \rho_j \) (1 \( \leq j \leq n \)).

We shall introduce some useful technical conditions to prove our result 2.3.11.

2.3.6. CONDITIONS. Let \( \rho = (\rho_1, \ldots, \rho_n) \) be an \( n \)-tuple of functions of \( \operatorname{Exp}(\Gamma, 0) \). We suppose that there is an exhaustion \((\Gamma_k)_{k \geq 1}\) of \( \Gamma \) such that:

(1) For every \( k \geq 1 \),
\[
r_{1,k} = \inf_{z \in V(k) \cap S_k} d(z, S_k') > 0.
\]

(2) For every \( k \geq 1 \),
\[
r_{2,k} = \inf \{ d(z, z') \mid z \text{ and } z' \in V(k) \cap S_k; z \neq z' \} > 0.
\]

(3) There are two sequences of strictly positive numbers \((r_k)_{k \geq 1}\) and \((\varepsilon_m)_{m \geq 1}\) such that:

(a) \( 0 < r_k < \inf(r_{1,k}, r_{2,k}) \) for every \( k \geq 1 \);

(b) \( S(m, \rho, \varepsilon_m) \) is a subset of \( \bigcup_{1 \leq k \leq m} \bigcup_{z \in V(k) \cap S_k} D(z, r_k/2) \) for every \( m \geq 1 \).

(4) \( M_k = \operatorname{Sup}\{m_z \mid (z, m_z) \in V(\rho) \text{ and } z \in \Gamma(k)\} < +\infty \) for every \( k \).

Let us recall that if \( \rho = (\rho_1, \ldots, \rho_n) \) is a given \( n \)-tuple of functions of \( \operatorname{Exp}(\Gamma, 0) \), we call \( I_{\text{loc}}(\rho_1, \ldots, \rho_n) \) the local ideal generated by \((\rho_1, \ldots, \rho_n)\) this is the closed ideal of functions of \( \operatorname{Exp}_c(\Gamma, 0) \) which belong to the section of the sheaf of ideals generated by \( \rho_1, \ldots, \rho_n \). This ideal contains \( I(\rho_1, \ldots, \rho_n) \). Here is an example of ideals such that \( I = I_{\text{loc}} \) (see [2]).

2.3.7. DEFINITION. A function \( \rho \in \operatorname{Exp}(\Gamma, 0) \) is called slowly decreasing if there is an exhaustion \((\Gamma_k)_{k \geq 1}\) of \( \Gamma \) and a sequence \((\varepsilon_k)_{k \geq 1}\) of strictly positive numbers such that the set \( S(k, \rho, \varepsilon_k) \) has its connected components relatively compact in \( \Gamma(k) \) and with bounded diameter.
Example. \( \Gamma = \{ z \in \mathbb{C} \text{ such that } |\arg z| < \pi/4 \} \) and \( \rho(z) = \prod_{n \geq 1} (1 - z/2^n) \).

This function satisfies Conditions 2.3.6.

2.3.8. Proposition. If \( \rho \in \text{Exp}_c(\Gamma, 0) \) is slowly decreasing, we have \( I(\rho) = I_{\text{loc}}(\rho) \).

Proof. See [2].

2.3.9. Definition. Let \( I = I(\rho) \) (with \( \rho = (\rho_1, \ldots, \rho_n) \)) be a finitely generated ideal of \( \text{Exp}_c(\Gamma, 0) \) and \( V(I) = \{(z_p, m_p)_{p \geq 0}\} \) its multiplicity variety. We denote by \( I_{\infty}(\rho) \) the following ideal of \( \text{Exp}_c^\infty(\Gamma) \):

\[
I_{\infty}(\rho) = \left\{ f \in \text{Exp}_c^\infty(\Gamma) \left| \frac{\partial^{j+q} f}{\partial z^j \partial \bar{z}^q}(z_p) = 0, 0 \leq j \leq m_p - 1 \right. \right\}.
\]

It is obvious that \( I_{\infty}(\rho) \) is a closed ideal of \( \text{Exp}_c^\infty(\Gamma) \). When \( n = 1 \), this ideal is equal to the set of functions \( f \in \text{Exp}_c^\infty(\Gamma) \) such that \( f \) can be written \( f = \rho u \) with a \( \mathcal{C}^\infty \) function \( u \) (this follows easily from Taylor’s formula).

Let us now recall the interpolation theorem.

Theorem. Let \( \rho = (\rho_1, \ldots, \rho_n) \) be an \( n \)-tuple of functions of \( \text{Exp}_c(\Gamma, 0) \) verifying Conditions 2.3.6. Let \( V(I) = \{(z_p, m_p)_{p \geq 0}\} \) be the multiplicity variety of the ideal \( I = I(\rho, \ldots, \rho_n) \). Let \( \{a_{p,j} : p \geq 0, 0 \leq j \leq m_p - 1\} \) be a sequence of complex numbers such that, for every \( k \geq 1 \),

\[
\sup_{z_p \in \Gamma(k)} \left| \frac{a_{p,j}}{j!} e^{-|z_p|/k} \right| < +\infty.
\]

Then there is a function \( h \in \text{Exp}_c(\Gamma, 0) \) such that \( \partial^j h(z_p)/\partial z^j = a_{p,j} \) (for every \( p \in \mathbb{N} \) and \( 0 \leq j \leq m_p - 1 \)).

We emphasize that this theorem can be proved by direct classical means.

We consider the sequences

(1) \( 0 \to \text{Exp}_c(\Gamma, 0) \to \text{Exp}_c^\infty(\Gamma) \to \text{Exp}_c^\infty(\Gamma) \to 0 \),

(2) \( 0 \to I_{\text{loc}}(\rho_1, \ldots, \rho_n) \to I_{\infty}(\rho_1, \ldots, \rho_n) \to I_{\infty}(\rho_1, \ldots, \rho_n) \to 0 \),

and

(3) \( 0 \to \frac{\text{Exp}_c(\Gamma, 0)}{I_{\text{loc}}(\rho_1, \ldots, \rho_n)} \to \frac{\text{Exp}_c^\infty(\Gamma)}{I_{\infty}(\rho_1, \ldots, \rho_n)} \to \frac{\text{Exp}_c^\infty(\Gamma)}{I_{\infty}(\rho_1, \ldots, \rho_n)} \to 0 \),

which is the quotient of (1) by (2).

We have the following duality type result.

2.3.10. Theorem. With the above notations and Conditions 2.3.6 the interpolation theorem is equivalent to the exactness of sequence (3).

Proof. (a) The interpolation theorem implies the exactness of (3). Let us show first that the interpolation theorem implies the exactness of (2). Let \( f \in I_{\infty}(\rho) \) such that \( \partial f/\partial \bar{z} = 0 \). We have \( f \in \text{Exp}_c(\Gamma, 0) \) and it is obvious that \( f \in I_{\text{loc}}(\rho_1, \ldots, \rho_n) \). Let \( g \in I_{\infty}(\rho) \). By the exactness of (1) there is \( u \in \text{Exp}_c^\infty(\Gamma) \) such that \( \partial u/\partial \bar{z} = g \).
By the interpolation theorem there is $h \in \text{Exp}_c(\Gamma, 0)$ such that $\partial_i h(z_p)/\partial z^i = -\partial_i u(z_p)/\partial z^i$ for every $p$ and $j$, $0 \leq j \leq m_p - 1$. So $u + h \in \text{I}_\infty(\rho)$ and $\partial (u + h)/\partial \bar{z} = g$. The exactness of (3) follows easily.

(b) The exactness of (3) implies the interpolation theorem. For every $k$, let $\varphi_k$ be a $C^\infty$ function with values in $[0, 1]$, support in $D(0, r_k)$, and equal to 1 in a neighborhood of $D(0, r_k/2)$. The function

$$
\Psi(z) = \sum_{k=1}^{+\infty} \sum_{p \in S_k} \sum_{j=0}^{m_p-1} \frac{a_{p,j}}{j!} (z - z_p)^j \varphi_k(z - z_p)
$$

belongs to $\text{Exp}_{\infty}^c(\Gamma)$. Let $\Psi$ be its equivalence class in $\text{Exp}_{\infty}^c(\Gamma)/\text{I}_\infty(\rho_1, \ldots, \rho_n)$. We have $\tilde{\partial}(\Psi) = 0$. So there is $h \in \text{Exp}_{\infty}^c(\Gamma)/\text{I}_\text{loc}(\rho_1, \ldots, \rho_n)$ such that $J(h) = \Psi$ and any $h \in h$ is convenient for the interpolation.

2.3.11. Theorem Let $\rho = (\rho_1, \ldots, \rho_n)$ be an $n$-tuple of functions in $\text{Exp}_c(\Gamma, 0)$ satisfying Conditions 2.3.6. Then (3) is exact.

Proof. We have to show the exactness of (2). The exactness of (3) is then an immediate consequence of it.

We denote by $T$ the densely defined operator $\partial / \partial \bar{z}$ of (1) and by $T_2$ its restriction to $\text{I}_\infty(\rho)$ with domain $D(T_2) = D(T) \cap \text{I}_\infty(\rho)$. To show the surjectivity of $T_2$, we have to prove that its dual operator $\tilde{T}_2$ is injective and has weakly closed range (see [10, pp. 84, 100]).

Let us recall that $D(T_2) = \{ f \in \text{I}_\infty(\rho) \text{ such that } x \rightarrow \langle y', T_2 x \rangle \text{ is continuous} \}$.

(a) Injectivity of $\tilde{T}_2$. Let $f \in \text{I}_\infty(\rho) \cap \text{I}(\Gamma)$. It is obvious that there are $n$ functions $h_1, \ldots, h_n$ of $\text{I}(\Gamma)$ such that $f = \sum_{j=1}^{n} \rho_j h_j$. The exactness of (1) shows that there is $g_j \in \text{Exp}_{\infty}^c(\Gamma)$ such that $\tilde{\partial} g_j / \tilde{\partial} \bar{z} = h_j$. Then $g = \sum \rho_j g_j$ satisfies $T_2(g) = f$. This shows the injectivity of $\tilde{T}_2$.

(b) Let $E_1$ be the following subspace of $\text{Exp}_{\infty}^c(\Gamma)$:

$$
E_1 = \left\{ f \in \text{Exp}_{\infty}^c(\Gamma) \mid \forall q \geq 1, \forall p \geq 0, 0 \leq j \leq m_p - 1, \frac{\tilde{\partial}^q f(z_p)}{\tilde{\partial} z^q} (z_p) = 0 \right\}.
$$

Then $E_1$ is a closed subspace of $\text{Exp}_{\infty}^c(\Gamma)$, and $\text{I}_\infty(\rho) = E_2$ has a topological supplementary in $E_1$ because the following map is a continuous projection of $E_1$ onto $E_2$:

$$
L : E_1 \rightarrow E_2,
$$

$$
f \rightarrow z \rightarrow L(f)(z) = f(z) - \sum_{k=1}^{+\infty} \sum_{p \in S_k} \sum_{j=0}^{m_p-1} \frac{a_{p,j}}{j!} (z - z_p)^j \varphi_k(z - z_p)
$$

(with $a_{p,j} = \partial f(z_p)/\partial z^j$ and $\varphi_k$ defined in part (b) of the proof of 2.3.10).

The exactness of (1) shows that the densely defined operator $T_1 = \partial / \partial \bar{z}$ is surjective from $E_1$ to $E_2$. It is obvious that $D(T_2) = D(T_1)$.

Furthermore, the weak dual $E_2'$ of $E_2$ is isomorphic to $E_1'/E_2^\perp$ when $E_1'/E_2^\perp$ has the quotient topology of the weak topology of $E_1'$ (see [19]).
Let \( \pi^* \) be the canonical projection of \( E_1' \) on \( E_1'/E_2^\perp \). It is obvious that \( \pi^*(\text{Im}'T_1) = \text{Im}'T_2 \). Let us show that \( E_2^\perp \subset \text{Im}'T_1 \). Let \( \mu \in E_2^\perp \). We have

\[
\mu = \sum_{p} \sum_{k+m \leq \alpha_p} a_{k,m} \frac{\partial^{k+m}}{\partial z^k \partial \bar{z}^m} \delta_{z_p}
\]

and it suffices to show that for every \( p \), the Dirac measure \( \delta_{z_p} \) belongs to \( \text{Im}'T_1 \).

Using a rotation we can suppose that \( \Gamma = \{ z \in \mathbb{H} \mid \arg z \leq \pi/2 \} \). The distribution \( G = \pi^{-1} \exp\left(- (z - z_p)^2 \right) \times (z - z_p)^{-1} d\lambda \) belongs to \( (\text{Exp}_c^\infty(\Gamma))^\prime \). Furthermore, \( G \in \text{Dom}'T_1 \) and \( 'T_1 G = \delta_{z_p} \). The surjectivity of \( T_1 \) and the inclusion \( E_2^\perp \subset \text{Im}'T_1 \) show that \( T_2 \) has a weakly closed range. \( \Box \)

**Remark.** The space \( \text{Exp}_c(\Gamma,0)/I_{\text{loc}}(\rho_1,\ldots,\rho_n) \) is isomorphic to the space of sequences

\[
S = \left\{ (a_{p,j})_{p \in \mathbb{N}, 0 \leq j \leq m_p - 1} \mid \sup_{z_j \in \Gamma(p) \cap \Gamma(k)} \frac{|a_{p,j}|}{j! e^{-|z_j|/k}} < +\infty \right\}.
\]

The space \( \text{Exp}_c^\infty(\Gamma)/I_{\text{loc}}(\rho_1,\ldots,\rho_n) \) is isomorphic to a closed subspace of the space

\[
S_1 = \left\{ (a_{p,q,j})_{p,q \in \mathbb{N}, 0 \leq j \leq m_p - 1} \mid \forall q, \sup_{z_q \in \Gamma(q) \cap \Gamma(k)} \frac{|a_{p,q,j}|}{j! e^{-|z_q|/k}} < +\infty \right\}.
\]

So the \( \bar{a} \) operator can be viewed as

\[
(a_{p,q,j})_{p,q \in \mathbb{N}, 0 \leq j \leq m_p - 1} \mapsto (qa_{p,q,j})_{p,q \in \mathbb{N}, 0 \leq j \leq m_p - 1}
\]

and its kernel is the space of sequences to be interpolated.

**2.3.12. Corollary.** With conditions 2.3.6 the interpolation theorem is true.

We are going to apply these results to mean periodic functions of \( \mathcal{K}_c(\Omega) \).

**2.3.13. Theorem.** Let \( (\mu_j)_{1 \leq j \leq n} \) be \( n \) analytic functionals of \( \mathcal{K}_c(\Omega) \) such that \( (\pi(\mu_j))_{1 \leq j \leq n} \) satisfies Conditions 2.3.6 and such that

\[
I_{\text{loc}}(\pi_1(\mu_1),\ldots,\pi_n(\mu_n)) = I(\pi_1(\mu_1),\ldots,\pi_n(\mu_n)) = I.
\]

Then every function \( g \in \mathcal{K}_c(\Omega) \) such that \( \mu_1 \ast g = \cdots = \mu_n \ast g = 0 \) can be written

\[
g(z) = \sum_{p} \left( \sum_{k \leq m_p} b_{k,p} z^k \right) e^{iz_p} \quad (\text{with } (\xi_p, m_p) \in V(I))
\]

with convergent power series in \( \mathcal{K}_c(\Omega) \).

**Proof.** We set \( \rho_k = \pi(\mu_k) \). The exactness of (3) and the Serre-Komatsu lemma [9] show the exactness of the following sequence:

\[
0 \leftarrow \left[ \text{Exp}_c(\Gamma,0) \right]' \leftarrow \left[ \text{Exp}_c^\infty(\Gamma) \right]' \leftarrow \left[ \text{Exp}_c^\infty(\Gamma) \right]' \leftarrow \left( I_{\text{loc}}(\rho_1,\ldots,\rho_n) \right)' = \left( I_{\text{loc}}(\rho_1,\ldots,\rho_n) \right)'.
\]
that is

\[ 0 \leftarrow (I(\rho_1, \ldots, \rho_n))^\perp \leftarrow (I_\infty(\rho_1, \ldots, \rho_n))^\perp \leftarrow (I_\infty(\rho_1, \ldots, \rho_n))^\perp, \]

so

\[ (I(\rho_1, \ldots, \rho_n))^\perp = \frac{(I_\infty(\rho_1, \ldots, \rho_n))^\perp}{l_0(l_0(\rho_1, \ldots, \rho_n))^\perp}, \]

and it suffices to remember that \((I_\infty(\rho_1, \ldots, \rho_n))^\perp\) is (isomorphic to) a space of distributions.
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