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Abstract. If $(e_i)_{i=1}^n$ are vectors in a real Banach space with $\|e_i\| \leq 1$ and $\text{Average}_{i=-1}^1 |\sum_{i=1}^n e_i e_i| \geq \delta n$, where $\delta > 0$, then there is a subset $A \subseteq \{1, \ldots, n\}$ of cardinality $m \geq cn$ such that $(e_i)_{i \in A}$ is $K$-equivalent to the standard $l^n_1$ basis, where $c > 0$ and $K < \infty$ depend only on $\delta$. As a corollary, if $1 < p < \infty$ and $l^n_1$ is $K$-isomorphic to a subspace of $L_p(X)$, then $l^n_1$ $(m \geq cn)$ is $K'$-isomorphic to a subspace of $X$, where $c > 0$ and $K' < \infty$ depend only on $K$ and $p$.

We prove the following two theorems.

Theorem 1. Let $0 < \delta < 1$. There exist $\beta > 0$ and $c > 0$, depending only on $\delta$, such that if $(e_i)_{i=1}^n$ are vectors in a real Banach space $X$ with $\|e_i\| \leq 1$ for all $i$ and $\text{Average}_{i=-1}^1 |\sum_{i=1}^n e_i e_i| \geq \delta n$, then there is $A \subseteq \{1, \ldots, n\}$, $|A| = m \geq cn$, such that $(e_i)_{i \in A}$ is $\beta^{-1}$ unit vector basis of $l^n_1$. As $\delta \uparrow 1$, we may choose $\beta \downarrow 1$ and $c \rightarrow \frac{1}{2}$, or we may choose $c \uparrow 1$ with $\beta \downarrow 0$.

The average in the statement of the theorem is over all sequences of signs $\varepsilon = (e_i)_{i=1}^n$ in $\{-1, 1\}^n$. The statement “$(e_i)_{i \in A}$ $\beta^{-1}$ unit vector basis of $l^n_1$” means that

$$\left| \sum_{i \in A} a_i e_i \right| \geq \beta \sum_{i \in A} |a_i|$$

for all scalars $(a_i)_{i \in A}$.

We denote the cardinality of a set $S$ by $|S|$. Our notation agrees with that in the books of Lindenstrauss and Tzafriri [5, 6].

This problem was suggested to us by Haskell Rosenthal, in the case that $\|\sum_{i=1}^n e_i e_i\| \geq \delta n$ for all choices of signs $\varepsilon$. We may interpret this statement to say that $l^n_1$ sign-embeds into $X$. Sign-embeddings of $L_1$ are discussed in forthcoming papers of Rosenthal [11] and Bourgain and Rosenthal [1], where it is proved that a sign-embedding of $L_1$ fixes a copy of $l_1$.

The proof of Theorem 1 shows that we may take $c = 2^{-19} \delta^2 / [\log(4/\delta)]^2$ and $\beta = 2^{-13} \delta^3$. We may state the result slightly differently as follows: Let

$$M = \text{Average}_{\varepsilon, = \pm 1} \left\| \sum_{i=1}^n \varepsilon_i e_i \right\|,$$
so we may take $\delta = M/n$. Then

$$|A| \geq 2^{-19}M^2/n[\log(4n/M)]^2.$$  

This shows a connection with results of G. Pisier [9] and V. Milman [8], which are for very special cases. Pisier shows that if the $e_i$ are characters for a compact abelian group, then we may take $|A| \geq kM^2/n$ for some absolute constant $k > 0$ and with the equivalence constant an absolute constant. Milman shows that if the $e_i$ are real-valued functions on an arbitrary set $T$ such that $|e_i(t)| = 1$ for all $t$, then we may take $|A| \geq kM^2/n \log n$, and the equivalence constant is 1; that is, we have an isometry with $l_1^n$. Our second theorem shows that actually we may obtain $|A| \geq kM^2/n \log(2n/M)$ in Milman’s case. This gives an isometry for a percentage subset if $M$ is a percentage of $n$.

**Theorem 2.** Let $(e_i)_{i=1}^n$ be real-valued functions on a set $T$ such that $|e_i(t)| = 1$ for all $t \in T$ and all $i$. Let $M = \text{Average}_{e_i=\pm1}||\sum_{i=1}^n e_i||$, where $||f|| = \sup_{t \in T}|f(t)|$ for a bounded function $f : T \to R$. Then there exists $A \subseteq \{1, \ldots, n\}$ with

$$|A| \geq kM^2/n \log(2n/M),$$

where $k > 0$ is an absolute constant, such that $(e_i)_{i \in A}$ is a unit vector basis of $l_1^n$.

**Related results and questions.** W. B. Johnson observed that as a consequence of Theorem 1 it follows that if $l_1^n$ is $K$-isomorphic to a subspace of $L_2(X)$, then $l_1^n$ ($m \gg cn$) is $K'$-isomorphic to a subspace of $X$, where $c > 0$ and $K' < \infty$ depend only on $K$. S. Szarek has proved (using Theorem 1) that this is true with $L_p(X)$ in place of $L_2(X)$, for any $p > 1$.

**Corollary.** If $1 < p < \infty$ and $l_1^n$ is $K$-isomorphic to a subspace of $L_p(X)$, then $l_1^n$ ($m \gg cn$) is $K'$-isomorphic to a subspace of $X$, where $c > 0$ and $K' < \infty$ depend only on $K$ and $p$.

S. Szarek has shown that a result analogous to Theorem 1 holds for sign-embeddings of $l_1^n$ for all signs, but not for average sign-embeddings.

If the hypothesis in Theorem 1 is strengthened to $||\sum_{i=1}^n e_i|| \geq \delta n$ for all choices of signs, we do not know if it is possible to have both $c \uparrow 1$ and $\beta \uparrow 1$ as $\delta \uparrow 1$.

We also do not know if the theorems hold for complex Banach spaces.

Our first step in the proof of the Theorem 1 is to observe that if $0 < \delta' < \delta$, there is a set of sequences of signs $\tilde{S} \subseteq \{-1, 1\}^n$ such that

$$\left| \sum_{i=1}^n e_i \right| \geq \delta' n \quad \text{for all } e \in \tilde{S}$$

and

$$|\tilde{S}| \geq 2^n(\delta - \delta')/(1 - \delta').$$

For if $||\sum_{i=1}^n e_i|| < \delta'n$ for $2^n[1 - (\delta - \delta')/(1 - \delta)]$ sequences of signs, we would have

$$\text{Average}_{e_i=\pm1} \left| \sum_{i=1}^n e_i \right| < \left[ 1 - \frac{\delta - \delta'}{1 - \delta} \right] \delta'n + n \frac{\delta - \delta'}{1 - \delta} = \delta'n,$$

a contradiction.
For each \( \varepsilon \in S \), there exists \( f' \) in the unit ball of \( X^* \) such that \( f'(\sum_{i=1}^{n} \varepsilon_i e_i) \geq \delta' n \). Let \( f'_\varepsilon = f'(e_i) \). Thus \( (f'_\varepsilon)_{\varepsilon = 1} \) is in the unit ball of \( l^\infty_n \).

We need a probabilistic lemma and a combinatorial lemma. First we recall the following consequence of Kolmogorov’s exponential bounds theorem.

**Lemma 1** (see Loève [7]). Let \(-1 \leq c_i \leq 1, i = 1, \ldots, n\), and let \((\varepsilon_i)_{i=1}^{n}\) be independent random variables with \( P[\varepsilon_i = 1] = P[\varepsilon_i = -1] = \frac{1}{2} \). If \( \alpha > 0 \),

\[
P\left[ \sum_{i=1}^{n} \varepsilon_i c_i \geq \alpha n \right] \leq \exp\left( -\frac{n \alpha^2}{4} \right).
\]

A generalization of Kolmogorov’s result to uniformly bounded martingale differences has been used by Schechtman [13] and Johnson and Schechtman [3] in other embedding problems.

**Lemma 2.** If \( B \) is the closed ball in \( l^\infty_n \) of radius \( r < \delta' \) centered at \( (c_i)_{i=1}^{n} \), where \(-1 \leq c_i \leq 1\), then

\[
| \{ \varepsilon \in S: (f'_\varepsilon) \in B \} | \leq 2^n \exp\left( -n(\delta' - r)^2 / 4 \right).
\]

**Proof.** If \( \varepsilon \in S \) and \( (f'_\varepsilon) \in B \), then

\[
\left| \sum_{i=1}^{n} \varepsilon_i f'_\varepsilon - \sum_{i=1}^{n} \varepsilon_i c_i \right| \leq nr,
\]

so

\[
\sum_{i=1}^{n} \varepsilon_i c_i \geq \sum_{i=1}^{n} \varepsilon_i f'_\varepsilon - nr \geq (\delta' - r)n.
\]

By Lemma 1, this can happen for at most the stated number of \( \varepsilon \).

**Lemma 3** (Sauer [12] and Shelah [14]). Let \( S \) be a set with \( |S| = n \). If \( \mathcal{F} \subseteq 2^S \), the power set of \( S \), and

\[
|\mathcal{F}| > \sum_{i=0}^{m-1} \left( \begin{array}{c} n \\ i \end{array} \right),
\]

then there exists \( A \subseteq S, |A| = m \), such that

\[
\{ G \cap A: G \in \mathcal{F} \} = 2^A.
\]

This result was used by Milman in [8]. The largest \( m \) for which \( \exists A \) with \( |A| = m \) and \( \{ G \cap A: G \in \mathcal{F} \} = 2^A \) is called the density of \( \mathcal{F} \). Karpovsky and Milman [4] have proved generalizations of this result.

Our next step in the proof of the theorem will be to discard some of the norming functionals \( (f'_\varepsilon) \) so that the remaining ones can be grouped into very many classes which are separated by a definite amount in \( l^\infty_n \).

For convenience assume \( \delta' = 2^{-p} \) where \( p \) is an integer. Write \([-1, 1] = \bigcup_k J_k \) where the \( J_k \) are disjoint ordered intervals of length \( \delta'/2, k = 1, \ldots, 2^{p+2} \); and for \( 1 < k < 2^{p+2} \), write \( J_k = \bigcup_m L_{k,m} \) where the \( L_{k,m} \) are disjoint ordered intervals of length \( (\delta')^3 / 64 \). Note that

\[
\text{length}(L_{k,m}) = \left( \frac{(\delta')^3}{32} \right) \text{length}(J_k).
\]
Let $S^0 = S$. We define $S^i$ inductively, $i = 1, \ldots, n$. Assume $S^{i-1}$ has been defined. Let

\[ S^i_k = \{ \epsilon \in S^{i-1} : f_i^\epsilon \in J_k \}, \quad 1 \leq k \leq 2p+2, \]
\[ S^i_{k,m} = \{ \epsilon \in S^{i-1} : f_i^\epsilon \in L_{k,m} \}, \quad 1 < k < 2p+2. \]

Thus

\[ S^{i-1} = \bigcup_{k=1}^{2p+2} S^i_k; \quad S^i = \bigcup_{m} S^i_{k,m} \quad \text{for } 1 < k < 2p+2; \]

and these are disjoint unions. So for each $1 < k < 2p+2$, there is $m(i, k)$ such that

\[ |S^i_{k,m(i,k)}| \leq \left[ \frac{(\delta')^2}{32} \right] |S^i_k|, \]

so

\[ \left| \bigcup_{k=2}^{2p+2} S^i_{k,m(i,k)} \right| \leq \left[ \frac{(\delta')^2}{32} \right] |S^{i-1}|. \]

Let

\[ S^i = S^{i-1} - \bigcup_{k=2}^{2p+2} S^i_{k,m(i,k)}; \]

thus

\[ |S^i| \geq \left[ 1 - \frac{(\delta')^2}{32} \right] |S^{i-1}|. \]

It follows that

\[ |S^n| \geq \left[ 1 - \frac{(\delta')^2}{32} \right]^n |S|. \]

Let $I_{i,k}$ be the interval between $L_{k,m(i,k)}$ and $L_{k+1,m(i,k+1)}$, $k = 1, \ldots, 2p+2 - 1$ (for notational convenience, we have let $L_{k,m} = \{-1\}$ when $k = 1$ and $L_{k,m} = \{1\}$ when $k = 2p+2$). Thus $\text{length}(I_{i,k}) < \delta'$. Each length $n$ sequence $(k_i)$, where $k_i$ is an integer between 1 and $2p+2 - 1$, defines a neighborhood

\[ N[(k_i)] = \{ (g_i) \in l_\infty^n : g_i \in I_{i,k_i}, i = 1, \ldots, n \}. \]

This is a subset of a ball in $l_\infty^n$ of radius $\delta'/2$, so by Lemma 2,

\[ |\{ \epsilon \in S^n : (f_i^\epsilon) \in N[(k_i)] \}| \leq 2^n \exp\left(-n(\delta')^2/16\right). \]

So by the “pigeonhole principle”, the number of distinct $(k_i)$ for which $(f_i^\epsilon) \in N[(k_i)]$ for some $\epsilon \in S^n$ is at least

\[ |S^n|2^{-n}\exp\left(n(\delta')^2/16\right) \]
\[ \geq \left[ 1 - \frac{(\delta')^2}{32} \right]^n \left[ (\delta - \delta')/(1 - \delta') \right] 2^n \cdot 2^{-n} \exp(n(\delta')^2/16) \]
\[ \geq \left[ (\delta - \delta')/(1 - \delta') \right] \exp\left(n(\delta')^2/48\right) \geq \exp\left(n(\delta')^2/64\right) \]
if \( n > 192 \log((1 - \delta')(\delta - \delta'))/(\delta')^2 \). (The second inequality in the above string of inequalities follows from \( 1 - \frac{1}{4}x \geq \exp(-x) \) for \( 0 \leq x \leq \frac{1}{2} \).) Let
\[ \mathcal{R} = \{(k,): (f') \in N[(k,)] \text{ for some } \epsilon \in S^n\}. \]
The neighborhoods \( \{N[(k,)]: (k,) \in \mathcal{R}\} \) define the separated classes of norming functionals that we were after:
\[ |\mathcal{R}| \geq \exp(n(\delta')^2/64) \]
for sufficiently large \( n \).

Next we will use the combinatorial lemma successively, \( p + 2 \) times if necessary, to produce a “large” (i.e. a percentage independent of \( n \)) subset of the coordinates \( \{1, \ldots, n\} \) such that we can always find a pair of functionals, separated on each of these coordinates, whose differences may be made to have any given choice of signs on these coordinates. We present the first iteration in detail, and the argument will become clear.

For each \( (k,) \in \mathcal{R} \), let
\[ G[(k,)] = \{i: 0 < k_i \leq 2^{p+2}/2\}; \quad \mathfrak{s} = \{G[(k,)]: (k,) \in \mathcal{R}\}. \]
Thus each class of norming functionals defines the set of coordinates on which the functionals of that class have values in the lower half of the possible values. Different \( (k,) \) may give rise to the same set, so \( |\mathfrak{s}| \) may be small.

If
\[ |\mathfrak{s}| \geq |\mathcal{R}|^{1/(p+2)} \geq \exp[n(\delta')^2/64(p+2)] \]
then using Lemma 3, we shall show that \( \exists A \subseteq \{1, \ldots, n\} \) such that
\[ |A| \geq n(\delta')^2/\left[128(p+2)\log(64(p+2)/(\delta')^2)\right], \]
and \( \forall B \subseteq A \), there is a \( G \in \mathfrak{s} \) such that \( B = G \cap A \). Here we use the inequality
\[ \sum_{i=0}^{\alpha n^{-1}} \binom{n}{i} \leq \left[\alpha^n(1-\alpha)^{(1-\alpha)}\right]^{-n} \quad \text{for } \alpha \ll \frac{1}{2}, \]
which can be proved using Stirling’s formula (or see Chernoff [2]). Using Lemma 3, we can find \( A \) with \( |A| \geq an \) where \( \alpha \ll \frac{1}{2} \) is chosen as large as possible satisfying
\[ \exp[n(\delta')^2/64(p+2)] \geq [\alpha^n(1-\alpha)^{(1-\alpha)}]^{-n}; \]
i.e.,
\[ (\delta')^2/64(p+2) > -\log[\alpha^n(1-\alpha)^{(1-\alpha)}]. \]
We show that this holds if
\[ \alpha = (\delta')^2/[128(p+2)\log(64(p+2)/(\delta')^2)], \]
which will verify our statement above. We want to solve the inequality \( -\alpha \log \alpha - (1-\alpha)\log(1-\alpha) < \gamma \), where \( \gamma = (\delta')^2/64(p+2) \). Note that \( -(1-\alpha)\log(1-\alpha) \leq \alpha \) for \( 0 \leq \alpha < 1 \), so it suffices to have \( -\alpha(\log \alpha - 1) < \gamma \). Let \( \alpha = \gamma/2\log(1/\gamma) \).
Putting in this value for \( \alpha \), we need only verify that
\[
-\left[ \frac{\gamma}{2 \log(1/\gamma)} \right] \left[ \log \gamma - \log(2 \log(1/\gamma)) - 1 \right] < \gamma,
\]
that is,
\[
\log(2 \log(1/\gamma)) + 1 < \log(1/\gamma),
\]
which clearly holds if \( \gamma < e^{-3} \), which is certainly true in our case, so our stated value of \( \alpha \) does indeed satisfy the required inequality.

Now if \((a_i)_{i \in A}\) are scalars, let \( B = \{ i \in A : a_i < 0 \} \). Let \((k_i) \in \mathbb{R}\) such that \( G[(k_i)] \cap A = B \), and let \((k'_i) \in \mathbb{R}\) such that \( G[(k'_i)] \cap A = A - B \). Let \( f^* \in N[(k_i)]\) and \( f'^* \in N[(k'_i)]\) with \( \epsilon \) and \( \epsilon' \) in \( \mathbb{R}^n \). Then
\[
f^* - f'^* \leq - (\delta')^3/64, \quad i \in B,
\]
\[
f^* - f'^* \geq (\delta')^3/64, \quad i \in A - B,
\]
since the intervals \( I_{i,k} \) have gaps between them of size of \((\delta')^3/64\). Thus
\[
\left\| \sum_{i \in A} a_i e_i \right\| \geq \frac{f^* - f'^*}{\| f^* - f'^* \|} \sum_{i \in A} a_i e_i \geq \sum_{i \in A} |a_i| (\delta')^3/128.
\]
So \( A \) satisfies the conclusion of the theorem, with \( \beta = (\delta')^3/128 \).

If instead \(|S| < |\mathbb{R}^1|^{1/(p+2)}\), then there is \( A \subseteq \{1, \ldots, n\} \) and \( S^1 \subseteq \mathbb{R}^1 \) such that \( \{ i : 0 < k_i \leq 2^p+2/2 \} = A \) for each \((k_i) \in \mathbb{R}^1\), where
\[
|\mathbb{R}^1| \geq |\mathbb{R}^1|^{p/(p+1)} \geq \exp \left[ n(\delta')^2/(p+1)/64(p+2) \right].
\]
We set \( l_i^1 = 0 \) if \( i \in A \), \( l_i^1 = 2^p+2/2 \) if \( i \notin A \); \( u_i^1 = 2^p+2/2 \) if \( i \in A \), \( u_i^1 = 2^p+2 \) if \( i \notin A \); so \( l_i^1 < k_i \leq u_i^1 \), \( i = 1, \ldots, n \), for each \((k_i) \in \mathbb{R}^1\), and \( u_i^1 - l_i^1 = 2^p+2/2 \). We are ready for the second iteration.

For each \((k_i) \in \mathbb{R}^1\), let
\[
G^1[(k_i)] = \{ i : l_i^1 < k_i \leq (l_i^1 + u_i^1)/2 \} ; \quad S^1 = \{ G^1[(k_i)] : (k_i) \in \mathbb{R}^1 \}.
\]
If
\[
|S^1| > |\mathbb{R}^1|^{1/(p+1)} \geq \exp \left[ n(\delta')^2/64(p+2) \right],
\]
then we get, by Lemma 3, the same conclusion as we did in the first iteration, with the same constants.

If \(|S^1| < |\mathbb{R}^1|^{1/(p+1)}\), then there is \( A \subseteq \{1, \ldots, n\} \) and \( S^2 \subseteq \mathbb{R}^2 \) such that \( \{ i : l_i^1 < k_i \leq (l_i^1 + u_i^1)/2 \} = A \) for each \((k_i) \in \mathbb{R}^2\), and
\[
|\mathbb{R}^2| \geq |\mathbb{R}^1|^{p/(p+1)} \geq \exp \left[ n(\delta')^2 p/64(p+2) \right].
\]
We set \( l_i^2 = l_i^1 \) if \( i \in A \), \( l_i^2 = (l_i^1 + u_i^1)/2 \) if \( i \notin A \); \( u_i^2 = (l_i^1 + u_i^1)/2 \) if \( i \in A \), \( u_i^2 = u_i^1 \) if \( i \notin A \); so \( l_i^2 < k_i \leq u_i^2 \), \( i = 1, \ldots, n \), for each \((k_i) \in \mathbb{R}^2\), and \( u_i^2 - l_i^2 = 2^p+2/4 \).

It is clear how to continue. For the \((p+2)\)th iteration, if it is reached, we would have \( u_i^{p+1} - l_i^{p+1} = 2 \), so \( (l_i^{p+1} + u_i^{p+1})/2 - l_i^{p+1} = 1 \). Since \( G^{p+1}[(k_i)] = \{ i : l_i^{p+1} < k_i \leq (l_i^{p+1} + u_i^{p+1})/2 \} \) for \((k_i) \in \mathbb{R}^{p+1}\), we have \((k_i) = (k'_i)\) iff \( G^{p+1}[(k_i)] = G^{p+1}[(k'_i)]\), when \((k_i)\) and \((k'_i)\) are in \( \mathbb{R}^{p+1} \). Thus
\[
|S^{p+1}| = |\mathbb{R}^{p+1}| \geq |\mathbb{R}^{p+1}|^{1/2} \geq |\mathbb{R}^{p-1}|^{1/(p+1)} \geq \ldots \geq |\mathbb{R}^{1/2}|^{1/(p+2)},
\]
so we find \( A \) satisfying the conclusion of the theorem, just as in the first iteration.
Now choose the integer $p$ such that $\delta' = 2^{-p}$ satisfies $\delta/4 < \delta' \leq \delta/2$. From $\delta' > \delta/4$ we see that (recall $\beta = (\delta')^3/128$) we may take $\beta \geq 2^{-13}\delta^3$. A computation using $\delta' = 2^{-p}$ and $\delta' > \delta/4$ in the above formula for $c$ shows that we may take

$$c \geq 2^{-19\delta^2/\lfloor \log(4/\delta) \rfloor^2}.$$  

(This $c$ works trivially if $n \leq 192 \log((1 - \delta)/(\delta - \delta'))/(\delta')^2$, using $\delta' \leq \delta/2$, which settles our earlier restriction.) Of course we made no attempt to get the sharpest constants from this argument. This completes the proof of the first part of the theorem.

**Remark.** In the proof, we have produced a large subset $A \subseteq \{1, \ldots, n\}$ and numbers $a_j < b_j$, $j \in A$, such that if we set $L_j = \{f^i : f^i_j \leq a_j\}$ and $U_j = \{f^i : f^i_j \geq b_j\}$, then $(L_j, U_j)_{j \in A}$ is Boolean independent, in the language of the proof of Rosenthal’s $l_1$ theorem [10]. In this sense our result may be viewed as a finite version of Rosenthal’s theorem. Here, $a_j$ and $b_j$ are endpoints of some interval $L_{k,m}$. We may find a large subset of $A$ such that $(a_j, b_j)$ is the same for each $j$ in the subset.

To prove the second part of the theorem, we use a much simpler argument which, however, does not work for small $\delta$.

Let $\delta' = 2\delta - 1$. Then $(\delta - \delta')/(1 - \delta') = 1/2$, so $|S| = 2^n/2 = 2^{n-1}$. Let $\beta = 1 - \sqrt{1 - \delta'}$. For each $\epsilon \in \hat{S}$, there is an $A' \subseteq \{1, \ldots, n\}$ such that

$$|A'| \geq \beta n \quad \text{and} \quad \epsilon_i f^i_j \geq \beta \quad \text{for each } i \in A'.$$

For suppose $|\{i : \epsilon_i f^i_j < \beta\}| \geq (1 - \beta)n$. Then

$$\sum_{i=1}^{n} \epsilon_i f^i_j < \beta (1 - \beta)n + \beta n = \left[1 - (1 - \beta)^2 \right]n = \delta' n,$$

a contradiction. Clearly there is no harm in assuming $\beta n$ is an integer. Apparently there is a subset $\hat{S} \subseteq \hat{S}$ and an $A' \subseteq \{1, \ldots, n\}$ such that $A' \supseteq A'$ for all $\epsilon \in \hat{S}$, $|A'| \geq \beta n$, and $|\hat{S}| \geq |S|/(\beta n)$. Furthermore, there is a subset $\hat{S}'' \subseteq \hat{S}$ such that $|\hat{S}''| \geq |\hat{S}|/(2^{1-\beta}n)$, and if $\epsilon$ and $\epsilon'$ are in $\hat{S}''$ with $\epsilon \neq \epsilon'$, then $(\epsilon_i)_{i \in A'} \neq (\epsilon'_i)_{i \in A'}$. This is because there can be at most $2^{(1-\beta)n}$ sequences of signs $\epsilon$ which agree on the $\beta n$ coordinates $A'$.

An application of Lemma 3 yields a subset $A \subseteq A'$ such that for any $\epsilon \in \{-1, 1\}^d$, there is $\epsilon' \in \hat{S}''$ such that $\epsilon_i = \epsilon'_i$ for all $i \in A'$; we can have $|A| = m$ provided $m$ satisfies

$$|\hat{S}''| \geq \sum_{i=0}^{m-1} \left( \begin{array}{c} \beta n \end{array} \right).$$

We need

$$2^{n-1} \left( \left[ \frac{n}{\beta n} \right] 2^{(1-\beta)n} \right) > \sum_{i=0}^{m-1} \left( \begin{array}{c} \beta n \end{array} \right).$$

Let $m = \alpha \beta n$, where $\alpha < \frac{1}{2}$. Recall that

$$\sum_{i=0}^{a \beta n - 1} \left( \begin{array}{c} \beta n \end{array} \right) \leq \left[ \alpha^a (1 - \alpha)^{(1-\alpha)} \right]^{\beta n},$$
and also from Stirling’s formula
\[
\binom{n}{\beta n} \leq \left( \frac{2^{\beta n}}{\beta n} \right)^{1 - \beta} (1 - \beta)^{\beta n}, \quad \text{provided } 0 < \beta n < n.
\]
So it suffices to have
\[
2^{\beta n} (1 - \beta)^{1 - \beta} \left[ \alpha^{\beta} (1 - \alpha)^{1 - \alpha} \right]^{\beta} > 1.
\]
This is useless if \( \beta \leq \frac{1}{2} \), so our simple argument is of no help for small \( \delta \). Let \( \alpha = \theta/2 \), where \( \theta < 1 \). The requirement is
\[
\beta^{\beta} (1 - \beta)^{1 - \beta} \left[ \theta^{\theta} (2 - \theta)^{2 - \theta} \right]^{\beta/2} > 1.
\]
We consider the function \( f(\theta) = \theta^{\theta} (2 - \theta)^{2 - \theta} \). Now \( f'(\theta) < 0 \) for \( \theta < 1 \), so \( f(1) = 1 \) when \( \theta < 1 \). So for any \( \theta < 1 \), the requirement is satisfied if \( \beta \) is sufficiently near 1, since \( \beta^{\beta} (1 - \beta)^{1 - \beta} \to 1 \) as \( \beta \to 1 \). Now if \( \theta < \frac{1}{2} \), let \( \theta = c + \frac{1}{2} \), so \( c < \alpha \). If \( \beta \) is sufficiently near 1, the above requirement is satisfied and also \( a\beta > c \). Since clearly \((e_i)_{i \in A_i} \) unit vector basis of \( \ell_1^{\beta} \), and since \( \beta \to 1 \) as \( \delta \to 1 \), we see that we may choose \( \beta \to 1 \) and \( c \to 1 \) as \( \delta \to 1 \), as was claimed.

To prove the last part of the theorem, we observe that since there are only \( 2^{a\beta n} \) sequences of signs on \( A \) (of the previous paragraph), there is some \( e^0 \in \{-1, 1\}^A \) and \( S^{a''} \subseteq S^{a'''} \) such that if \( e \in S^{a'''} \), then \( e_i = e_i^0 \) for all \( i \in A \), where \( |S^{a'''}| \geq |S^{a''}| / 2^{a\beta n} \).

Lemma 3, applied to \( A' \setminus A \), yields \( A_1 \subseteq A' \setminus A \) such that for any \( e \in \{-1, 1\}^A \), there is \( e' \in S^{a''} \) such that \( e_i = e_i' \) for all \( i \in A_1 \); \( |A_1| \) may be taken to be as large as possible satisfying
\[
|S^{a'''}| > \sum_{i=0}^{|A|-1} \binom{1 - (1 - \alpha)\beta n}{i}.
\]
Let \( |A_1| = \gamma(1 - \alpha)\beta n \). Estimating as before, we need
\[
2^{(1 - \alpha)\beta n} (1 - \beta)^{1 - \beta} \left[ \gamma(1 - \gamma)^{1 - \gamma} \right]^{(1 - \alpha)\beta n} > 1.
\]
Just as before, if \( \gamma < \frac{1}{2} \), this is satisfied for \( \beta \) sufficiently near 1. We claim that
\[
(e_i)_{i \in A \cup A_1} : 3^{3/(2\beta - 1)} \text{ unit vector basis of } \ell_1^{\beta}.
\]
To see this, suppose \( e \in \{-1, 1\}^{A \cup A_1} \) is given. Find \( e' \) and \( e'' \) in \( S^{a'''} \) such that \( e_i = e_i' \) and \( e'' = -e_i' \) for all \( i \in A_1 \), and find \( e''' \) in \( S^{a''} \) such that \( e_i''' = e_i'' \) for all \( i \in A \). If \( i \in A \), \( e_i' = e_i'' = e_i^0 \), and since \( e_i f_i' \geq \beta \) and \( e_i f_i'' \geq \beta \), we have \( |f_i' - f_i''| \leq 1 - \beta \) for all \( i \in A \). If \( i \in A_1 \), we have
\[
e_i(f_i' - f_i'') = e_i f_i' + e_i' f_i'' \geq 2\beta.
\]
If \( i \in A \), \( e_i f_i'' \geq \beta \). So we let \( g = (f_i' - f_i'' + f_i''')/3 \). Then
\[
e_i g_i \geq \left( - (1 - \beta) + \beta \right)/3 = (2\beta - 1)/3 \quad \text{for } i \in A,
\]
and
\[
e_i g_i \geq (2\beta - 1)/3 \quad \text{for } i \in A_1
\]
also. Since \( ||g|| \leq 1 \), it is clear that the claim is proved. Now \( |A \cup A_1| \) is nearly \( \frac{3}{4}n \) since \( |A| \) is nearly \( \frac{1}{2}n \). We could repeat this argument, if \( \beta \) is sufficiently near 1, to
get a subset of \((e_i)\) of cardinality nearly \(\frac{3}{4}n\), with even larger equivalence constant, and so on. We omit the details.

This completes the proof of Theorem 1.

Example. The following example due to S. Szarek, shows that it is not possible to have both \(\beta \uparrow 1\) and \(c \uparrow 1\) in the above theorem.

We let \(\mathcal{S}\) be those length \(n\) sequences of signs \(e\) for which
\[
(\frac{1}{2} - \theta)n \leq \{i: e_i = +1\} \leq (\frac{1}{2} + \theta)n,
\]
where \(\theta > 0\) is arbitrary. For a sequence of scalars \((a_i)_{i=1}^n\) define
\[
\|(a_i)\| = \sup_{e \in \mathcal{S}} \left| \sum_{i=1}^n e_i a_i \right|.
\]
Let \((e_i)_{i=1}^n\) be the usual unit vectors. Then \(\|\sum_{i=1}^n e_i e_i\| = n\) if \(e \in \mathcal{S}\). If we let \(\delta = |\mathcal{S}|/2^n\), then \(\text{Average}_{e \in \mathcal{S}}\|\sum_{i=1}^n e_i e_i\| \geq \delta n\), and clearly \(\delta \uparrow 1\) as \(n \to \infty\) (from the central limit theorem).

Let \(A \subseteq \{1, \ldots, n\}\) with \(|A| = cn \gg (\frac{1}{2} + \theta)n\). Then
\[
\left\| \sum_{i \in A} e_i \right\| = \left( \frac{1}{2} + \theta \right)n - \left[ cn - \left( \frac{1}{2} + \theta \right)n \right] = (1 + 2\theta - c)n,
\]
so
\[
\left\| \sum_{i \in A} e_i \right\|/|A| = \frac{1 + 2\theta - c}{c}.
\]
Now \(\theta > 0\) is arbitrary, so if \(\beta\) and \(c\) are as in the statement of Theorem 1, then \(\beta \leq (1 - c)/c = 1/c - 1\), no matter how near \(\delta\) is to 1. For example, if \(c = \frac{1}{4}\), then \(\beta \leq \frac{1}{4}\). This shows, in fact, that our proof of the last part of Theorem 1 even gives the right size for \(\beta\).

Proof of Theorem 2. As in the proof of Theorem 1, we first find \(\mathcal{S} \subseteq \{-1, 1\}^n\) such that
\[
\left\| \sum_{i=1}^n e_i e_i \right\| > \frac{M}{2} \quad \text{for all } e \in \mathcal{S}, \quad \text{where } |\mathcal{S}| \geq 2^{n-1} \frac{M}{n}.
\]
For each \(e \in \mathcal{S}\), find \(t^* \in T\) such that \(|\sum_{i=1}^n e_i e_i(t^*)| \geq M/2\). Let \(f_i^* = e_i(t^*)\). So \(f_i^* = \pm 1\) for all \(i\), all \(e \in \mathcal{S}\). Now if \(f \in \{-1, 1\}^n\), then from Lemma 1, we have
\[
\left\| \left\{ e: \sum_{i=1}^n e_i f_i \right\} \geq \frac{M}{2} \right\| \leq 2^n \cdot 2 \exp \left(- \frac{M^2}{16n} \right).
\]
So there exists \(\mathcal{S}' \subseteq \mathcal{S}\) such that
\[
|\mathcal{S}'| \geq (M/n)2^{-2} \exp(M^2/16n),
\]
and if \(e\) and \(e'\) are in \(\mathcal{S}'\), then \(f_i^* \neq f_i'^*\). Lemma 3 therefore gives us a subset \(A \subseteq \{1, \ldots, n\}\) such that given any \(f \in \{-1, 1\}^4\), there exists \(e \in \mathcal{S}'\) such that \(f_i^* = f_i\) for all \(i\), where \(|A| = m\) is as large as possible satisfying
\[
\frac{M}{n} 2^{-2} \exp \left( \frac{M^2}{16n} \right) > \sum_{i=0}^{m-1} \left( \frac{n}{i} \right).
\]
Since, as before
\[
\sum_{i=0}^{m-1} \binom{n}{i} \leq \frac{n^n}{m^m(n-m)^{n-m}} \leq \left( \frac{en}{m} \right)^m.
\]
we require
\[
\exp\left( \frac{M^2}{16n} \right) > 4 \left( \frac{en}{m} \right)^n \frac{n}{M}, \quad \text{or} \quad M^2/16n \geq 2m \log(4n/m)
\]
will do, if we assume \( m \leq M \). It is easy to see that we may take \( m = M^2/400n \log(2n/M) \), which proves the theorem.

**Proof of Corollary (Szarek).** Let \( e_i \in L_p(X), i = 1, \ldots, n, \) with \( \|e_i\|_{L_p(X)} \leq 1 \), such that
\[
\|e_i\|_{L_p(X)} \leq \left( \frac{n}{K} \right)^{1/p}.
\]
for all choices of signs \( (e_i)_{i=1}^n \). Thus
\[
\int_0^1 \int_{\Omega} \left\| \sum_{i=1}^n r_i(s)e_i(\omega) \right\|^p d\omega ds \geq \left( \frac{n}{K} \right)^p.
\]
where \( (r_i) \) is the sequence of Rademacher functions. We consider the control function
\[
g(\omega) = \left( n^{-1} \sum_{i=1}^n \|e_i(\omega)\|^p \right)^{1/p},
\]
observing that \( \int_{\Omega} g(\omega)^p d\omega \leq 1 \). We will show that there exists \( \varepsilon = \varepsilon(p, K) > 0 \) so that
\[
\int_0^1 \int_{\Omega} \left\| \sum_{i \in A_\omega} r_i(s)e_i(\omega) \right\|^p d\omega ds \geq \left( \frac{n}{2K} \right)^p.
\]
where \( A_\omega = \{ i : \varepsilon g(\omega) \leq \|e_i(\omega)\| \leq \varepsilon^{-1} g(\omega) \} \). Assuming this, we have
\[
\int_{\Omega} \int_0^1 \left\| \sum_{i \in A_\omega} r_i(s)e_i(\omega) \right\|^p ds d\omega \geq \left( \frac{n}{2K} \right)^p \int_{\Omega} g(\omega)^p d\omega,
\]
so for some \( \omega_0 \),
\[
\int_0^1 \left\| \sum_{i \in A_{\omega_0}} r_i(s)e_i(\omega_0) \right\|^p ds \geq \left( \frac{n}{2K} \right)^p g(\omega_0)^p.
\]
Thus
\[
\int_0^1 \left\| \sum_{i \in A_{\omega_0}} r_i(s)e_i(\omega_0) \right\| ds \geq \frac{ng(\omega_0)}{2KC_p},
\]
where \( C_p \) is the constant from Kahane’s inequality [6, p. 74]. We let \( v_i = e_i(\omega_0) \varepsilon / g(\omega_0) \) for \( i \in A_{\omega_0} \), so \( \|v_i\| \leq 1 \), we get
\[
\int_0^1 \left\| \sum_{i \in A_{\omega_0}} r_i(s)v_i \right\| ds \geq \frac{n\varepsilon}{2KC_p}.
\]
Now an application of Theorem 1 yields the desired result.
So to finish the proof, it is enough to show that for sufficiently small \( \varepsilon \),
\[
\int_0^1 \int_{\Omega} \left\| \sum_{i \in A_{\omega}} r_i(s) e_i(\omega) \right\|^p \, d\omega \, ds \leq \left( \frac{n}{2K} \right)^p.
\]

But
\[
\int_0^1 \int_{\Omega} \left\| \sum_{i \in A_{\omega}} r_i(s) e_i(\omega) \right\|^p \, ds \, d\omega \leq \int_{\Omega} \left( \int \left\| e_i(\omega) \right\|^p \right) \, d\omega
\]
\[
\leq 2^{p-1} \left[ \int_{\Omega} \left( \sum_{i : \| e_i(\omega) \| > \varepsilon^{-1} g(\omega)} \| e_i(\omega) \| \right) \right]^p \, d\omega + \int_{\Omega} \left( \sum_{i : \| e_i(\omega) \| < \varepsilon^{-1} g(\omega)} \| e_i(\omega) \| \right)^p \, d\omega.
\]

To estimate the second integral, we observe that
\[
\sum_{i : \| e_i(\omega) \| > \varepsilon^{-1} g(\omega)} \| e_i(\omega) \| = \left( \varepsilon^{-1} g(\omega) \right)^{1-p} \sum_{i : \| e_i(\omega) \| > \varepsilon^{-1} g(\omega)} \| e_i(\omega) \| \left( \varepsilon^{-1} g(\omega) \right)^{p-1}
\]
\[
\leq \left( \varepsilon^{-1} g(\omega) \right)^{1-p} n^{-1} \sum_{i=1}^n \| e_i(\omega) \| = \varepsilon^{-1} g(\omega)n,
\]
so
\[
\int_{\Omega} \left( \sum_{i : \| e_i(\omega) \| > \varepsilon^{-1} g(\omega)} \| e_i(\omega) \| \right)^p \, d\omega \leq (\varepsilon^{-1} n)^p \int_{\Omega} g(\omega)^p \, d\omega \leq (\varepsilon^{-1} n)^p.
\]

To estimate the first integral,
\[
\int_{\Omega} \left( \sum_{i : \| e_i(\omega) \| < \varepsilon g(\omega)} \| e_i(\omega) \| \right)^p \, d\omega \leq \int_{\Omega} (\varepsilon g(\omega))^p \, d\omega \leq (\varepsilon n)^p.
\]

So it is enough to have
\[
2^{p-1} \left[ (\varepsilon n)^p + (\varepsilon^{-1} n)^p \right] \leq \left( n/2K \right)^p, \quad \text{or} \quad 2^{p-1} \left[ \varepsilon^p + \varepsilon^{-1} \right] \leq \left( 2K \right)^{-p},
\]
which is true for small enough \( \varepsilon \), provided \( p > 1 \).
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Added in Proof. Alain Pajor has recently shown that Theorem 1 holds for complex Banach spaces as well.
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