STABILITY CRITERIA FOR VOLterra EQUATIONS

BY

T. A. BURTON AND W. E. MAHFOUD

Abstract. We consider a system of integro-differential equations of the form

\[ x' = A(t)x + \int_0^t C(t, s)x(s)\, ds \]

with \( A \) and \( C \) being \( n \times n \) matrices. Various types of stability are defined and results are obtained showing when one type of stability is equivalent to another type. We also construct a number of Lyapunov functionals from which we obtain necessary and sufficient conditions for stability of (1.1). Finally, we prove several results concerning qualitative behavior of solutions of (1.1).

Introduction. We consider the integro-differential equation

\[ x' = A(t)x + \int_0^t C(t, s)x(s)\, ds \]

in which \( A \) is an \( n \times n \) matrix continuous for \( 0 \leq t < \infty \) and \( C \) is an \( n \times n \) matrix continuous for \( 0 \leq s \leq t < \infty \).

The purpose of this paper is to investigate relations between stability properties of solutions of (1.1) under various assumptions on \( A, C, \) and the dimension \( n \). We will also give necessary and sufficient conditions for stability of solutions of (1.1) and necessary and sufficient conditions for stability and boundedness of solutions of some perturbed forms of (1.1).

It is known that, for the ordinary differential equation

\[ x' = D(t)x \]

with \( D(t) \) an \( n \times n \) matrix of functions continuous and \( T \)-periodic on \([0, \infty)\), stability, uniform stability, and boundedness of solutions are equivalent concepts. Furthermore, asymptotic stability, uniform asymptotic stability, \( L^1[0, \infty) \) stability, and (boundedness of all solutions of

\[ x' = D(t)x + F(t) \]

for every continuous and bounded \( F \) are all equivalent to the property that all solutions of (1.2) tend to zero as \( t \to \infty \). (The \( T \)-periodic assumption is stronger than necessary as may be seen in Hale [5, pp. 152–153].)

We are interested here in equivalent statements for (1.1) and their implications for a forced version of (1.1).

Stability definitions given below are from Driver [4] and Miller [9]. Existence, uniqueness, and continuation results are found in Driver [4].
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A solution of (1.1) with continuous initial function \( \varphi: [0, t_0] \to \mathbb{R}^n \) will be denoted by \( x(t, t_0, \varphi) \). If \( D \) is a matrix or a vector, \( |D| \) means the sum of the absolute values of the elements.

If the function is written without its argument, then that function is always understood to be \( t \).

**Definition 1.** The zero solution of (1.1) is stable if for every \( \varepsilon > 0 \) and any \( t_0 \geq 0 \) there exists a \( \delta > 0 \) such that \( |\varphi(t)| < \delta \) on \([0, t_0]\) and \( t \geq t_0 \) imply \( |x(t, t_0, \varphi)| < \varepsilon \).

**Definition 2.** The zero solution of (1.1) is uniformly stable if it is stable and the above \( \delta \) is independent of \( t_0 \).

**Definition 3.** The zero solution of (1.1) is asymptotically stable if it is stable and if for each \( t_0 \geq 0 \) there is an \( \eta > 0 \) such that \( |\varphi(t)| < \eta \) on \([0, t_0]\) implies \( x(t, t_0, \varphi) \to 0 \) as \( t \to \infty \).

**Definition 4.** The zero solution of (1.1) is uniformly asymptotically stable if it is uniformly stable, the above \( \eta \) is independent of \( t_0 \), and for every \( t_0 \geq 0 \) there is a \( T(t) \geq 0 \) such that \( |\varphi(t)| < \eta \) on \([0, t_0]\) and \( t \geq t_0 + T(t) \) imply \( |x(t, t_0, \varphi)| < \varepsilon \).

**Definition 5.** The zero solution of (1.1) is unstable if it is not stable.

**Definition 6.** The zero solution of (1.1) is completely unstable if there exists an \( \varepsilon > 0 \) and a \( t_0 \geq 0 \) such that for any \( \delta > 0 \), \( \delta < \varepsilon \) if \( \varphi: [0, t_0] \to \mathbb{R}^n \) is continuous, if \( \varphi(t) \neq 0 \), and if \( |\varphi(t)| < \delta \), then there is a \( t_1 > t_0 \) with \( |x(t_1, t_0, \varphi)| \geq \varepsilon \).

**Definition 7.** An \( n \times n \) matrix is said to be stable if all of its characteristic roots have negative real parts.

### 2. Stability

The following four papers will have significant bearing on our investigation.

I. In [9] R. K. Miller considered (1.1) with \( A \) constant and \( C = C(t - s) \) and showed that if \( Z(t) \) is the \( n \times n \) matrix satisfying

\[
Z'(t) = AZ(t) + \int_0^t C(t - s)Z(s) \, ds, \quad Z(0) = I,
\]

and if

\[
\int_0^\infty |C(t)| \, dt < \infty,
\]

then \( Z(t) \in L^1[0, \infty) \) if and only if the zero solution of (1.1) is uniformly asymptotically stable. He did not require that \( A \) be a stable matrix.

II. In [2] F. Brauer asked that (1.1) be a scalar equation with \( A \) constant and \( C(t, s) = C(t - s) \). He assumed that

\[
\int_0^\infty |C(t)| \, dt < \infty,
\]

and proved the following result.

(a) If \( C(t) > 0 \) and \( A + \int_0^\infty C(t) \, dt < 0 \), then the zero solution of (1.1) is uniformly asymptotically stable.
(b) If \( C(t) < 0, A + \int_0^{\infty} C(t) \, dt < 0 \), and \( \int_0^{\infty} |C(t)| \, dt \) is sufficiently small, then the zero solution of (1.1) is uniformly asymptotically stable.

(c) If \( A + \int_0^{\infty} C(t) \, dt > 0 \), the zero solution of (1.1) is not uniformly asymptotically stable.

III. In [3] Burton showed that if \( A \) is constant and

\[
C = C(t - s) \quad \text{with} \quad A \text{ stable} \quad \text{and} \quad \int_t^{\infty} |C(u - t)| \, du \text{ small},
\]

then

\[
\int_0^{\infty} |Z(t)| \, dt < \infty.
\]

Thus, (2.5) implies uniform asymptotic stability by I above.

IV. In [8] Levin considered a nonlinear scalar version of

\[
x'(t) = -\int_0^t a(t - s)x(s) \, ds
\]

and asked that

\[
(-1)^k a^{(k)}(t) \geq 0 \quad \text{for} \quad 0 \leq t < \infty
\]

and \( k = 0, 1, 2, 3 \) with \( a(t) \equiv a(0) \). He concluded that \( x^{(j)}(t) \to 0 \) as \( t \to \infty \) for \( j = 0, 1, 2 \).

Our first result is quite special as it concerns a scalar convolution equation with strong sign conditions, but it is thought provoking.

We consider the scalar equation

\[
x' = Ax + \int_0^t C(t - s)x(s) \, ds
\]

in which \( A \) is constant and \( C(t) \) is continuous for \( 0 \leq t < \infty \).

**Theorem 1.** Suppose \( A < 0, C(t) > 0, \) and \( A + \int_0^{\infty} C(t) \, dt \neq 0 \). The following statements are equivalent:

(i) All solutions of (2.7) tend to zero.

(ii) \( A + \int_0^{\infty} C(t) \, dt < 0 \).

(iii) Each solution of (2.7) is in \( L^1[0, \infty) \).

(iv) The zero solution of (2.7) is uniformly asymptotically stable.

(v) The zero solution of (2.7) is asymptotically stable.

**Proof.** We show that (i) implies (ii). Of course, (v) implies (i).

Suppose (i) holds, but \( A + \int_0^{\infty} C(t) \, dt > 0 \). Choose \( t_0 \) so large that \( A + \int_0^{t_0} C(s) \, ds > 0 \) and let \( \varphi(t) = 2 \) on \( [0, t_0] \). Then we claim that \( x(t, \varphi) > 1 \) on \( [t_0, \infty) \). If not, then there is a first \( t_1 \) with \( x(t_1) = 1 \) and, therefore, \( x'(t_1) \leq 0 \). But

\[
x'(t_1) = Ax(t_1) + \int_0^{t_1} C(t_1 - s)x(s) \, ds = A + \int_0^{t_1} C(s)x(t_1 - s) \, ds
\]

\[
> A + \int_0^{t_1} C(s) \, ds > A + \int_0^{t_0} C(s) \, ds > 0,
\]

a contradiction. Thus, (i) implies (ii).
Let (ii) hold and consider the Lyapunov functional
\[ V(t, x(\cdot)) = |x| + \int_0^t \int_0^\infty C(u - s) \, du \, |x(s)| \, ds. \]

If \( x(t) \) is a solution of (2.7), then for \( x \neq 0 \) we have
\[
V(t, x(\cdot)) \leq A |x| + \int_0^t C(t - s) |x(s)| \, ds
+ \int_t^\infty C(u - t) \, du \, |x| - \int_0^t C(t - s) |x(s)| \, ds
= \left[ A + \int_t^\infty C(u - t) \, du \right] |x| = \left[ A + \int_0^\infty C(u) \, du \right] |x| = -\alpha |x|,
\]
for some \( \alpha > 0 \). Thus,
\[
0 \leq V(t, x(\cdot)) \leq V(t_0, \varphi(\cdot)) - \alpha \int_{t_0}^t |x(s)| \, ds,
\]
and so \( \int_{t_0}^\infty |x(s)| \, ds < \infty \), as required. Thus, (ii) implies (iii).

Now Miller’s result (I) shows that (iii) implies (iv), while (iv) certainly implies (v).

The proof is complete.

**Remark 1.** The analog of the condition with (1.3) may also be inserted in the list of equivalences in Theorem 1. Details of this sort appear in Theorem 7.

**Remark 2.** The list of equivalences in Theorem 1 have some very practical applications. If \( Z(t) \) satisfies (2.1), then the variation of parameters formula for
\[
(2.8) \quad x' = Ax + \int_0^t C(t - s)x(s) \, ds + F(t),
\]
with \( F: [0, \infty) \rightarrow \mathbb{R}^n \) being continuous, is
\[
(2.9) \quad x(t, 0, x_0) = Z(t)x_0 + \int_0^t Z(t - s)F(s) \, ds.
\]
For example, under the conditions of Theorem 1, if \( A + \int_0^\infty |C(t)| \, dt < 0 \), then \( Z(t) \) is in \( L^1[0, \infty) \), \( Z(t) \) is bounded, and \( Z(t) \) tends to zero as \( t \rightarrow \infty \). Thus, from (2.9) we see that:

(a) If \( F \) is bounded, then \( x(t, 0, x_0) \) is bounded.

(b) If \( F \) is in \( L^1[0, \infty) \), then \( x(t, 0, x_0) \) tends to zero as \( t \rightarrow \infty \) (as we have the convolution of an \( L^1 \) function \( F \) with a function tending to zero \( (Z(t)) \)).

(c) If \( F(t) \rightarrow 0 \) as \( t \rightarrow \infty \), then \( x(t, 0, x_0) \rightarrow 0 \) as \( t \rightarrow \infty \) (as we have the convolution of an \( L^1 \) function \( (Z(t)) \) with a function tending to zero \( (F(t)) \)).

**Remark 3.** Theorem 1 shows that Brauer’s condition (2.4) was not needed. In fact, by slightly modifying the Lyapunov functional used in the proof of Theorem 1, we can also show that the sign condition on \( C(t) \) may be relaxed as it is stated in the following theorem.

**Theorem 2.** If \( A + \int_0^\infty |C(t)| \, dt < 0 \), then the zero solution of (2.7) is uniformly asymptotically stable.

**Proof.** Let
\[
V(t, x(\cdot)) = |x| + \int_0^t \int_0^\infty |C(u - s)| \, du \, |x(s)| \, ds.
\]
If \( x(t) = x(t, t_0, \varphi) \) is a solution of (2.7) then

\[
V_{(2.7)}(t, x(\cdot)) \leq A |x| + \int_0^t |C(t - s)| \, |x(s)| \, ds
+ \int_t^\infty |C(u - t)| \, du \, |x| - \int_0^t |C(t - s)| \, |x(s)| \, ds
\leq \left[ A + \int_0^\infty |C(u)| \, du \right] |x| = -\alpha |x| , \quad \alpha > 0.
\]

Thus, \( x(t) \) is in \( L^1[0, \infty) \) and so the proof is complete.

**Remark 4.** One might now question the severity of the condition

\[
A + \int_0^\infty |C(t)| \, dt < 0
\]

and ask whether or not a more relaxed condition, such as

\[
A + \left| \int_0^\infty C(t) \, dt \right| < 0,
\]

would guarantee the uniform asymptotic stability of the zero solution of (2.7).

The following example will show that the zero solution of (2.7) may be completely unstable under condition (2.10) even if we ask \( C(t) \) to be in \( L^1[0, \infty) \) and bounded.

**Example 1.** Consider the scalar equation

\[
x' = -x + \int_0^t C(t - s) x(s) \, ds,
\]

where

\[
C(t) = b \sin t \quad \text{if } 0 \leq t \leq 2\pi,
= 0 \quad \text{if } t \geq 2\pi,
\]

for some \( b > 0 \).

By writing (2.11) in the form

\[
x' = -x + \int_0^t C(s) x(t - s) \, ds,
\]

we have

\[
x' = -x + b \int_0^t (\sin s) x(t - s) \, ds \quad \text{if } 0 \leq t \leq 2\pi,
= -x + b \int_0^{2\pi} (\sin s) x(t - s) \, ds \quad \text{if } t \geq 2\pi
\]

or

\[
x' = -x + b \int_0^t [\sin(t - s)] x(s) \, ds \quad \text{if } 0 \leq t \leq 2\pi,
= -x + b \int_{t - 2\pi}^t [\sin(t - s)] x(s) \, ds \quad \text{if } t \geq 2\pi.
\]

Let \( t_0 = 2\pi \) and \( \varphi(t) = \lambda e^{t - t_0} \) on \([0, t_0]\), \( \lambda \) constant.

We will show that for some choice of \( b \), \( x(t) = \lambda e^{t - t_0} \) is a solution of (2.11) with \( x(t) = \varphi(t) \) on \([0, t_0]\).
Since
\[ \int_{t-2\pi}^{t} e^{s} \sin(t-s) \, ds = (1/2) e^{t} (1 - e^{-2\pi}), \]
then for \( b = [4e^{2\pi}]/(e^{2\pi} - 1) \), \( x(t) = \lambda e^{t-t_0} \) is a solution of (2.11) with \( x(t) = \varphi(t) \) on \([0, t_0]\).

Observe that \( C(t) \) is bounded, in \( L'[0, \infty) \), and (2.10) is satisfied.

**Remark 5.** The above example is a counterexample to a statement in Theorem 3 of Jordan's paper [7] where condition (2.10) is stated as a sufficient condition for the zero solution of (2.7) to be uniformly asymptotically stable.

Throughout this paper we will continue the discussion of stability of solutions of (2.7) where a condition such as (2.10) holds, namely \( A + \int_{0}^{\infty} C(t) \, dt < 0 \).

We now consider a more general scalar equation and give necessary and sufficient conditions for stability of the zero solution.

Let
\[ x' = A(t)x + \int_{0}^{t} C(t,s)x(s) \, ds \]
in which \( A: [0, \infty) \rightarrow \mathbb{R} \) is continuous and \( C \) is continuous for \( 0 < s < t < \infty \). We assume that \( \int_{0}^{\infty} |C(u,t)| \, du \) is defined for \( t > 0 \).

**Theorem 3.** Suppose there is a constant \( \alpha > 0 \) such that
\[ \int_{0}^{t} |C(t,s)| \, ds + \int_{t}^{\infty} |C(u,t)| \, du - 2|A(t)| \leq -\alpha. \]

Then (2.12) is stable if and only if \( A(t) < 0 \).

**Proof.** Suppose \( A(t) < 0 \) and consider the functional
\[ V(t, x(\cdot)) = x^2 + \int_{0}^{t} \int_{0}^{\infty} |C(u,s)| \, du \, x^2(s) \, ds. \]
The derivative of \( V(t, x(\cdot)) \) along a solution \( x(t) \) of (2.12) satisfies
\[
V'(t, x(\cdot)) \leq 2Ax^2 + 2 \int_{0}^{t} |C(t,s)| \, |x(s)| \, |x| \, ds
+ \int_{t}^{\infty} |C(u,t)| \, du \, x^2 - \int_{0}^{t} |C(t,s)| \, x^2(s) \, ds
\leq 2Ax^2 + \int_{0}^{t} |C(t,s)| \, (x^2(s) + x^2) \, ds
+ \int_{t}^{\infty} |C(u,t)| \, du \, x^2 - \int_{0}^{t} |C(t,s)| \, x^2(s) \, ds
= \left[ 2A + \int_{0}^{t} |C(t,s)| \, ds + \int_{t}^{\infty} |C(u,t)| \, du \right] x^2 \leq -\alpha x^2.
\]
As \( V \) is positive definite and \( V' \leq 0 \) it follows that \( x = 0 \) is stable.

Suppose that \( A(t) > 0 \) and consider the functional
\[ W(t, x(\cdot)) = x^2 - \int_{0}^{t} \int_{0}^{\infty} |C(u,s)| \, du \, x^2(s) \, ds \]
so that

\[ W''_{(2,12)}(t, x(\cdot)) \geq 2Ax^2 - 2\int_0^t |C(t, s)| |x(s)| |x| ds \]
\[ - \int_t^\infty |C(u, t)| du x^2 + \int_0^t |C(t, s)| x^2(s) ds \]
\[ \geq 2Ax^2 - \int_0^t |C(t, s)| (x^2(s) + x^2) ds \]
\[ - \int_\infty^t |C(u, t)| du x^2 + \int_0^t |C(t, s)| x^2(s) ds \]
\[ = \left[ 2A - \left( \int_0^t |C(t, s)| ds + \int_t^\infty |C(u, t)| du \right) \right] x^2 \geq \alpha x^2. \]

Now, given any \( t_0 > 0 \) and any \( \delta > 0 \), we can find a continuous function \( \varphi: [0, t_0] \to \mathbb{R} \) with \( |\varphi(t)| < \delta \) and \( W(t_0, \varphi(\cdot)) > 0 \) so that if \( x(t) = x(t, t_0, \varphi) \) is a solution of (2.12), then we have

\[(2.14) \quad x^2(t) \geq W(t, x(\cdot)) \geq W(t_0, \varphi(\cdot)) + \alpha \int_{t_0}^t x^2(s) ds \]
\[ \geq W(t_0, \varphi(\cdot)) + \alpha \int_{t_0}^t W(t_0, \varphi(\cdot)) ds \]
\[ = W(t_0, \varphi(\cdot)) + \alpha W(t_0, \varphi(\cdot))(t - t_0). \]

As \( t \to \infty \), \( |x(t)| \to \infty \). This completes the proof.

Corollary 1. If (2.13) holds and \( A(t) < 0 \) and bounded, then the zero solution of (2.12) is asymptotically stable.

Proof. We showed in the proof of Theorem 3 that \( V''_{(2,12)}(t, x(\cdot)) \leq -\alpha x^2 \). This implies that \( x^2(t) \) is in \( L^1[0, \infty) \) and \( x^2(t) \) is bounded. It follows from (2.13) and (2.12) that \( x'(t) \) is bounded. Thus, \( x(t) \to 0 \) as \( t \to \infty \). The proof is now complete.

Corollary 2. If (2.13) holds and \( A(t) > 0 \), then the zero solution of (2.12) is completely unstable. Furthermore, for any \( t_0 \geq 0 \) and any \( \delta > 0 \) there is a continuous function \( \varphi: [0, t_0] \to \mathbb{R} \) and a solution \( x(t, t_0, \varphi) \) with \( |\varphi(t)| < \delta \) and

\[ |x(t, t_0, \varphi)| \geq [c_1 + c_2(t - t_0)]^{1/2} \]

where \( c_1 \) and \( c_2 \) are positive constants depending on \( t_0 \) and \( \varphi \).

Proof. This is an immediate consequence of (2.14).

Remark 6. Notice that condition (2.13) would not hold if \( A(t) \) is allowed to vanish at some point \( t \geq 0 \). Therefore, Theorem 3 cannot apply unless \( A(t) \neq 0 \) for all \( t \geq 0 \). Our next result will consider equation (2.12) where \( A(t) \) may vanish at any \( t \geq 0 \). Equations such as (2.12) where \( A(t) \equiv 0 \) have been considered by Levin [8].

We select a continuous function \( G(t, s) \) with

\[(2.15) \quad \partial G(t, s)/\partial t = C(t, s) \]

and let

\[ Q(t) = A(t) - G(t, t), \]
so that (2.12) may be written as

\[
(2.16) \quad x' = Q(t)x + \left( \frac{d}{dt} \right) \int_0^t G(t, s)x(s) \, ds.
\]

**Theorem 4.** Suppose (2.15) holds and there are constants \( Q_1, Q_2, J \) and \( R \) with \( R < 2 \) such that

(i) \( 0 < Q_1 \leq |Q(t)| \leq Q_2 \),

(ii) \( \int_0^t |G(t, s)| \, ds \leq J < 1 \), and

(iii) \( \int_0^t |G(t, s)| \, ds + \int_0^\infty |G(u, t)| \, du \leq RQ_1/Q_2 \)

for \( 0 \leq t < \infty \). Furthermore, suppose there is a continuous function \( h: [0, \infty) \to [0, \infty) \) with \( |G(t, s)| \leq h(t - s) \) and \( h(u) \to 0 \) as \( u \to \infty \). Then the zero solution is stable if and only if \( Q(t) < 0 \).

**Proof.** Suppose \( Q(t) < 0 \) and consider the functional

\[
V(t, x(\cdot)) = \left( x - \int_0^t G(t, s)x(s) \, ds \right)^2 + Q_2\int_0^t \int_t^\infty |G(u, s)| \, du x^2(s) \, ds.
\]

The derivative of \( V \) along a solution \( x(t) \) of (2.16) satisfies

\[
V_{(2.16)}(t, x(\cdot)) = 2\left( x - \int_0^t G(t, s)x(s) \, ds \right)Q(t)x
\]

\[
+ Q_2\int_0^t |G(u, t)| \, du x^2 - Q_2\int_0^t |G(t, s)| x^2(s) \, ds
\]

\[
\leq 2Qx^2 + Q_2\int_0^t |G(u, t)| \, du x^2 - Q_2\int_0^t |G(t, s)| x^2(s) \, ds
\]

\[
= \left[ 2Q + Q_2 \left( \int_0^t |G(t, s)| \, ds + \int_t^\infty |G(u, t)| \, du \right) \right] x^2
\]

\[
\leq \left[ 2Q + RQ_1 \right] x^2 \leq [-2Q_1 + RQ_1] x^2 = -\beta x^2, \quad \beta > 0.
\]

Let \( \varepsilon > 0 \) and \( t_0 \geq 0 \) be given. We propose to find \( \delta > 0 \) so that if \( |\varphi(t)| < \delta \) on \([0, t_0]\), then \( |x(t, t_0, \varphi)| < \varepsilon \) for all \( t \geq t_0 \).

Since \( V_{(2.16)}(t, x(\cdot)) \leq 0 \) for all \( t \geq t_0 \), then

\[
V(t, x(\cdot)) = V(t_0, \varphi(\cdot))
\]

\[
= \left| \varphi(t_0) - \int_0^{t_0} G(t_0, s)\varphi(s) \, ds \right|^2 + Q_2\int_0^{t_0} \int_{t_0}^\infty |G(u, s)| \, du \varphi^2(s) \, ds
\]

\[
\leq \delta^2 \left[ 1 + \int_0^{t_0} |G(t_0, s)| \, ds \right]^2 + Q_2\delta^2 \int_0^{t_0} \int_{t_0}^\infty |G(u, s)| \, du \, ds \leq \delta^2 N^2
\]

where

\[
N^2 = \left( 1 + RQ_1/Q_2 \right)^2 + Q_2\int_0^{t_0} \int_{t_0}^\infty |G(u, s)| \, du \, ds.
\]
Now,
\[ V(t, x(\cdot)) \geq \left( x(t) - \int_0^t G(t, s)x(s) \, ds \right)^2 \geq \left( |x(t)| - \left| \int_0^t G(t, s)x(s) \, ds \right| \right)^2. \]
Thus
\[ |x(t)| - \left| \int_0^t G(t, s)x(s) \, ds \right| \leq \delta N \]
or
\[ |x(t)| \leq \delta N + \int_0^t |G(t, s)||x(s)| \, ds. \]

Now, so long as \(|x(t)| < \varepsilon\), we have
\[ |x(t)| < \delta N + \varepsilon \int_0^t |G(t, s)| \, ds \leq \delta N + \varepsilon < \varepsilon, \]
for all \(t \geq t_0\) provided \(\delta < \varepsilon(1 - J)/N\). Since (2.12) and (2.16) are the same equation, then the zero solution of (2.12) is stable.

Suppose now that \(Q(t) > 0\) and consider the functional
\[
W(t, x(\cdot)) = \left( x - \int_0^t G(t, s)x(s) \, ds \right)^2 - Q_2 \int_0^t \int_s^\infty |G(u, s)| \, du \, x^2(s) \, ds.
\]
Then
\[
W_{(2.16)}(t, x(\cdot)) = 2\left( x - \int_0^t G(t, s)x(s) \, ds \right)Q(t)x
- Q_2 \int_t^\infty |G(u, t)| \, du \, x^2 + Q_2 \int_0^t |G(t, s)| \, x^2(s) \, ds
\geq 2Qx^2 - Q_2 \int_t^\infty |G(u, t)| \, du \, x^2 + Q_2 \int_0^t |G(t, s)| \, x^2(s) \, ds
- Q_2 \int_t^\infty |G(u, t)| \, du \, x^2 + Q_2 \int_0^t |G(t, s)| \, x^2(s) \, ds
= [2Q - Q_2 \left( \int_0^t |G(t, s)| \, ds + \int_t^\infty |G(u, t)| \, du \right)]x^2
\geq [2Q_1 - RQ_1]x^2 = \gamma x^2
\]
where \(\gamma = 2Q_1 - RQ_1\).

Now, given any \(t_0 \geq 0\) and any \(\delta > 0\), we can find a continuous function \(\varphi: [0, t_0] \to R\) with \(|\varphi(t)| < \delta\) and \(W(t_0, \varphi(\cdot)) > 0\) so that if \(x(t) = x(t, t_0, \varphi)\) is a solution of (2.12), then we have
\[
\left( x(t) - \int_0^t G(t, s)x(s) \, ds \right)^2 \geq W(t, x(\cdot)) \geq W(t_0, \varphi(\cdot)) + \gamma \int_{t_0}^t x^2(s) \, ds.
\]

We will show that \(x(t)\) is unbounded. If \(x(t)\) is not unbounded, then as \(\int_0^1 |G(t, s)| \, ds\) is bounded, we have \(\int_0^t G(t, s)x(s) \, ds\) bounded and hence \(x^2(t)\) is in \(L^1[0, \infty)\).
Using the Schwarz inequality, we have
\[
\left( \int_0^t | G(t, s) | | x(s) | ds \right)^2 = \left( \int_0^t | G(t, s) |^{1/2} | G(t, s) |^{1/2} | x(s) | ds \right)^2 
\leq \int_0^t | G(t, s) | ds \int_0^t | G(t, s) | x^2(s) ds 
\leq \int_0^t | G(t, s) | ds \int_0^t h(t - s) x^2(s) ds.
\]

The last integral is the convolution of an \( L^1 \) function with a function tending to zero. Thus the integral tends to zero as \( t \to \infty \) and hence
\[
\int_0^t G(t, s) x(s) ds \to 0 \quad \text{as} \quad t \to \infty.
\]

Since
\[
|x - \int_0^t G(t, s) x(s) ds| \geq \left[ W(t_0, \varphi(\cdot)) \right]^{1/2},
\]
then for sufficiently large \( T \), \( |x(t)| \geq \alpha \) for some \( \alpha > 0 \) and all \( t \geq T \). This contradicts \( x^2(t) \) being in \( L^1[0, \infty) \). Thus, \( x(t) \) is unbounded and the zero solution of (2.12) is unstable. This completes the proof.

Let us now apply Theorems 3 and 4 to equation (2.7) so that we may easily evaluate them.

As \( C(t, s) = C(t - s) \) and \( A(t) = A = \text{constant} \), we assume that \( | \int_0^\infty C(v) dv | < \infty \) and define \( G(t) \) by \( G(t) = -\int_0^\infty C(v) dv \) so that
\[
Q = A - G(0) = A + \int_0^\infty C(v) dv.
\]

Thus, Theorems 3 and 4 take the following forms.

**Theorem 3'**. Suppose that \( \int_0^\infty | C(v) | dv < | A | \). Then the zero solution of (2.7) is stable if and only if \( A < 0 \).

**Theorem 4'**. Suppose that \( A + \int_0^\infty C(v) dv \neq 0 \) and
\[
\int_0^\infty \left| \int_t^\infty C(v) dv \right| dt < 1.
\]

Then the zero solution of (2.7) is stable if and only if \( A + \int_0^\infty C(v) dv < 0 \).

**Proof.** As \( Q \neq 0 \), we take \( Q_1 = Q_2 = |Q| \). Now
\[
\int_0^t | G(t - s) | ds = \int_0^t | G(v) | dv \leq \int_0^\infty | G(t) | dt = \int_0^\infty \left| \int_t^\infty C(v) dv \right| dt < 1
\]
and
\[
\int_t^\infty | G(t - u) | du = \int_0^\infty | G(t) | dt < 1.
\]

Thus, all conditions of Theorem 4 are satisfied. This completes the proof.

Theorem 4' may now be extended as follows.
Theorem 5. Suppose that

(2.17) \[ \int_0^\infty \left| \int_t^\infty C(v) \, dv \right| \, dt < 1. \]

Then the zero solution of (2.7) is stable if and only if \( A + \int_0^\infty C(v) \, dv \leq 0. \)

Proof. We need only prove stability when \( Q = A + \int_0^\infty C(v) \, dv = 0. \) In this case, (2.7) reduces to \( x'(t) = (d/dt)\int_0^t G(t - s) x(s) \, ds. \)

Let \( \epsilon > 0 \) and \( t_0 > 0 \) be given. We propose to find \( \delta > 0 \) so that if \( \phi: [0, t_0] \to \mathbb{R} \) is continuous with \( |\phi(t)| < \delta \) then \( |x(t, t_0, \phi)| < \epsilon \) for \( t \geq t_0. \)

By integrating the equation from \( t_0 \) to \( t \) we obtain

\[
\begin{aligned}
\phi(t) &= \phi(t_0) + \int_{t_0}^t G(t - s) x(s) \, ds - \int_{t_0}^t G(t_0 - s) \phi(s) \, ds \\
&= 2\delta + \int_{t_0}^t G(t - s) |x(s)| \, ds.
\end{aligned}
\]

So long as \( |x(t)| < \epsilon \) we have

\[
|\phi(t)| \leq 2\delta + \epsilon \int_{t_0}^t |G(t - s)| \, ds \leq 2\delta + \epsilon \int_{0}^\infty |G(v)| \, dv = 2\delta + \epsilon P,
\]

where \( P = \int_{0}^\infty |G(v)| \, dv. \) Thus, \( |\phi(t)| \leq 2\delta + \epsilon P < \epsilon \) provided that \( \delta < \epsilon(1 - P)/2. \)

For this choice of \( \delta, \) \( |\phi(t)| < \epsilon \) for all \( t \geq t_0 \) and hence \( x = 0 \) is stable. This completes the proof.

Combining Theorems 1 and 4', we obtain

Theorem 6. If \( A < 0, C(t) > 0, A + \int_0^\infty C(v) \, dv \neq 0 \) and \( \int_0^\infty |\int_t^\infty C(v) \, dv| \, dt < 1, \) then the zero solution of (2.7) is uniformly asymptotically stable if and only if it is stable.

Obviously, Theorem 5 provides a simple and practical way of investigating stability of the zero solution of (2.7). What one would hope to see now is that condition (2.17) is not severe. To this end we present the following example.

Example 2. Consider the equation

\[ x' = (1 - \epsilon)x + (2\epsilon - 1) \int_0^t e^{(2\epsilon - 1)(t - s)} x(s) \, ds. \]

For any \( \epsilon > 0 \) with \( 0 < \epsilon < \frac{1}{2}, \) the zero solution is unstable, while \( A + \int_0^\infty C(t) \, dt = -\epsilon < 0 \) and \( \int_0^\infty |\int_t^\infty C(v) \, dv| \, dt \leq 1/(1 - 2\epsilon) > 1. \) We may choose \( \epsilon \) as close to zero as we please.

Proof. We may differentiate the equation to obtain

\[ x'' - \epsilon x' + \epsilon(1 - 2\epsilon)x = 0, \]

all of whose characteristic roots have positive real parts for \( 0 < \epsilon < \frac{1}{2}. \) Thus, the integrodifferential equation is unstable.

This example shows that assumption (2.17) is very mild and hence Theorem 5 is indeed a sharp one. Furthermore, if (2.17) holds, then for \( A < 0 \) and \( C(t) > 0, \) the
negation of the inequality in Theorem 3', that is \( \int_0^\infty |C(t)| \, dt > |A| \), would imply, by Theorem 5, that the zero solution is unstable. Consequently, Theorem 3' is also a sharp one.

In the next section we obtain a modified version of Theorem 5 which also yields a simple and practical criterion for uniform asymptotic stability of the zero solution of (2.7).

3. System. We consider the system

\[
(3.1) \quad x' = Ax + \int_0^t C(t - s)x(s) \, ds
\]

in which \( A \) and \( C \) are \( n \times n \) matrices, \( n \geq 1 \), \( C(t) \) is continuous for \( 0 \leq t < \infty \), and \( A \) is constant.

Let \( Z(t) \) be the \( n \times n \) matrix satisfying

\[
(3.2) \quad Z'(t) = AZ(t) + \int_0^t C(t - s)Z(s) \, ds, \quad Z(0) = I.
\]

**Theorem 7.** Suppose there is a constant \( M > 0 \) such that for \( 0 < t_0 < \infty \) and \( 0 \leq t < \infty \) we have

\[
(3.3) \quad \int \int C(u + v) \, du \, dv \leq M.
\]

Then the following statements are equivalent.

(i) \( Z(t) \to 0 \) as \( t \to \infty \).

(ii) All solutions \( x(t, t_0, \phi) \) of (3.1) tend to zero as \( t \to \infty \).

(iii) The zero solution of (3.1) is uniformly asymptotically stable.

(iv) \( Z(t) \) is in \( L^1[0, \infty) \) and \( Z(t) \) is bounded.

(v) Every solution \( x(t, 0, x_0) \) of

\[
(3.4) \quad x' = Ax + \int_0^t C(t - s)x(s) \, ds + F(t)
\]

on \([0, \infty)\) is bounded for every bounded and continuous \( F: [0, \infty) \to \mathbb{R}^n \).

(vi) The zero solution of (3.1) is asymptotically stable.

Furthermore, the following are also equivalent.

(vii) \( Z(t) \) is bounded.

(viii) All solutions \( x(t, t_0, \phi) \) of (3.1) are bounded.

(ix) The zero solution of (3.1) is uniformly stable.

(x) The zero solution of (3.1) is stable.

**Proof.** Let (i) hold. Then a solution \( x(t, t_0, \phi) \) of (3.1) may be considered as a solution of

\[
x' = Ax + \int_0^t C(t - s)\phi(s) \, ds + \int_0^t C(t - s)x(s) \, ds
\]

for \( t \geq t_0 \) with the second term on the right being treated as a forcing term. If we translate the equation by \( y(t) = x(t + t_0) \), we obtain

\[
y'(t) = Ay(t) + \int_0^t C(t - s)y(s) \, ds + \int_0^t C(t + t_0 - s)\phi(s) \, ds.
\]
We may now apply the variation of parameters formula (2.9) and write

\[ y(t) = Z(t)\varphi(t_0) + \int_0^t Z(t - u) \int_0^u C(u + t_0 - s)\varphi(s) \, ds \, du. \]

The substitution \( s = t_0 - v \) yields

\[ y(t) = Z(t)\varphi(t_0) + \int_0^t Z(t - u) \int_0^v C(u + v)\varphi(t_0 - v) \, dv \, du. \]

As \( |\varphi(t)| \leq K, K > 0, \) on \([0, t_0]\), we have

\[ |y(t)| \leq K |Z(t)| + K \int_0^t |Z(t - u)| \int_0^u |C(u + v)| \, dv \, du. \]

The last term is the convolution of an \( L^1[0, \infty) \) function \( (\int_0^u |C(u + v)| \, dv) \) with a function tending to zero \( (Z(t)) \) and so it tends to zero. Thus, (i) implies (ii).

Suppose that (ii) holds. Then, in particular, all solutions of the form \( x(t, 0, x_0) \) tend to zero, implying that \( Z(t) \to 0 \) as \( t \to \infty \). Now \( \int_0^t \int_0^u |C(u + v)| \, dv \, du \leq M \) uniformly in \( t_0 \). Thus the integral \( \int_0^t |Z(t - u)| \int_0^u |C(u + v)| \, dv \, du \) tends to zero uniformly in \( t_0 \) and hence \( x(t, t_0, \varphi) \) tends to zero uniformly in \( t_0 \) for bounded \( \varphi \). Thus, (ii) implies (iii).

Let (iii) hold. Then Miller’s result (I) implies that \( Z(t) \) is \( L^1[0, \infty) \). Also, the uniform asymptotic stability implies \( Z(t) \) bounded. Hence, (iv) holds.

Suppose (iv) is satisfied. Then solutions \( x(t, 0, x_0) \) of (3.4) on \([0, \infty)\) are expressed as

\[ x(t) = Z(t)x(0) + \int_0^t Z(t - s)F(s) \, ds. \]

As \( Z(t) \) is \( L^1[0, \infty) \) and bounded and as \( F \) is bounded, then \( x(t) \) is bounded. Hence, (v) holds.

Suppose (v) is satisfied. Then the argument in the proof of Perron’s theorem (cf. Hale [5, p. 152]) yields \( Z(t) \) being \( L^1[0, \infty) \). This, in turn, implies uniform asymptotic stability. Of course, uniform asymptotic stability implies asymptotic stability and so (v) implies (vi).

Certainly, (vi) implies (i). This completes the proof of the first set of equivalences.

Let (vii) hold. The variation of parameters formula implies that \( x(t, \varphi) \) is bounded. Thus, (viii) holds.

Suppose (viii) is satisfied. Then \( |Z(t)| \leq P \) and \( \int_0^t \int_0^u |C(u + v)| \, dv \, du \leq M \) imply that whenever \( |\varphi(t)| < \delta \) on \([0, t_0]\) we have

\[ |x(t + t_0, \varphi)| \leq P |\varphi(t_0)| + \delta \int_0^t |Z(t - u)| \int_0^u |C(u + v)| \, dv \, du \]

\[ \leq P\delta + \delta PM < \epsilon, \]

provided that \( \delta < \epsilon/(P + PM) \). Hence, \( x = 0 \) is uniformly stable. Thus, (viii) implies (ix).

Certainly, (ix) implies (x).
Finally, if \( x = 0 \) is stable, then \( Z(t) \) is bounded so (x) implies (vii). This completes the proof of the theorem.

Now, we would like to extend Theorem 3 to the system
\[
(3.5) \quad x' = Ax + \int_0^t C(t, s)x(s) \, ds
\]
where \( A \) and \( C \) are \( n \times n \) matrices, \( n \gg 1 \), \( A \) constant, and \( C \) is continuous for \( 0 \leq s \leq t < \infty \).

To this end, we are interested in finding an \( n \times n \) symmetric matrix which satisfies the equation
\[
(3.6) \quad A^TB + BA = -I.
\]

It will be recognized that (3.6) is the standard equation from stability theory when \( A \) is a stable matrix (cf. Hale [5, p. 295]). For if the characteristic roots of \( A \) all have negative real parts, then (3.6) has a unique symmetric positive definite solution matrix \( B \) and the Lyapunov function \( V = x^TBx \) satisfies \( V' = -x^Tx \) along any solution of \( x' = Ax \).

It is immediate that if all characteristic roots of \( A \) have positive real parts then (3.6) has a unique symmetric negative definite solution \( B \).

Moreover, according to Barbashin [1, p. 1100], if \( \lambda_1, \ldots, \lambda_k \) are the characteristic roots of \( A \), then (3.6) has a unique symmetric solution provided that \( \lambda_i + \lambda_j \neq 0 \) for any \( i \) and \( j \).

It is easily shown that if \( A \) has a characteristic root with zero real part then (3.6) has no solution.

One may construct examples of \( A \) having \( \lambda_i + \lambda_j = 0 \) and (3.6) having a solution, but not a unique one. Moreover, there are examples in which \( \lambda_i + \lambda_j = 0 \) and (3.6) has no solution; however, in those same examples if a symmetric positive definite matrix \( D \) is properly chosen then
\[
(3.6)' \quad A^TB + BA = -D
\]
can be solved for \( B \). In the following theorems equation (3.6)' is a satisfactory substitute for (3.6).

**Theorem 8.** Suppose (3.6) holds for some symmetric matrix \( B \) and that there is a constant \( M > 0 \) such that
\[
(3.7) \quad |B| \left( \int_0^t |C(t, s)| \, ds + \int_t^\infty |C(u, t)| \, du \right) \leq M < 1.
\]

Then the zero solution of (3.5) is stable if and only if \( B \) is positive definite.

**Proof.** We consider the functional
\[
V(t, x(\cdot)) = x^TBx + |B| \int_0^t \int_t^\infty |C(u, s)| \, du \, |x(s)|^2 \, ds.
\]
Differentiate $V$ along a solution $x(t)$ of (3.5) to obtain

$$V'(t, x(\cdot)) = \left[ x^T A^T + \int_0^t x^T(s) C^T(t, s) \, ds \right] Bx + x^T B \left[ A x + \int_0^t C(t, s) x(s) \, ds \right]$$

$$+ |B| \int_t^\infty |C(u, t)| \, du \ |x|^2 - |B| \int_0^t |C(t, s)| |x(s)|^2 \, ds$$

$$\leq -|x|^2 + 2 x^T B \int_0^t C(t, s) x(s) \, ds$$

$$+ |B| \int_t^\infty |C(u, t)| \, du \ |x|^2 - |B| \int_0^t |C(t, s)| |x(s)|^2 \, ds$$

where $\alpha = 1 - M > 0$.

Now, if $B$ is positive definite, then $x^T B x > 0$ for all $x \neq 0$ and hence $V(t, x(\cdot))$ is positive definite with $V'(t, x(\cdot))$ negative definite. Thus, $x = 0$ is stable.

Suppose that $x = 0$ is stable but $B$ is not positive definite. Then there is an $x_0 \neq 0$ with $x_0^T B x_0 < 0$. If $x_0^T B x_0 = 0$, then along the solution $x(t, 0, x_0)$, $V(0, x_0) = x_0^T B x_0 = 0$ and $V'(t, x(\cdot)) \leq -\alpha |x|^2$ so that for some $t_1 > 0$ we have $V(t_1, x(\cdot)) < 0$. Thus $x^T(t_1) B x(t_1) < 0$.

Hence, if $x^T B x$ is not always positive for $x \neq 0$, we may suppose there is an $x_0 \neq 0$ with $x_0^T B x_0 < 0$.

Let $\epsilon = 1$ and $t_0 = 0$. Since $x = 0$ is stable, there is a $\delta > 0$ such that $|x_0| < \delta$ implies $|x(t, 0, x_0)| < 1$ for $t \geq 0$. We may choose $x_0$ so that $|x_0| < \delta$ and $x_0^T B x_0 < 0$.

Letting $x(t) = x(t, 0, x_0)$, we have

$$x^T(t) B x(t) \leq V(t, x(\cdot)) \leq V(0, x_0) - \alpha \int_0^t |x(s)|^2 \, ds$$

$$\leq x_0^T B x_0 - \alpha \int_0^t |x(s)|^2 \, ds.$$

We show that $x(t)$ is bounded away from zero. Suppose not; then there is a sequence $\{t_n\}$ tending to infinity monotonically such that $x(t_n) \to 0$. Hence, $x^T(t_n) B x(t_n) \to 0$, a contradiction to $x^T(t) B x(t) \leq x_0^T B x_0 < 0$.

Thus there is a $\gamma > 0$ with $|x(t)|^2 \geq \gamma t$ so that $x^T(t) B x(t) \leq x_0^T B x_0 - \alpha \gamma t$, implying that $|x(t)| \to \infty$ as $t \to \infty$. This contradicts $|x(t)| < 1$ and completes the proof.

If $C(t, s) = C(t - s)$, then (3.5) reduces to

$$x' = Ax + \int_0^t C(t - s) x(s) \, ds$$

and (3.7) reduces to $2 |B| \int_0^\infty |C(v)| \, dv < 1$. We then have the following result.
Corollary 3. Suppose (3.6) holds for some symmetric matrix $B$. If
\[ 2 |B| \left( \int_0^\infty |C(v)| \, dv \right) < 1, \]
then the zero solution of (3.8) is stable if and only if $B$ is positive definite.

We now prove a complete instability result which extends Corollary 2 to (3.5).
Let $B$ be a positive definite symmetric matrix satisfying
\[ A^T B + BA = I. \]

Theorem 9. Suppose (3.9) holds and
\[ |B| \int_0^t \int_0^\infty |C(u, t)| \, du \, |x(s)|^2 \, ds + |B| \int_0^t \int_0^\infty |C(t, s)| \, du \, |x(s)|^2 \, ds \leq M < 1. \]

Then the zero solution of (3.5) is completely unstable. Furthermore, for any $t_0 \geq 0$ and any $\delta > 0$ there is a continuous function $\varphi[0, t_0] \to \mathbb{R}^n$ with $|\varphi(t)| < \delta$ and $|x(t, t_0, \varphi)| \geq |c_1 + c_2(t - t_0)|^{1/2}$ for all $t \geq t_0$. Here, $c_1$ and $c_2$ are positive constants depending on $t_0$ and $\varphi$.

Proof. Consider the functional
\[ V(t, x(\cdot)) = x^T B x - |B| \int_0^t \int_0^\infty |C(u, s)| \, du \, |x(s)|^2 \, ds \]
and compute its derivative along the solution $x(t) = x(t, t_0, \varphi)$ of (3.5) so that
\[
\begin{align*}
V_{(3,5)}(t, x(\cdot)) &= \left[ x^T A^T + \int_0^t x^T(s)C^T(t, s) \, ds \right] B x + x^T B \left[ A x + \int_0^t C(t, s)x(s) \, ds \right] \\
&= x^T x + 2 \int_0^t x^T B C(t, s)x(s) \, ds \\
&\quad - |B| \int_0^t |C(u, t)| \, du \, |x|^2 + |B| \int_0^t |C(t, s)| \, |x(s)|^2 \, ds \\
&\geq |x|^2 - 2 |B| \int_0^t |C(u, t)| \, du \, |x|^2 + |B| \int_0^t |C(t, s)| \, |x(s)|^2 \, ds \\
&\geq |x|^2 - |B| \int_0^t |C(u, t)| \, du \, |x| \, |x(s)| \, |x(s)|^2 \, ds \\
&\geq |x|^2 - |B| \int_0^t |C(t, s)| \, \left( |x|^2 + |x(s)|^2 \right) \, ds \\
&\geq \left[ 1 - |B| \left( \int_0^t |C(t, s)| \, ds + \int_t^\infty |C(u, t)| \, du \right) \right] |x|^2 \\
&\geq \left[ 1 - M \right] |x|^2 = \gamma |x|^2
\end{align*}
\]
where $\gamma = 1 - M > 0$. 

Choose \( \varphi \) on \([0, t_0]\) so that \( V(t_0, \varphi(\cdot)) > 0 \). In particular, if \( t_0 = 0 \), then for any \( \varphi(0) \neq 0 \) we have \( V(0, \varphi(\cdot)) > 0 \). Then

\[
|B|^2 x(t)^2 \geq x^T(t)Bx(t) \geq V(t, x(\cdot)) \geq V(t_0, \varphi(\cdot)) + \gamma \int_{t_0}^t |x(s)|^2 \, ds
\]

for all \( t \geq t_0 \). As \( |x(t)|^2 \geq V(t_0, \varphi(\cdot))/|B| \), we have

\[
|B|^2 |x(t)|^2 \geq V(t_0, \varphi(\cdot)) + \gamma V(t_0, \varphi(\cdot))(t - t_0)/|B|.
\]

If \( t_0 = 0 \) and \( \varphi(0) \neq 0 \), then

\[
|x(0)|^2 \geq [\varphi^T(0)B\varphi(0)]/|B| + (\gamma/|B|^2)[\varphi^T(0)B\varphi(0)]t.
\]

This is complete instability. The proof is now complete.

Select an \( n \times n \) matrix \( G(t) \) with

\[
\frac{\partial G(t)}{\partial t} = C(t)
\]

and set

\[
Q = A - G(0),
\]

so that (3.8) takes the form

\[
x' = Qx + (d/dt) \int_0^t G(t - s)x(s) \, ds.
\]

Let \( D \) be a symmetric matrix satisfying

\[
Q^TD + DQ = -I.
\]

If \( D \) is any positive definite matrix, then there is a positive constant \( k \) such that

\[
k |x|^2 \leq x^TDx \quad \text{for all } x.
\]

**Theorem 10.** Suppose (3.12)–(3.15) hold. Let

(i) \( 2 \langle DQ, \int_0^\infty |G(v)| \, dv \rangle < 1 \) and

(ii) \( G(t) \rightarrow 0 \) as \( t \rightarrow \infty \).

Then the zero solution of (3.8) is stable if and only if \( D \) is positive definite.

**Proof.** Consider the functional

\[
V(t, x(\cdot)) = \left( x - \int_0^t G(t - s)x(s) \, ds \right)^T D \left( x - \int_0^t G(t - s)x(s) \, ds \right)
\]

\[
+ |DQ| \int_0^\infty |G(u - s)| \, du \, |x(s)|^2 \, ds,
\]

so that along a solution \( x(t) \) of (3.14) we have

\[
V_{(3.14)}(t, x(\cdot)) = x^TQ^TD \left( x - \int_0^t G(t - s)x(s) \, ds \right)
\]

\[
+ \left( x - \int_0^t G(t - s)x(s) \, ds \right)^T DQx
\]

\[
+ |DQ| \int_0^\infty |G(u - t)| \, du \, |x|^2 - |DQ| \int_0^t |G(t - s)||x(s)|^2 \, ds
\]
Suppose \( D \) is positive definite and let \( \epsilon > 0 \) and \( t_0 \geq 0 \) be given. We must find \( \delta > 0 \) so that if \( |\varphi(t)| < \delta \) on \([0, t_0]\), then \( |x(t, t_0, \varphi)| < \epsilon \) for \( t > t_0 \). As 

\[
V'(t, x(\cdot)) < 0,
\]

then \( V(t, x(\cdot)) < V(t_0, \varphi(\cdot)) \leq \|D\left(\|\varphi(t_0)\| + \int_{t_0}^t \|G(t-s)\| |\varphi(s)| \, ds\right)\|^2 + \|DQ\| \int_{t_0}^t \int_0^\infty |G(u-s)| |\varphi(s)|^2 \, ds \leq \delta^2 N^2 \) for some \( N > 0 \).

Using (3.16) we have

\[
V'(t, x(\cdot)) \geq \left( x - \int_0^t G(t-s)x(s) \, ds \right)^T \left( x - \int_0^t G(t-s)x(s) \, ds \right) \geq k^2 \left( \|x\| - \|\int_0^t G(t-s)x(s) \, ds\| \right)^2, \quad k \neq 0.
\]

Thus,

\[
|x(t)| \leq (\delta N/k) + \int_0^t \|G(t-s)\| |x(s)| \, ds.
\]

So long as \( |x(t)| < \epsilon \), we have \( |x(t)| < (\delta N/k) + \epsilon \int_0^\infty |G(v)| \, dv < \epsilon \) for all \( t \geq t_0 \), provided that \( \delta < (k/N)(1 - \int_0^\infty |G(v)| \, dv) \epsilon \). By (i) and the fact that \( 2|DQ| \geq 1 \), the right-hand side of the above inequality is positive. Hence, \( x = 0 \) is stable.

Now, suppose that \( x = 0 \) is stable but \( D \) is not positive definite. Then it can be shown that there is an \( x_0 \neq 0 \) with \( x_0^T D x_0 < 0 \) and \( |x_0| < \delta \) for any given \( \delta > 0 \). As \( x = 0 \) is stable, we may choose \( \delta \) so that \( |x_0| < \delta \) implies \( |x(t, 0, x_0)| < 1 \) for all \( t \geq 0 \).

Letting \( x(t) = x(t, 0, x_0) \), we have

\[
V'(t, x(\cdot)) \leq V(0, x_0) - \mu \int_0^t \|x(s)\|^2 \, ds = -\mu \int_0^t \|x(s)\|^2 \, ds,
\]

where \( \eta = -x_0^T D x_0 > 0 \). Thus,

\[
\begin{align*}
(3.17) \quad \left( x(t) - \int_0^t G(t-s)x(s) \, ds \right)^T D \left( x(t) - \int_0^t G(t-s)x(s) \, ds \right) & \leq -\eta \int_0^t \|x(s)\|^2 \, ds.
\end{align*}
\]

Using the Schwarz inequality as in the proof of Theorem 4, we conclude that

\[
\left( \int_0^t \|G(t-s)\| |x(s)| \, ds \right)^2 \leq \int_0^t \|G(t-s)\| \, ds \int_0^t \|G(t-s)\| |x(s)|^2 \, ds.
\]
As $|x(t)| < 1$ and $\int_0^t |G(t-s)| \, ds$ is bounded, then $\int_0^t G(t-s)x(s) \, ds$ is bounded. By (3.17) it follows that

$$\eta + \mu \int_0^t |x(s)|^2 \, ds \leq |D| \left( |x(t)| + \left| \int_0^t G(t-s)x(s) \, ds \right| \right)^2 \leq K$$

for some constant $K$. Thus, $|x(t)|^2$ is in $L^1[0, \infty)$. Now, $G(t) \to 0$ as $t \to \infty$ and $|x(t)|^2$ in $L^1$ imply that $\int_0^t |G(t-s)||x(s)|^2 \, ds \to 0$ as $t \to \infty$. Thus, by the Schwarz inequality argument, $\int_0^t G(t-s)x(s) \, ds \to 0$ as $t \to \infty$.

By (3.17) we see that for large $t$ then $x^T(t) Dx(t) \leq -\eta/2$. Moreover, as $x \to 0$ we have $x^T D x \to 0$. Hence, we conclude that $|x(t)|^2 \geq \gamma$ for some $\gamma > 0$ and all $t$ sufficiently large. Thus, $\int_0^t |x(t)|^2 \, dt \to \infty$ as $t \to \infty$, contradicting $|x(t)|^2$ being in $L^1[0, \infty)$. Therefore, the assumption that $D$ is not positive definite is false and the proof is complete.

If

\begin{equation}
(3.18) \quad \left| \int_0^\infty C(v) \, dv \right| < \infty,
\end{equation}

we may define $G(t)$ by

\begin{equation}
(3.19) \quad G(t) = -\int_t^\infty C(v) \, dv.
\end{equation}

Thus,

\begin{equation}
(3.20) \quad Q = A - G(0) = A + \int_0^\infty C(v) \, dv.
\end{equation}

**Corollary 4.** Suppose (3.15) and (3.18)-(3.20) hold. Let

\begin{equation}
(3.21) \quad 2 \left| DQ \right| \int_0^\infty \left| \int_t^\infty C(v) \, dv \right| \, dt < 1.
\end{equation}

Then the zero solution of (3.8) is stable if and only if $D$ is positive definite.

**Theorem 11.** Suppose (3.15) and (3.18)-(3.20) hold. If

(i) $A + \int_0^\infty C(v) \, dv$ is a stable matrix and

(ii) $2 \left| DQ \right| \int_0^\infty \left| \int_t^\infty C(v) \, dv \right| \, dt < 1$

then the zero solution of (3.8) is stable and, furthermore, all solutions of (3.8) are in $L^2[0, \infty)$ and bounded.

If, in addition,

(iii) $\int_0^\infty |C(v)|^2 \, dv < \infty$ or $\int_0^\infty |C(v)| \, dv < \infty$, then all solutions of (3.8) tend to zero as $t \to \infty$ and, hence, the zero solution of (3.8) is asymptotically stable.

If, in addition,

(iv) $\int_0^\infty \left| C(v) \right| \, dv \, dt < \infty$, then all solutions of (3.8) are in $L^1[0, \infty)$ and the zero solution of (3.8) is uniformly asymptotically stable.

**Proof.** Let (i) and (ii) hold. Then $D$ is positive definite and by Corollary 4, $x = 0$ is stable; hence, all solutions are bounded.
Using the functional $V(t, x(\cdot))$ in the proof of Theorem 10 we have
$$V'(t, x(\cdot)) \leq -\mu |x(t)|^2$$
for $\mu > 0$ and $t \geq t_0$. Thus, $|x(t)|^2$ is in $L^1[0, \infty)$.

If, in addition, (iii) holds, then (3.8) yields
$$|x'(t)| \leq |A||x(t)| + \int_0^t |C(t-s)||x(s)| ds$$
$$\leq |A||x(t)| + (1/2) \int_0^t |C(t-s)|^2 ds + (1/2) \int_0^t |x(s)|^2 ds.$$ 

Thus, $|x'(t)|$ is bounded and so is $(|x(t)|^2)'$; for,
$$(|x(t)|^2)' = (x^T(t)x(t))' \leq 2|x(t)||x'(t)|.$$
Hence, $x(t) \to 0$ as $t \to \infty$ and $x = 0$ is asymptotically stable.

Suppose (iv) holds. Since (iv) is equivalent to (3.3) and since all solutions of (3.8) tend to zero as $t \to \infty$, we may apply Theorem 7 to conclude that the zero solution of (3.8) is uniformly asymptotically stable and all solutions of (3.8) are in $L^1[0, \infty)$.

**Corollary 5.** Suppose (3.15) and (3.20) hold. If
(i) $A + \int_0^\infty C(v) \, dv$ is a stable matrix and
(ii) $2\int_0^\infty |DQ|^2 \int_0^\infty |C(v)| \, dv \, dt < 1$,
then the zero solution of (3.8) is uniformly asymptotically stable.

**Proof.** This is an immediate consequence of Theorem 11 as, by (i) and (ii), all conditions of the theorem are satisfied.

If we now return to the scalar equation (2.7), we deduce from Theorem 11 the following stability criterion.

**Theorem 12.** Suppose that
(i) $\int_0^\infty \int_0^\infty |C(v)| \, dv \, dt < \infty$,
(ii) $\int_0^\infty \int_0^\infty |C(v)| \, dv \, |dt| < 1$, and
(iii) $A + \int_0^\infty C(v) \, dv < 0$.

Then the zero solution of (2.7) is uniformly asymptotically stable.

Theorem 12 may now be compared with Brauer's result (b). While (ii) is sufficiently mild as we have seen from Example 2, Brauer's basic assumption (2.4) implies (i). For, using integration by parts, we have
$$\int_0^\infty t |C(t)| \, dt = \int_0^\infty s |C(s)| \, ds = -\int_0^\infty t |C(v)| \, dv + \int_0^\infty \int_s^\infty |C(v)| \, dv \, ds$$
$$\geq -\int_0^\infty t |C(t)| \, dt + \int_0^\infty \int_s^\infty |C(v)| \, dv \, ds.$$ 

Thus,
$$\int_0^\infty \int_s^\infty |C(v)| \, dv \, ds \leq 2\int_0^\infty t |C(t)| \, dt < \infty.$$ 

Also, Brauer's result applies only to a limited class of functions and fails to specify how small the quantity $\int_0^\infty t |C(t)| \, dt$ must be in order to insure uniform asymptotic stability. Our result, however, is quite specific, has a wider range of applications, and nicely extends to the system (3.8) in the form of Theorems 10 and 11.
The next result is concerned with the asymptotic behavior of solutions of the system (3.8).

Letting $C^{(0)}(t) = C(t)$ and $C^{(i)}(t) = d^iC(t)/dt^i$ for $i = 0, 1, 2, \ldots$, we prove the following result.

**Theorem 13.** Suppose (3.15) and (3.18)–(3.20) hold. Suppose also that $C^{(m-1)}(t)$ is continuous for some positive integer $m$. If

(i) $A + \int_0^\infty C(v) \, dv$ is a stable matrix,
(ii) $2|DQ| \int_0^\infty |C(v)| \, dv < 1$, and
(iii) $\int_0^\infty |C^{(i)}(v)| \, dv < \infty$, $i = 0, 1, \ldots, m - 1$,

then the zero solution of (3.8) is asymptotically stable. Furthermore, every solution $x(t) = x(t, t_0, \varphi)$ of (3.8) has the property that $x^{(i)}(t) \to 0$ as $t \to \infty$, $i = 0, 1, \ldots, m$, and $x^{(i)}(t)$ is in $L^2[t_0, \infty)$ for $i = 0, 1, \ldots, m$.

**Proof.** The asymptotic stability of $x = 0$ follows from Theorem 11. We prove the last part by induction.

For $m = 1$, use (3.8) to obtain

$$|x'(t)| \leq |A|x(t)| + \int_0^t |C(t-s)||x(s)| \, ds.$$ 

Now, (i)–(iii) imply, by Theorem 10, that $x(t) \to 0$ and $x(t)$ is in $L^2[t_0, \infty)$. As $C(t)$ is in $L^1$, that integral tends to zero; hence, $x'(t) \to 0$ as $t \to \infty$. Furthermore, the integral is the convolution of an $L^1$ function with an $L^2$ function and, therefore, is an $L^2$ function (cf. Hewitt and Stromberg [6, p. 397]).

We now assume that the theorem is true for $m = k$ and show it is true for $m = k + 1$, $k = 1, 2, 3, \ldots$. Differentiate (3.8) $k$ times and obtain

$$|x^{(k+1)}(t)| \leq |A|x^{(k)}(t)| + \int_0^t |C^{(k)}(t-s)||x^{(k-1)}(s)| \, ds.$$ 

We assume (iii) holds for $m = k + 1$. Then the above integral is the convolution of an $L^1$ function with a function tending to zero. Thus, the integral tends to zero and since the theorem is true for $m = k$, then $x^{(i)}(t) \to 0$ as $t \to \infty$, $i = 0, 1, \ldots, k$, and hence $x^{(k+1)}(t) \to 0$ as $t \to \infty$. That is, $x^{(i)}(t) \to 0$ as $t \to \infty$ for $i = 0, 1, \ldots, k + 1$.

Also, $x^{(i)}(t)$ is in $L^2$ for $i = 0, 1, \ldots, k$ and the integral above is the convolution of an $L^1$ function with an $L^2$ function. Thus, the integral is an $L^2$ function. Hence, $x^{(k+1)}(t)$ is in $L^2[t_0, \infty)$; that is, $x^{(i)}(t)$ is in $L^2[t_0, \infty)$ for $i = 0, 1, \ldots, k + 1$. This completes the proof.

**4. Perturbation.** There are two interesting perturbations of (3.5) that we wish to consider in this section. We first consider the system

$$x' = Ax + A_1(t)x + H_1(x)x + \int_0^t [C(t, s) + C_1(t, s)H_2(x(s))]x(s) \, ds$$

where $A, A_1, C, C_1, H_1$, and $H_2$ are $n \times n$ matrices, $A$ is constant, $A_1(t)$ is continuous for $0 \leq t < \infty$, $C(t,s)$ and $C_1(t,s)$ are continuous for $0 \leq s \leq t < \infty$, and $H_1(x)$
and $H_2(x)$ are continuous on some open set $U \subset \mathbb{R}^n$ with $0 \in U$. We assume there are positive constants $m$ and $J$ such that

\begin{equation}
|A_1(t)| < m \quad \text{and} \quad |C_1(t, s)| < J |C(t, s)| \tag{4.2}
\end{equation}

and

\begin{equation}
H_i(0) = 0, \quad i = 1, 2. \tag{4.3}
\end{equation}

Also, we suppose there is a symmetric matrix $B$ with

\begin{equation}
A^T B + BA = -I. \tag{4.4}
\end{equation}

**Theorem 14.** Suppose (4.2)-(4.4) hold and there is a constant $M > 0$ with

\begin{equation}
|B| \left( \int_0^t |C(t, s)| \, ds + \int_0^\infty |C(u, t)| \, du \right) \leq M < 1. \tag{4.5}
\end{equation}

Then for $m$ sufficiently small, the zero solution of (4.1) is stable if and only if $B$ is positive definite.

**Proof.** Consider the functional

\[ V(t, x(\cdot)) = x^T B x + K \int_0^t \int_0^\infty |C(u, s)| \, du \, |x(s)|^2 \, ds \]

so that along a solution $x(t) = x(t_0, \varphi)$ of (4.1) we have

\[ V_{(4.1)}(t, x(\cdot)) = \left( x^T A^T + x^T A_1^T + x^T H_1^T + \int_0^t x^T(s) \left[ C^T(t, s) + H_2^T(x(s)) C_1^T(t, s) \right] ds \right) B x \]

\[ + x^T B \left( A x + A_1 x + H_1 x + \int_0^t [C(t, s) + C_1(t, s) H_2(x(s))] x(s) \, ds \right) + K \int_0^\infty |C(u, t)| \, du \, |x|^2 - K \int_0^t |C(t, s)| \, |x(s)|^2 \, ds \]

\[ \leq -|x|^2 + 2 |B| |A_1(t)||x|^2 + 2 |B| |H_1(x)||x|^2 \]

\[ + |B| \int_0^t (|C(t, s)| + |C_1(t, s)||H_2(x(s))||x(s)|^2 + |x|^2) \, ds \]

\[ + K \int_0^\infty |C(u, t)| \, du \, |x|^2 - K \int_0^t |C(t, s)| \, |x(s)|^2 \, ds \]

\[ \leq -|x|^2 + 2 |B| m |x|^2 + 2 |B| |H_1(x)||x|^2 \]

\[ + |B| \int_0^t (|C(t, s)| + J |C(t, s)||H_2(x(s))||x(s)|^2 + |x|^2) \, ds \]

\[ + K \int_0^\infty |C(u, t)| \, du \, |x|^2 - K \int_0^t |C(t, s)| \, |x(s)|^2 \, ds \]
Now $H_i(x)$ are continuous with $H_i(0) = 0$. Thus, for each $\eta > 0$ there is a $\gamma > 0$ such that $|x| \leq \gamma$ implies $|H_i(x)| < \eta$, $i = 0, 1$. Therefore,

$$V_{(a,1)}(t, x(\cdot)) \leq \left[ -1 + |B| \left( 2m + 2\eta + \int_0^t |C(t, s)| \left( 1 + JH_2(x(s)) \right) ds \right) + K \int_t^{\infty} |C(u, t)| du \right] |x|^2$$

$$+ |B| \int_0^t |C(t, s)| \left( 1 + JH_2(x(s)) \right) |x(s)|^2 ds$$

$$- K \int_0^t |C(t, s)||x(s)|^2 ds.$$

Letting $K = |B|(1 + J\eta)$, we have

$$V'_{(a,1)}(t, x(\cdot)) \leq \left[ -1 + 2 |B| (m + \eta) 
+ |B| \left( 1 + J\eta \right) \left( \int_0^t |C(t, s)| ds + \int_t^{\infty} |C(u, t)| du \right) \right] |x|^2$$

$$\leq \left[ -1 + 2 |B| (m + \eta) + M(1 + J\eta) \right] |x|^2.$$

Let $\alpha = 1 - 2 |B| (m + \eta) - M(1 + J\eta)$ and choose $m$ and $\eta$ sufficiently small so that $\alpha > 0$. Thus, $V_{(a,1)}(t, x(\cdot)) \leq -\alpha |x|^2$ so long as $|x(s)| \leq \gamma$ for $0 < s < t$.

Suppose that $B$ is positive definite and let $\varepsilon > 0$ and $t_0 > 0$ be given. Assume $\varepsilon < \gamma$ and find $\delta > 0$ such that if $|\varphi(t)| < \delta$ on $[0, t_0]$, then $|x(t, t_0, \varphi)| < \varepsilon$ for all $t \geq t_0$.

Since $B$ is positive definite, then by (3.14) there is a $k \neq 0$ such that

$$k^2 |x|^2 \leq x^T B x \leq V(t, x(\cdot)) \leq V(t_0, \varphi(\cdot))$$

$$\leq |B| |\varphi(t_0)|^2 + |B| \left( 1 + J\eta \right) \int_0^{t_0} \int_{t_0}^{\infty} |C(u, s)| du |\varphi(s)|^2 ds < \delta^2 N^2$$

where

$$N^2 = |B| \left[ 1 + \left( 1 + J\eta \right) \int_0^{t_0} \int_{t_0}^{\infty} |C(u, s)| du ds \right].$$

Thus $|x(t)| < \varepsilon$ if $\delta < k\varepsilon/N$ for all $t \geq t_0$. Hence, $x = 0$ is stable.

Suppose now that $x = 0$ is stable but $B$ is not positive definite. Then we may argue as in the proof of Theorem 8 to conclude that if $\varepsilon = \gamma$ and $t_0 > 0$, there is a
δ > 0 and x₀ ≠ 0 with |x₀| < δ and x₀TBx₀ < 0. Continuing the argument we find

\( t₁ > 0 \) such that |x(t, 0, x₀)| = γ. This will complete the proof.

We now consider another interesting form of perturbation of (3.5), namely the system

\[
x' = Ax + f(t, x) + \int_0^t C(t, s)x(s) \, ds
\]

in which A and C are \( n \times n \) matrices, A constant and C(t, s) continuous for \( 0 \leq s \leq t < \infty \). Also, \( f: [0, \infty) \times \mathbb{R}^n \to \mathbb{R}^n \) is continuous with

\[
|f(t, x)| \leq \lambda(t)(|x| + 1),
\]

with \( \lambda: [0, \infty) \to [0, \infty) \) continuous and \( \int_0^\infty \lambda(s) \, ds < \infty \) and

\[
\lambda(t) \to 0 \quad \text{as } t \to \infty.
\]

We also assume there is a symmetric matrix B with

\[
A^TB + BA = -I.
\]

**THEOREM 15.** Suppose (4.7)-(4.9) hold and there is a constant \( M > 0 \) such that

\[
(4.10) \quad |B| \left( \int_0^t |C(t, s)| \, ds + \int_t^\infty |C(u, t)| \, du \right) \leq M < 1.
\]

Then all solutions of (4.6) are bounded if and only if B is positive definite.

**Proof.** Consider the functional

\[
V(t, x(\cdot)) = \left[ x^TBx + 1 + |B| \int_0^t \int_0^\infty |C(u, s)| \, du \cdot |x(s)|^2 \, ds \right] e^{-L\int_0^t \lambda(s) \, ds}
\]

where \( L \) is a positive constant.

We differentiate \( V \) along a solution \( x(t) = x(t, t₀, ϕ) \) of (4.6) to obtain

\[
V'(4.6)(t, x(\cdot))
\]

\[
= -L\lambda(t)V + \left( x^TA^T + f^T(t, x) + \int_0^t x^TC(t, s)C^T(t, s) \, ds \right) Bx
\]

\[
+ x^TB \left( Ax + f(t, x) + \int_0^t C(t, s)x(s) \, ds \right)
\]

\[
+ |B| \int_t^\infty |C(u, t)| \, du |x|^2 - |B| \int_0^t |C(t, s)||x(s)|^2 \, ds \right] e^{-L\int_0^t \lambda(s) \, ds}
\]

\[
\leq -L\lambda(t)V + \left[ \left( -1 + |B| \left( \int_0^t |C(t, s)| \, ds + \int_t^\infty |C(u, t)| \, du \right) \right] |x|^2
\]

\[
+ 2|B||x||f(t, x)| \right] e^{-L\int_0^t \lambda(s) \, ds}
\]

\[
\leq -L\lambda(t)V + \left[ (-1 + M)|x|^2 + 2|B||x|\lambda(t)(|x| + 1) \right] e^{-L\int_0^t \lambda(s) \, ds}
\]

\[
\leq e^{-L\int_0^t \lambda(s) \, ds} \left[ -L\lambda(t) + (-1 + M + 2|B|\lambda(t))|x|^2 + |B|\lambda(t)|x|^2 \right]
\]

\[
\leq e^{-L\int_0^t \lambda(s) \, ds} \left[ -L\lambda(t) + (-1 + M + 2|B|\lambda(t))|x|^2 + |B|\lambda(t) + |B|\lambda(t)|x|^2 \right].
\]
Letting $L = |B|$ and taking $S$ sufficiently large so that $-1 + M + 3 |B| \lambda(t) \leq -\beta$ for some $\beta > 0$ and all $t \geq S$, we find

$$V'(t, x(\cdot)) \leq e^{-L|\lambda|} \leq -\gamma |x|^2$$

for some $\gamma > 0$ and all $t \geq S$.

Suppose that $B$ is positive definite and $x(t)$ is a solution of (4.6). Then by the growth condition on $f$, $x(t)$ can be continued for all future time. Hence, for $t \geq S$ we have $V(t, x(\cdot)) \leq V(S, x(\cdot))$ so that $x(t)$ is bounded.

Suppose that all solutions are bounded but $B$ is not positive definite. We may now argue as in the proof of Theorem 8 to conclude that there is an $x_0 \neq 0$ with $x_0^TBx_0 < 0$. Take $t_0 = S$ and select a continuous function $\varphi$ on $[0, t_0]$ with $V(t_0, \varphi(\cdot)) < 0$.

Since $V'(t, x(\cdot)) \leq -\gamma |x|^2$ for $t \geq S$, we have

$$V(t, x(\cdot)) \leq V(S, \varphi(\cdot)) - \gamma \int_S^t |x(u)|^2 du.$$

We may argue as in the proof of Theorem 8 to conclude that $x(t) = x(t, t_0, \varphi)$ is bounded away from zero and hence $V(t, x(\cdot)) \to -\infty$ as $t \to \infty$. Thus, $x(t)$ is unbounded, a contradiction. This completes the proof.

5. Asymptotic behavior. We propose to extend Theorem 13 to a nonconvolution equation. For simplicity we discuss the scalar equation

$$(5.1) \quad x' = A(t)x + \int_0^t C(t, s)x(s)ds$$

where $A$ is continuous for $0 \leq t < \infty$ and $C$ is continuous for $0 \leq s \leq t < \infty$.

Assume for the present time that $A(t)$ and $C(t, s)$ are continuously differentiable and that both

$$(5.2) \quad \int_0^\infty |C(u, s)|du \quad \text{and} \quad \int_0^\infty |\partial C(u, t)/\partial t|du \quad \text{exist}.$$ 

Define $G(t, s)$ and $Q(t)$, respectively, by

$$(5.3) \quad G(t, s) = -\int_s^\infty C(u, s)du$$

and

$$(5.4) \quad Q(t) = A(t) - G(t, t)$$

so that (5.1) may be written as

$$(5.5) \quad x' = Q(t)x + (d/dt)\int_0^t G(t, s)x(s)ds.$$ 

Theorem 16. Suppose (5.2)–(5.4) hold. If there are constants $Q_1$, $Q_2$, $J$, $N$, and $R$ with $R < 2$ such that for $0 \leq t < \infty$ we have

(i) $-Q_2 \leq Q(t) \leq -Q_1 < 0$,
(ii) $\int_0^t |G(t, s)|ds \leq J < 1$,
(iii) $\int_0^t |G(t, s)|ds + \int_0^\infty |G(u, t)|du \leq RQ_1/Q_2$, and
(iv) $\int_0^t |C(t, s)|ds + \int_0^\infty |C(u, t)|du \leq N$,

then the zero solution of (5.1) is asymptotically stable. Furthermore, every solution $x(t) = x(t, t_0, \varphi)$ of (5.1) is in $L^2[t_0, \infty)$. 

In addition, if
\begin{align*}
&(v) |Q'(t) - Q(t)G(t, t)| + |Q(t)| \int_0^t |C(t, s)| \, ds \leq RQ_1, \\
&(vi) C(t, t), \int_0^t \partial C(t, s)/\partial t \, ds, \text{ and } \int_0^\infty \partial C(u, t)/\partial t \, du \text{ are bounded,}
\end{align*}
then \( x^{(i)}(t) \to 0 \) as \( t \to \infty \) and \( x^{(i)}(t) \) are in \( L^2[t_0, \infty) \) for \( i = 0, 1 \).

**Proof.** The stability of \( x = 0 \) follows from Theorem 4. Now, using the functional \( V(t, x(\cdot)) \) as in the proof of Theorem 4, we obtain \( V'(t, x(\cdot)) \leq -\beta x_1^2(t) \) for some \( \beta > 0 \) and all \( t \geq t_0 \). As \( V(t, x(\cdot)) \geq 0 \), we have \( x(t) \) in \( L^2[t_0, \infty) \). To show that \( x = 0 \) is asymptotically stable we first observe from (5.3) and (iv) that \( G(t, t) \) is bounded and since \( Q(0) \) is bounded, then it follows from (5.4) that \( A(t) \) is bounded. Now
\begin{equation}
(5.6) \quad |x'(t)| \leq |A(t)| |x(t)| + \int_0^t |C(t, s)| |x(s)| \, ds
\end{equation}
yields, using (iv), that \( x'(t) \) is bounded. Since \( x_1^2(t) \) is \( L^1[t_0, \infty) \) and \( [x_1^2(t)]' = 2x(t)x'(t) \) is bounded, it follows that \( x(t) \to 0 \) as \( t \to \infty \). Hence, \( x = 0 \) is asymptotically stable.

To show that \( x'(t) \) is in \( L^2[t_0, \infty) \), we differentiate (5.5) obtaining
\begin{equation}
(5.7) \quad x'' = (Q(t)x)' + \left( \frac{d}{dt} \right) G(t, t)x + \int_0^t C(t, s)x(s) \, ds.
\end{equation}
Let \( Q = Q(t), \ G = G(t, t) \) and consider the functional
\begin{align*}
W(t, x(\cdot), x'(\cdot)) &= \left( x' - Gx + \int_0^t C(t, s)x(s) \, ds \right)^2 \\
&\quad + K\int_t^\infty x^2(s) \, ds + M\int_0^t \int_t^\infty |C(u, s)| \, du \, x^2(x) \, ds
\end{align*}
whose derivative along a solution \( x(t) = x(t, t_0, \varphi) \) for \( t \geq t_0 \) satisfies
\begin{align*}
W'(t, x(\cdot), x'(\cdot)) &= 2\left( x' - Gx + \int_0^t C(t, s)x(s) \, ds \right) (Qx)' - Kx^2 \\
&\quad + M\int_t^\infty |C(u, t)| \, du \, x^2 - M\int_0^t \int_t^\infty |C(t, s)| \, du \, x^2(s) \, ds \\
&= 2Q(x')^2 + 2\left( Q'x - Q \left( Gx + \int_0^t C(t, s)x(s) \, ds \right) \right)x' \\
&\quad - 2\left( Gx + \int_0^t C(t, s)x(s) \, ds \right)Q'x - Kx^2 \\
&\quad + M\int_t^\infty |C(u, t)| \, du \, x^2 - M\int_0^t \int_t^\infty |C(t, s)| \, du \, x^2(s) \, ds \\
&\leq 2Q(x')^2 + 2Q' - QG \left| x \right| \left| x' \right| \\
&\quad + 2Q \left( \int_0^t |C(t, s)| \, ds \right) \left| x(s) \right| \left| x' \right| \, ds + 2QG' \left| x \right|^2 \\
&\quad + Q' \left( \int_0^t |C(t, s)| \, ds \right) \left| x(s) \right| \left| x \right| \, ds - Kx^2 \\
&\quad + M\int_t^\infty |C(u, t)| \, du \, x^2 - M\int_0^t \int_t^\infty |C(t, s)| \, du \, x^2(s) \, ds
\end{align*}
\[ \begin{align*}
&\leq 2Q(x')^2 + |Q' - QG| \left( x^2 + x'^2 \right) \\
&\quad + |Q| \int_0^t |C(t, s)| \left( x^2(s) + (x')^2 \right) ds \\
&\quad + 2 |GQ'| x^2 + |Q'| \int_0^t |C(t, s)| \left( x^2(s) + x^2 \right) ds \\
&\quad - Kx^2 + M \int_0^\infty |C(u, t)| du x^2 - M \int_0^t |C(t, s)| x^2(s) ds \\
&\leq \left[ 2Q + |Q' - QG| + |Q| \int_0^t |C(t, s)| ds \right] (x')^2 \\
&\quad + \left[ |Q' - QG| + 2 |GQ'| + |Q'| \int_0^t |C(t, s)| ds \right] x^2 \\
&\quad + M \int_0^t |C(u, s)| du - K \right] x^2 \\
&\quad + (|Q| + |Q'| - M \int_0^t |C(t, s)| x^2(s) ds.
\end{align*} \]

By (v), \( Q'(t) \) is bounded. Thus, by choosing \( K \) and \( M \) sufficiently large we obtain
\[
W'(t, x(\cdot), x'(\cdot)) \leq -2Q_1 + |Q' - QG| + |Q| \int_0^t |C(t, s)| ds \right] (x')^2
\leq -2Q_1 + RQ_1 \right] (x')^2 = -\gamma (x')^2.
\]

As \( W(t, x(\cdot), x'(\cdot)) \geq 0 \), we have \( x'(t) \) is in \( L^2[0, \infty) \). To show \( x'(t) \to 0 \), we differentiate (5.1) and obtain
\[
(5.8) \quad x''(t) = A(t)x'(t) + A'(t)x(t) + C(t, t)x(t) + \int_0^t [\partial C(t, s)/\partial t] x(s) ds.
\]

Since \( Q(t) = A(t) - G(t, t) = A(t) + \int_0^\infty C(u, t) du \), we have \( Q'(t) = A'(t) - C(t, t) + \int_0^\infty [\partial C(u, t)/\partial t] du \). Thus, by (v) and (vi), \( A'(t) \) is bounded and hence by (5.6) and (5.8), \( x''(t) \) is bounded; therefore, \( ((x')^2)' = 2x'x'' \) is also bounded. As \( (x')^2 \) is in \( L^1[0, \infty) \), we have \( x'(t) \to 0 \) as \( t \to \infty \). This completes the proof.

It is worth pointing out that when \( A(t) = A = \text{constant} \) and \( C(t, s) = C(t - s) \), the conditions (i)–(v) of Theorem 16 reduce to (i)–(iii) of Theorem 13 when \( n = m = 1 \).

We now consider the general vector case and assume that \( A(t) \) and \( C(t, s) \) are \( n \) times continuously differentiable and that
\[
(5.9) \quad \int_0^\infty |\partial^{i-1} C(u, s)/\partial u^{i-1} | du \quad \text{and} \quad \int_0^\infty [\partial C(u, t)/\partial t^i] du \exist
\]
for \( i = 1, 2, \ldots, n \).

Let \( C_{ij} \) and \( C_{ij} \) denote the \( i \)th derivative of \( C(t, t) \) with respect to the first and second arguments, respectively. Let \( C^{(i)} = [d^i C(t, t)/dt^i] \) and \( C^{(0)} = C_{ij} = C_{ij} = C(t, t) \). Then \( C^{(i)}, C_{ij}, \) and \( C_{ij} \) are defined for \( i = 0,1,\ldots,n \).
Theorem 17. Let (5.3), (5.4), and (5.9) hold. Suppose also that (i)–(iv) of Theorem 16 as well as the following conditions are satisfied:

(a) \[
\sum_{i=1}^{k} \left| \binom{k}{i} Q^{(i)}(t) - Q(t) \left[ \binom{k-1}{i-1} G^{(i-1)}(t, t) + \sum_{j=2}^{i} \binom{k-j}{i-j} C^{(i-j)}(t, t) \right] \right| \\
+ \left| Q(t) \right| \int_{0}^{t} \left| \partial^{k-1} C(t, s) / \partial t^{k-1} \right| ds \leq RQ_{1},
\]
for \( k = 1, 2, \ldots, n \), and

(b) \[
C^{(k-1)}(t, t), \int_{0}^{t} \left| \partial^{k} C(t, s) / \partial t^{k} \right| ds \quad \text{and} \quad \int_{t}^{\infty} \left| \partial^{k} C(u, t) / \partial t^{k} \right| du
\]
are bounded for \( k = 1, 2, \ldots, n \).

Then the zero solution of (5.1) is asymptotically stable and, furthermore, every solution \( x(t) = x(t, t_{0}, \varphi) \) of (5.1) has the property that \( x^{(i)}(t) \to 0 \) as \( t \to \infty \) and \( x^{(i)}(t) \) is in \( L^{2}[t_{0}, \infty) \) for \( i = 0, 1, \ldots, n \).

Before proving the theorem we establish the following identity:

\[
\sum_{j=0}^{k-2} (C_{t}x)^{(k-2-j)} = \sum_{i=1}^{k} \sum_{j=2}^{i} \binom{k-j}{i-j} C^{(i-j)}x^{(k-i)},
\]
for \( k = 2, 3, \ldots, n \).

Using the product rule

\[
(uv)^{(m)} = \sum_{i=0}^{m} \binom{m}{i} u^{(i)}v^{(m-i)},
\]
we have

\[
(C_{t}x)^{(k-2-j)} = \sum_{i=0}^{k-2-j} \binom{k-2-j}{i} C^{(i)}x^{(k-2-j-i)}
\]
\[
= \sum_{i=j+2}^{k} \binom{k-2-j}{i-2-j} C^{(i-2-j)}x^{(k-i)}.
\]

Thus,

\[
\sum_{j=0}^{k-2} (C_{t}x)^{(k-2-j)} = \sum_{j=0}^{k-2} \sum_{i=j+2}^{k} \binom{k-2-j}{i-2-j} C^{(i-2-j)}x^{(k-i)}.
\]

Letting \( j = 0 \) if \( j < 0 \) or \( i < j \), we may write

\[
\sum_{j=0}^{k-2} (C_{t}x)^{(k-2-j)} = \sum_{j=0}^{k-2} \sum_{i=2}^{k-j} \binom{k-2-j}{i-2-j} C^{(i-2-j)}x^{(k-i)}
\]
\[
= \sum_{i=2}^{k} \sum_{j=0}^{k-2} \binom{k-2-j}{i-2-j} C^{(i-2-j)}x^{(k-i)}
\]
\[
= \sum_{i=2}^{k} \sum_{j=2}^{k-i} \binom{k-j}{i-j} C^{(i-j)}x^{(k-i)}.
\]

This completes the proof of the relation (5.10).
Let us now differentiate (5.7) \((n - 1)\) times to obtain

\[
(5.11) \quad x^{(n+1)} = (Qx)^{(n)} + \left( \frac{d}{dt} \right) \left[ (Gx)^{(n-1)} + (Cx)^{(n-2)} + (C_\nu x)^{(n-3)} + \cdots \right. \\
\left. + C_{\nu+1} x + \int_0^t \left( \partial^{n-1} C(t, s) / \partial t^{n-1} \right) x(s) \, ds \right].
\]

Let

\[
(5.12) \quad \alpha_k = (Gx)^{(k-1)} + \sum_{j=0}^{k-2} (C_j x)^{(k-2-j)},
\]

\[
(5.13) \quad \beta_k = \sum_{i=1}^k \binom{k}{i} Q^{(i)} x^{(k-i)},
\]

and

\[
(5.14) \quad \gamma_k(i) = \binom{k}{i} Q^{(i)} - Q^{(k-1)} G^{(i-1)} - Q \sum_{j=2}^i \binom{k-j}{i-j} C_{\nu+j}^{(i-j)}.
\]

for \(k = 1, 2, \ldots, n\) and \(i = 1, 2, \ldots, k\), assuming, of course, \(\Sigma_1 a_i = 0\) if \(j < i\). Using (5.10), we may write (5.12) as

\[
(5.15) \quad \alpha_k = \sum_{i=1}^k \left[ \binom{k-1}{i-1} G^{(i-1)} + \sum_{j=2}^i \binom{k-j}{i-j} C_{\nu+j-1}^{(i-j)} \right] x^{(k-i)}.
\]

Also, (5.13)–(5.15) yield

\[
(5.16) \quad \beta_k - Q \alpha_k = \sum_{i=1}^k \gamma_k(i) x^{(k-i)}.
\]

Thus, condition (a) reduces to

\[
(5.17) \quad \sum_{i=1}^k |\gamma_k(i)| + |Q| \left| \int_0^t \partial^{k-i} C(t, s) / \partial t^{k-i} \right| ds \leq RQ_1,
\]

for \(k = 1, 2, \ldots, n\). Also, equation (5.11) takes the form

\[
(5.18) \quad x^{(n+1)} = (Qx)^{(n)} + \left( \frac{d}{dt} \right) \left[ \alpha_n + \int_0^t \left( \partial^{n-1} C(t, s) / \partial t^{n-1} \right) x(s) \, ds \right].
\]

\textbf{Proof of Theorem 17.} We use induction on \(n\). If \(n = 1\), conditions (a) and (b) of Theorem 17 reduce to (v) and (vi) of Theorem 16. Thus, Theorem 17 is true for \(n = 1\).

We now assume that Theorem 17 holds for \(r = n - 1, n \geq 2\), and show it holds for \(r = n\).

Let \(W = W(t, x(\cdot), x'(\cdot), \ldots, x^{(n)}(\cdot))\) and consider the functional

\[
W = \left( x^{(n)} - \left[ \alpha_n + \int_0^t \left( \partial^{n-1} C(t, s) / \partial t^{n-1} \right) x(s) \, ds \right] \right)^2.
\]
Using (5.18), the derivative of $W$ with respect to $t$ along the solution $x(t) = x(t, t_0, \varphi)$ of (5.1) is

$$W' = 2\left[ x^{(n)} - \left[ \alpha_n + \int_0^t \left[ \partial_{t_0}^{n-1} C(t, s) / \partial t^{n-1} \right] x(s) \, ds \right] (Qx)^{(n)} \right]$$

$$= 2\left[ x^{(n)} - \left[ \alpha_n + \int_0^t \left[ \partial_{t_0}^{n-1} C(t, s) / \partial t^{n-1} \right] x(s) \, ds \right] (Qx^{(n)} + \beta_n) \right]$$

$$= 2Q[x^{(n)}]^2 + 2\left[ \beta_n - Q\alpha_n - Q \int_0^t \left[ \partial_{t_0}^{n-1} C(t, s) / \partial t^{n-1} \right] x(s) \, ds \right] x^{(n)}$$

$$- 2\alpha_n \beta_n - 2\beta_n \int_0^t \left[ \partial_{t_0}^{n-1} C(t, s) / \partial t^{n-1} \right] x(s) \, ds.$$  

By (5.16), we have

$$W' = 2Q[x^{(n)}]^2 + 2 \sum_{i=1}^n \gamma_n(i) x^{(n-i)} x^{(n)} - 2Q \int_0^t \left[ \partial_{t_0}^{n-1} C(t, s) / \partial t^{n-1} \right] x(s) x^{(n)} \, ds$$

$$- 2\alpha_n \beta_n - 2\beta_n \int_0^t \left[ \partial_{t_0}^{n-1} C(t, s) / \partial t^{n-1} \right] x(s) \, ds$$

$$\leq 2Q[x^{(n)}]^2 + \sum_{i=1}^n \left| \gamma_n(i) \left( \left[ x^{(n-i)} \right]^2 + \left[ x^{(n)} \right]^2 \right) \right|$$

$$+ \left| Q \right| \int_0^t \left| \partial_{t_0}^{n-1} C(t, s) / \partial t^{n-1} \right| \left( \left| x^2(s) \right| + \left| x^{(n)} \right|^2 \right) \, ds$$

$$+ 2 \left| \alpha_n \right| \left| \beta_n \right| + 2 \left| \beta_n \right| \left[ \int_0^t \left| \partial_{t_0}^{n-1} C(t, s) / \partial t^{n-1} \right| \left| x(s) \right| \, ds \right].$$

As $G = -\int_t^\infty C(u, t) \, du$, we have

$$G^{(k)} = \sum_{j=0}^{k-1} C_s^{(k-j-1)} - \int_t^\infty \left[ \partial_t^k C(u, t) / \partial t^k \right] \, du,$$

for $k = 1, 2, \ldots, n$.

Now, assume that (a) and (b) hold for $k = 1, 2, \ldots, n$. Then $C^{(k-1)}$ is bounded for $k = 1, 2, \ldots, n$ and hence $C_s^{(k-j-1)}$ and $C_s^{(k-j-1)}$ are bounded for $j = 0, 1, 2, \ldots, k - 1$. Thus, by (5.19) and (b), $G^{(k)}$ is bounded for $k = 1, 2, \ldots, n$. As (5.17) implies that $\gamma_n(i)$ is bounded for $k = 1, 2, \ldots, n$ and $i = 1, 2, \ldots, k$, then by (5.14) we have $Q^{(i)}$ bounded for $i = 1, 2, \ldots, n$. Thus, there is a constant $L$ such that $|\alpha_n| \leq L \sum_{i=0}^{n-1} \left| x^{(i)} \right|$, $|\beta_n| \leq L \sum_{i=0}^{n-1} \left| x^{(i)} \right|$, and $|\gamma_n(i)| \leq L$ for $i = 1, 2, \ldots, n$. Hence,

$$2 \left| \alpha_n \right| \left| \beta_n \right| \leq 2L^2 \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \left| x^{(i)} \right| \left| x^{(j)} \right|$$

$$\leq L^2 \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \left( \left[ x^{(i)} \right]^2 + \left[ x^{(j)} \right]^2 \right) \leq L \sum_{i=0}^{n-1} \left[ x^{(i)} \right]^2.$$
for some constant $L_1$. Thus,

$$W' \leq \left[ 2Q + \sum_{i=1}^{n} |\gamma_i(i)| + |Q| \int_0^t \left| \partial^{n-1}C(t, s) / \partial t^{n-1} \right| ds \right] |x^{(n)}|^2$$

$$+ L \sum_{i=1}^{n} |x^{(n-i)}|^2 + |Q| \int_0^t \left| \partial^{n-1}C(t, s) / \partial t^{n-1} \right| x^2(s) ds$$

$$+ L_1 \sum_{i=1}^{n-1} |x^{(i)}|^2 + L \sum_{i=1}^{n-1} \int_i^t \left| \partial^{n-1}C(t, s) / \partial t^{n-1} \right| \left( [x^{(i)}]^2 + [x(s)]^2 \right) ds.$$

By (b), $\int_0^t \left| \partial^{n-1}C(t, s) / \partial t^{n-1} \right| ds$ is bounded. Thus, using (5.17) and (i), we obtain

$$W' \leq \left[ -2Q_1 + RQ_1 \right] |x^{(n)}|^2 + L_2 \sum_{i=0}^{n-1} |x^{(i)}|^2$$

$$+ L_3 \int_0^t \left| \partial^{n-1}C(t, s) / \partial t^{n-1} \right| x^2(s) ds$$

for some constants $L_2$ and $L_3$. Now, the theorem is true for $r = n - 1$. Thus $x^{(i)}(t)$ is in $L^2[t_0, \infty)$ for $i = 0, 1, \ldots, n - 1$. Hence, we may define the functional $V = V(t, x(-), x'(-), \ldots, x^{(n)}(-))$ by

$$V = W + K \sum_{i=0}^{n-1} \int_t^\infty |x^{(i)}(s)|^2 ds$$

$$+ M \int_0^t \int_t^\infty \left| \partial^{n-1}C(u, t) / \partial u^{n-1} \right| du x^2(s) ds$$

and differentiate $V$ along the solution $x(t) = x(t, t_0, \varphi)$ of (5.1) to obtain

$$V' = W' - K \sum_{i=0}^{n-1} |x^{(i)}|^2 + M \int_t^\infty \left| \partial^{n-1}C(u, t) / \partial u^{n-1} \right| du x^2$$

$$- M \int_0^t \left| \partial^{n-1}C(t, s) / \partial t^{n-1} \right| x^2(s) ds - M \int_0^\infty \left| \partial^{n-1}C(u, t) / \partial u^{n-1} \right| du x^2.$$

If we let $q = 2Q_1 - RQ_1$ and make use of (5.20), we get

$$V' \leq -q \sum_{i=0}^{n-1} |x^{(i)}|^2 + (L_2 - K) \sum_{i=0}^{n-1} |x^{(i)}|^2$$

$$+ (L_3 - M) \int_0^\infty \left| \partial^{n-1}C(t, s) / \partial t^{n-1} \right| x^2(s) ds.$$

Choose $K$ and $M$ sufficiently large so that $V' \leq -q |x^{(n)}|^2$ for all $t \geq t_0$. As $V \geq 0$, we conclude that $x^{(n)}(t)$ is in $L^2[t_0, \infty)$.

To show that $x^{(n)}(t) \to 0$ as $t \to \infty$, we differentiate (5.1) and (5.4) $k$ times to obtain

$$x^{(k+1)} = (Ax)^{(k)} + \sum_{j=0}^{k-1} (C_j x)^{(k-1-j)} + \int_0^t \left[ \partial^k C(t, s) / \partial t^k \right] x(s) ds$$

(5.21)
and
\[ Q^{(k)} = A^{(k)} - G^{(k)}, \quad k = 1, 2, \ldots, n. \]
As \( Q^{(k)} \) and \( G^{(k)} \) are bounded, we have \( A^{(k)} \) bounded for \( k = 1, 2, \ldots, n \).

Now, the theorem is true for \( r = n - 1 \). Thus, \( x^{(r)}(t) \to 0 \) as \( t \to \infty \) for \( i = 0, 1, \ldots, n - 1 \). Hence, by (5.21) and (b), we have \( x^{(n)}(t) \) bounded. Consequently, by (5.21), \( x^{(n+1)}(t) \) is bounded and since \( [x^{(n)}]^2 \) is in \( L^1[t_0, \infty) \), then \( ([x^{(n)}]^2)' = 2x^{(n)}x^{(n+1)} \) is bounded; thus \( x^{(n)}(t) \to 0 \) as \( t \to \infty \). This completes the proof of Theorem 17.

**Example 3.** Consider the equation
\[ x' = -\left[1 + b(2t + 1)^{-2}/2\right]x + b \int_{0}^{t}(t + s + 1)^{-3}x(s) \, ds, \quad b > 0, \]
where
\[ G(t, t) = -\int_{t}^{\infty} C(u, t) \, du = -b(2t + 1)^{-2}/2 \]
and \( Q(t) = A(t) - G(t, t) = -1 \). Thus, for any given positive integer \( n \), we may choose \( b \) sufficiently small so that all conditions of Theorem 17 are satisfied.
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