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ABSTRACT. Necessary and sufficient conditions are found for weighted mean convergence of Lagrange and quasi-Lagrange interpolation based at the zeros of generalized Jacobi polynomials.

1. Introduction. Although the problem of finding necessary and sufficient conditions for weighted mean convergence of Lagrange interpolation based at the zeros of orthogonal polynomials was formulated over forty years ago by P. Erdős and P. Turán, nevertheless no significant progress was achieved until 1970 when R. Askey [1 and 2] partially solved the case of interpolating at zeros of Jacobi polynomials. Askey's approach was based on an idea dating back to J. Marcinkiewicz which consists of reducing the problem of mean convergence of Lagrange interpolation to that of orthogonal Fourier series. In order to accomplish this task certain quadrature sums had to be estimated in terms of integrals. This was successfully carried out by Askey for certain Jacobi weights. By proposing another approach to estimating quadrature sums and by refining Askey's techniques, I managed to improve Askey's results in [14] where I found sufficient conditions for weighted $L^p$ ($0 < p < \infty$) convergence of Lagrange interpolation based at the zeros of slightly generalized Jacobi polynomials. By solving Turán's problem in [13, p. 180] I showed that for $0 < p < \infty$ the conditions given in [14] are necessary as well. The only limitation of the Fourier series method is that it requires the knowledge of convergence of Fourier series in the same weighted $L^p$ space where the convergence of Lagrange interpolation is considered. Since at the present time nothing is known about convergence of orthogonal Fourier series in $L^p$ spaces with arbitrary weights, one is forced to look for other approaches when considering convergence of Lagrange interpolation in $L^p$ spaces with general weights. It is demonstrated in this paper that by realizing that, in fact, Lagrange interpolation can be looked at as a mapping from bounded functions into the weighted $L^p$ space rather than as a mapping from $L^p$ into $L^p$, one can directly estimate $L^p$ norms without referring to Fourier series. Quadrature sums still need to be handled in a proper way, but that technique was worked out in [13].
this paper we set the goal of finding necessary and sufficient conditions for convergence of Lagrange interpolation based at the zeros of generalized Jacobi polynomials in $L^p$ spaces with general weights. In fact, we are going to consider quasi-Lagrange interpolating polynomials which have a property that they interpolate not just at the zeros of orthogonal polynomials but also possibly at two more exceptional points and, at these exceptional points, their derivatives vanish at a prescribed rate. It turns out that although by doing so we might ruin convergence when ordinary Lagrange interpolation does converge, nevertheless these quasi-Lagrange interpolation polynomials will converge when ordinary Lagrange interpolation does not. This phenomenon is described in Theorem 6 which is the main result of this paper. In case the reader is interested in the history of the problem of mean convergence of Lagrange interpolation, we suggest [1, 14 and 15] as references. An application of the results of this paper to weighted mean convergence of Hermite-Fejér interpolation is given in [16].

2. Notations, auxiliary results and the Lemma.

General notations. $\mathbb{N}$ is the set of positive integers. The symbol “const” stands for some positive constant taking a different value each time it is used. It will always be clear what variables and indices the constants are independent of. If $A$ and $B$ are two expressions depending on some variables then we write

$$A \sim B \quad \text{if} \quad |AB^{-1}| \leq \text{const} \quad \text{and} \quad |A^{-1}B| \leq \text{const}$$

uniformly for the variables in consideration. The characteristic function of a set $\Delta$ is denoted by $1_\Delta$. For the sake of brevity we will frequently omit unnecessary parameters. For example, if we have an expression $x_{kn}(w)$ and $w$ does not vary in a given context, then we will write $x_{kn}$ instead of $x_{kn}(w)$, or $\int f$ will stand for $\int f(x) \, dx$. The integer part of a number $c$ is denoted by $[c]$.

Spaces of functions. We define $L^p$, $(L \log^+ L)^p$ and $C$ in the usual way. Unless otherwise specified, all these spaces are spaces of real-valued functions with domain in $[-1,1]$. For the sake of convenience we retain the notation $|| \cdot ||_p$ even when $0 < p < 1$. Thus e.g. $f \in (L \log^+ L)^p (0 < p < \infty)$ if and only if

$$||f \log^+ |f||||_p = \left[ \int_{-1}^{1} \{ |f(t)| \log^+ |f(t)| \}^p dt \right]^{1/p} < \infty.$$

Hilbert transforms. For $f \in L^1$ in $[-1,1]$ the Hilbert transform $H(f)$ is defined by

$$H(f, x) = \lim_{\epsilon \to 0} \int_{|t| \geq \epsilon} \frac{f(t)}{x-t} dt.$$

We are going to use two properties of the Hilbert transform, namely, that $H$ is a bounded operator in $L^p$ for $1 < p < \infty$ (M. Riesz) and

$$\int H(f) g = - \int f H(g)$$

whenever $f \in L^p$ and $g \in L^q$, $p^{-1} + q^{-1} = 1$. (See [4, pp. 1059–1060].)

Orthogonal polynomials. If $w$ is a nonnegative $L^1$ function supported in $[-1,1]$ such that $||w||_1 > 0$, then the corresponding system of orthogonal polynomials is denoted
by \( \{ p_n(w) \}_{0}^{\infty} \). Hence
\[
p_n(w, x) = \gamma_n(w) x^n + \text{lower degree terms}, \quad \gamma_n(w) > 0,
\]
and
\[
\int_{-1}^{1} p_n(w) p_m(w) w = \delta_{nm}.
\]
The zeros of \( p_n(w) \) are denoted by \( x_{kn}(w) \) and they are ordered so that
\[
x_{1n}(x) > x_{2n}(x) > \cdots > x_{nn}(w).
\]
The reproducing kernel \( K_n(w) \) is defined by
\[
K_n(w, x, t) = \sum_{k=0}^{n-1} p_k(w, x) p_k(w, t)
\]
which by the Christoffel-Darboux formula [18, p. 43] is equivalent to
\[
K_n(w, x, t) = \frac{\gamma_{n-1}(w) p_n(w, x) p_{n-1}(w, t) - p_{n-1}(w, x) p_n(w, t)}{x - t}.
\]
The Christoffel function \( \lambda_n(w) \) is defined by \( \lambda_n(w, x) = K_n(w, x, x)^{-1} \). The numbers
\[
\lambda_{kn}(w) = \lambda_n(w, x_{kn}(w)), \quad 1 \leq k \leq n,
\]
are the Cotes numbers and they appear in the Gauss-Jacobi quadrature formula [18, p. 47]
\[
\sum_{k=1}^{n} R(x_{kn}(w)) \lambda_{kn}(w) = \int_{-1}^{1} Rw
\]
which is valid for every polynomial \( R \) of degree less than \( 2n \). Since
\[
\frac{\gamma_{n-1}(w)}{\gamma_n(w)} = \int_{-\infty}^{\infty} tp_{n-1}(w, t) p_n(w, t) w(t) \, dt
\]
and \( w \) is supported in \([-1, 1]\) we have
\[
(1) \quad \frac{\gamma_{n-1}(w)}{\gamma_n(w)} \leq 1
\]
for \( n \in \mathbb{N} \).

**Lagrange interpolation.** For a given weight \( w \) and bounded function \( f \) the corresponding Lagrange interpolating polynomial is denoted by \( L_n(w, f) \). Thus
\[
L_n(w, f, x_{kn}(w)) = f(x_{kn}(w)), \quad 1 \leq k \leq n, \ n \in \mathbb{N},
\]
and we can write
\[
(2) \quad L_n(w, f) = \sum_{k=1}^{n} f(x_{kn}(w)) l_{kn}(w)
\]
where the fundamental polynomials \( l_{kn}(w) \) are defined by
\[
l_{kn}(w, x) = \frac{p_n(w, x)}{p_n'(w, x_{kn}(w))(x - x_{kn}(w))}, \quad 1 \leq k \leq n.
\]
Another expression for $l_{kn}(w)$ is
\begin{equation}
(3) \quad l_{kn}(w, x) = \frac{\gamma_{n-1}(w)}{\gamma_n(w)} \lambda_{kn}(w) p_{n-1}(w, x_{kn}(w)) \frac{p_n(w, x)}{x - x_{kn}(w)}
\end{equation}
(see [18, p. 48]). If $w$ is supported in $[-1, 1]$ then all the zeros $x_{kn}(w)$ of $p_n(w)$ belong to $(-1, 1)$ [18, p. 44] so that (2) does make sense even if $f$ is only bounded on every closed subinterval of $(-1, 1)$ but not on $[-1, 1]$. We will need the identity [7, p. 25]
\begin{equation}
(4) \quad \lambda_n(w, x)^{-1} = \sum_{k=1}^{n} \lambda_{kn}(w)^{-1} l_{kn}(w, x)^2.
\end{equation}

Quasi-Lagrange interpolation. Let $w$ be a weight function with support in $[-1, 1]$ and let $r$ and $s$ be nonnegative integers. If $f$ is a bounded function in $[-1, 1]$ then the quasi-Lagrange interpolating polynomial $L^{(r,s)}_n(w, f)$ is the unique polynomial of degree at most $n + r + s - 1$ which satisfies
\begin{equation}
(5) \quad L^{(r,s)}_n(w, f, x_{kn}(w)) = f(x_{kn}(w)), \quad 0 \leq k \leq n + 1,
\end{equation}
where $x_{0n}(w) = 1$ and $x_{n+1,n}(w) = -1$,
\begin{equation}
(6) \quad L^{(r,s)}_n(w, f, 1)^{(l)}(0) = 0, \quad 1 \leq l \leq r - 1,
\end{equation}
and
\begin{equation}
(7) \quad L^{(r,s)}_n(w, f, -1)^{(l)}(0) = 0, \quad 1 \leq l \leq s - 1.
\end{equation}
If either $r$ or $s$ equals 0 then $k = 0$ or $k = n + 1$, respectively, is omitted in (4). Naturally, $L^{(r,s)}_n(w, f)$ is a Hermite interpolating polynomial, and it can explicitly be represented in the form
\begin{equation}
(8) \quad L^{(r,s)}_n(w, f) = \sum_{k=0}^{n+1} f(x_{kn}(w)) h_{kn}(w)
\end{equation}
where
\begin{equation}
(9) \quad h_{kn}(w, x) = (1 - x)^r (1 + x)^s (1 - x_{kn}(w))^{-r} (1 + x_{kn}(w))^{-s} l_{kn}(w, x)
\end{equation}
for $1 \leq k \leq n$,
\begin{equation}
(10) \quad h_{0n}(w, x) = (1 + x)^s p_n(w, x) \sum_{l=0}^{r-1} (-1)^l \frac{1}{l!} \left[ \frac{1}{p_n(w, t) (1 + t)^s} \right]^{(l)} \bigg|_{t=1} (1 - x)^l
\end{equation}
and
\begin{equation}
(11) \quad h_{n+1,n}(w, x) = (1 - x)^r p_n(w, x) \sum_{l=0}^{s-1} \frac{1}{l!} \left[ \frac{1}{p_n(w, t) (1 - t)^r} \right]^{(l)} \bigg|_{t=-1} (1 + x)^l.
\end{equation}
For $r = s = 1$ these polynomials have been investigated in [8, 10, 19 and 20].

Jacobi weights. The function $v$ is called a Jacobi weight function if $v$ can be written in the form
\begin{equation}
(12) \quad v(x) = (1 - x)^a (1 + x)^b
\end{equation}
for \(-1 \leq x \leq 1\) and \(v(x) = 0\) for \(|x| > 1\). In this paper we do not necessarily assume that \(v\) is integrable. The function \(v\) is a rational Jacobi weight if \(a\) and \(b\) in (9) are integers.

Generalized Jacobi polynomials. Let \(w\) be a nonnegative integrable function defined in \([-1, 1]\). We say that \(w\) is a generalized Jacobi weight function \((w \in GJ)\) if \(w\) can be written in form

\[
w(x) = \psi(x)(1 - x)^{\Gamma_0} \prod_{k=1}^{m} |t_k - x|^{\Gamma_k} (1 + x)^{\Gamma_{m+1}}
\]

for \(-1 \leq x \leq 1\) where \(-1 < t_m < t_{m-1} < \cdots < t_1 < 1\), \(\Gamma_k > -1\) \((k = 0, 1, \ldots, m + 1)\) and \(\psi^{\pm 1} \in L^\infty\) in \([-1, 1]\). If, in addition, \(\psi\) in (10) is continuous and the modulus of continuity \(\omega\) of \(\psi\) satisfies

\[
\int_0^1 \frac{\omega(t)}{t} \, dt < \infty,
\]

then we say that \(w\) is a generalized smooth Jacobi weight \((w \in GSJ)\). Orthogonal polynomials corresponding to generalized Jacobi weights are called generalized Jacobi polynomials. Such polynomials and their characteristics have extensively been studied by Badkov [3] and myself [13]. For the convenience of the reader, we provide a collection of properties of generalized Jacobi polynomials which will be applied when investigating mean convergence of Lagrange interpolation.

(a) Let \(w \in GJ\) and set \(x_{kn}(w) = \cos \theta_{kn}\) for \(0 \leq k \leq n + 1\) where \(x_{0n} = 1\), \(x_{n+1,n} = -1\) and \(0 \leq \theta_{kn} \leq \Pi\). Then

\[
\lambda_{kn}(w, x) \sim \frac{1}{n} \bar{w}_n(x)
\]

uniformly for \(-1 \leq x \leq 1\) and \(n \in \mathbb{N}\) (see [13, Theorem 9.22, p. 166]).

(b) Let \(w \in GJ\) and let \(w\) be given by (10). Define \(\bar{w}_n\) by

\[
\bar{w}_n(x) = \left(\sqrt{1 - x} + \frac{1}{n}\right)^{2\Gamma_0 + 1} \prod_{k=1}^{m} \left(\sqrt{|t_k - x|} + \frac{1}{n}\right)^{\Gamma_k} \left(\sqrt{1 + x} + \frac{1}{n}\right)^{2\Gamma_{m+1} + 1}.
\]

Then

\[
\lambda_n(w, x) \sim \frac{1}{n} \bar{w}_n(x)
\]

uniformly for \(-1 \leq x \leq 1\) and \(n \in \mathbb{N}\) (see [13, Theorem 6.3.28, p. 120]), in particular,

\[
\lambda_{kn}(w) \sim \frac{1}{n} (1 - x_{kn}(w))^{\Gamma_0 + 1/2} \prod_{i=1}^{m} \left(\sqrt{1 - x_{kn}(w)} + \frac{1}{n}\right)^{\Gamma_i} (1 + x_{kn}(w))^{\Gamma_{m+1} + 1/2}
\]

uniformly for \(1 \leq k \leq n\), \(n \in \mathbb{N}\). (Formula (14) follows from (11) and (13)).

(c) If \(w \in GSJ\) is given by (10) and \(\bar{w}_n\) is defined by (12) then

\[
|p_n(w, x)| \leq \text{const} \bar{w}_n(x)^{-1/2}
\]
uniformly for \(-1 \leq x \leq 1\) and \(n \in \mathbb{N}\) (see [3, Theorem 1.1, p. 226]), in particular,

\[(16) \quad |p_n(w, x)| \leq \text{const} \frac{1}{\sqrt{\sqrt{w(x)\sqrt{1 - x^2} + 1}}}
\]

uniformly for \(-1 \leq x \leq 1\), \(n \in \mathbb{N}\). Moreover,

\[(17) \quad p_n(w, 1) \sim n^{\Gamma_0 + 1/2}
\]

and

\[(18) \quad |p_n(w, -1)| \sim n^{\Gamma_{-1} + 1/2}
\]

uniformly for \(n \in \mathbb{N}\). (See [13, Corollary 9.34, p. 171].)

(d) If \(w\) is a weight function supported in \([-1, 1]\) and \(\tilde{w}\) is defined by \(\tilde{w}(x) = (1 - x^2)w(x)\) then

\[\left(1 - x_{kn}(w)^2\right)p_{n-1}(\tilde{w}, x_{kn}(w)) = a_n p_{n-1}(w, x_{kn}(w)), \quad a_n > 0,
\]

for \(1 \leq k \leq n\) where \(a_n\) is independent of \(k\). If \(\log w(\cos \theta)\) is integrable then \(\lim_{n \to \infty} a_n = 1\) and thus

\[(19) \quad p_{n-1}(w, x_{kn}(w)) \sim \left(1 - x_{kn}(w)^2\right)p_{n-1}(\tilde{w}, x_{kn}(w))
\]

uniformly for \(1 \leq k \leq n\) and \(n \in \mathbb{N}\). (See [13, Lemma 9.30, p. 170].) If \(w \in GSJ\) is given by (10) and \(\tilde{w}_n\) is defined by (12) then

\[(20) \quad \tilde{w}_n(x_{kn}(w)) p_{n-1}(w, x_{kn}(w))^2 \sim \left(1 - x_{kn}(w)^2\right)
\]

uniformly for \(1 \leq k \leq n\), \(n \in \mathbb{N}\). (See [13, Theorem 9.31, p. 170].)

(e) If \(w\) is a weight function supported in \([-1, 1]\) such that \(\log w(\cos \theta)\) is integrable then

\[(21) \quad 0 < \lim_{n \to \infty} 2^{-n} \gamma_n(w) < \infty.
\]

(See [18, p. 309].)

(f) If \(w \in GJ\) and \(l\) is a positive integer then

\[(22) \quad |p_n(w, \pm 1)^{(l)}| \leq \text{const} n^{2l} |p_n(w, \pm 1)|
\]

and

\[(23) \quad (1/p_n(w, \pm 1)^{(l)}) \leq \text{const} n^{2l} |p_n(w, \pm 1)|^{-1}
\]

uniformly for \(n \in \mathbb{N}\). We can prove (22) and (23) by induction. When \(l = 1\) then

\[p_n(\pm 1)' = p_n(\pm 1) \sum_{k=1}^{n} (\pm 1 - x_{kn})^{-1}
\]

and by (11) inequality (22) holds. Otherwise we write

\[p_n(x)' = p_n(x) \sum_{k=1}^{n} (x - x_{kn})^{-1}
\]

and differentiating this identity \(l - 1\) times we obtain

\[p_n(\pm 1)^{(l)} = \sum_{j=0}^{l-1} \binom{l-1}{j} p_n(\pm 1)^{(j)} (-1)^{l-j-1} (l - 1 - j)! \sum_{k=1}^{n} (\pm 1 - x_{kn})^{l-j-1}
\]
and by (11)

$$|p_n(±1)^{(l)}| \leq \text{const} n^{2l} \sum_{j=0}^{l-1} |p_n(±1)^{(j)}| n^{-2j}$$

so that (22) follows by induction. When $l = 1$ then

$$\left( \frac{1}{p_n(±1)} \right)' = p_n(±1)' - \frac{1}{p_n(±1)^2} \sum_{k=1}^{n} (±1 - x_{kn})^{-1}.$$ 

Thus by (11) inequality (23) holds. For $l > 1$ we use the identity

$$p_n(±1)\left( \frac{1}{p_n(±1)} \right)^{(l)} = \sum_{j=0}^{l-1} \binom{l}{j} \left( \frac{1}{p_n(±1)} \right)^{(j)} p_n(±1)^{(l-j)}$$

so that by (22)

$$\left| \left( \frac{1}{p_n(±1)} \right)^{(l)} \right| \leq \text{const} n^{2l} \sum_{j=0}^{l-1} \left| \left( \frac{1}{p_n(±1)} \right)^{(j)} \right| n^{-2j}$$

and (23) follows by induction.

(g) Let $w \in GJ$ and $0 < p < \infty$. If $c$ is a fixed positive number and $v$ is an arbitrary, not necessarily integrable, Jacobi weight, then for every polynomial $R$ of degree at most $cn$

$$\sum_{k=1}^{n} |R(x_{kn}(w))|^p v(x_{kn}(w)) \lambda_{kn}(w) \leq \text{const} \int_{-1}^{1} |R(t)|^p v(t) w(t) dt.$$

(See [13, Theorem 9.25, p. 168].)

(h) Let $w \in GJ$ and $0 < p < \infty$. If $w$ is given by (10) then for any fixed $c > 0$ we define $\Delta^*_n(c)$ by

$$\Delta^*_n(c) = [-1 + cn^{-2}, 1 - cn^{-2}] \cup \bigcup_{k=1}^{n} [t_k - cn^{-1}, t_k + cn^{-1}].$$

Then there exists a $\tilde{c} > 0$ such that for every polynomial $R$ of degree at most $n$

$$|||R|||_p w|_{\tilde{c}} \leq \text{const} |||R|||_p w|_1$$

where $1_{\tilde{c}}$ denotes the characteristic function of $\Delta^*_n(c)$. (See Theorem 6.3.28 and Remark 6.3.29 in [13, p. 120].)

(i) If $R$ is any polynomial of degree at most $n$ then

$$\max_{|x| \leq 1} |R(x)| \leq 12 \max_{|x| \leq 1} |R(x)|, \quad n = 2, 3, \ldots.$$ 

This follows immediately from Chebyshev’s inequality [12, p. 51] and from the easily verifiable estimate

$$T_n((1 - n^{-2})^{-1}) \leq 12, \quad n = 2, 3, \ldots,$$

which holds for the Chebyshev polynomial $T_n$.

The Lemma. The following proposition is the key to proving weighted $L^p$ convergence of Lagrange interpolation.
LEMMA. Let $1 < p < \infty$, $\phi \in GJ$ and let $\Omega$ denote the class of functions $G$ such that $|G(x)| \leq 1$ almost everywhere in $[-1, 1]$ and $G(x) = 0$ for $x \not\in [-1, 1]$. If the function $g$ satisfies $g\phi^{-1} \in L^p$ and $g \in L^p(\log^+ L)^p$ then

\begin{equation}
\sup_{G \in \Omega} \|g\phi^{-1}H(\phi G)\|_p \leq \text{const}[1 + \|g(1 + \phi^{-1} + \log^+ |g|)\|_p]
\end{equation}

where the constant is independent of $g$.

PROOF. First let $\phi \sim 1$ in $[-1, 1]$. If

$m = \text{ess inf } \phi(x)$ and $M = \text{ess sup } \phi(x),$

then

\begin{equation}
\sup_{G \in \Omega} \|g\phi^{-1}H(\phi G)\|_p \leq m^{-1}M \sup_{G \in \Omega} \|gH(G)\|_p.
\end{equation}

Let $\gamma$ denote the constant in Riesz’s inequality [17, p. 48]

\begin{equation}
\|H(G)\|_q \leq \gamma q\|G\|_q
\end{equation}

which is valid for $p \leq q < \infty$. In particular, if $G \in \Omega$ then (29) implies

\begin{equation}
\|H(G)\|_q \leq \gamma q^{1/q}, \quad p \leq q < \infty.
\end{equation}

Let $\lambda = 2^{-1} \gamma^{-1} p^{-1} e^{-2}$. Then we can write

\begin{align}
\int_{-1}^{1} |g(t)H(G, t)|^p dt &= \int_{|t| \leq \exp\{\lambda H(G, t)\}} |g(t)H(G, t)|^p dt \\
&\quad + \int_{|t| > \exp\{\lambda H(G, t)\}} |g(t)H(G, t)|^p dt \\
&\leq \int_{-1}^{1} |H(G, t)|^p \exp\{\lambda pH(G, t)\} dt + \lambda^{-p} \int_{-1}^{1} |g(t)\log^+ |g(t)||^p dt \\
&= \sum_{k=0}^{\infty} \frac{\lambda^k p^k}{k!} \int_{-1}^{1} |H(G, t)|^{p+k} dt + \lambda^{-p} \int_{-1}^{1} |g(t)\log^+ |g(t)||^p dt.
\end{align}

Since $k! \geq (k/e)^k$, we can apply (30) to obtain

\begin{align}
\int_{-1}^{1} |g(t)H(G, t)|^p dt \\
&\leq 2 \sum_{k=0}^{\infty} (\lambda pe)^k [\gamma(p + k)]^{p+k}k^{-k} + \lambda^{-p} \int_{-1}^{1} |g(t)\log^+ |g(t)||^p dt.
\end{align}

Obviously $(p + k)^{p+k} = p^p(1 + k/p)^p \cdot k^k(1 + p/k)^k \leq p^p e^k k^k e^p$ so that

\begin{align}
2 \sum_{k=0}^{\infty} (\lambda pe)^k [\gamma(p + k)]^{p+k}k^{-k} &\leq 2(\gamma pe)^p \sum_{k=0}^{\infty} (\lambda \gamma pe^2)^k = 4(\gamma pe)^p
\end{align}

since $\lambda \gamma pe^2 = 2^{-1}$. Thus if $G \in \Omega$ then

\begin{equation}
\|gH(G)\|_p \leq 4^{1/p} \gamma pe + 2\gamma pe^2 \|g\log^+ |g||_p
\end{equation}
which together with (28) implies (27) when \( \phi \sim 1 \). Now let \( \phi \in GJ \) and \( \phi \) not \( \sim 1 \). Then \( \phi \) can be written in the form

\[
\phi(x) = \phi_1(x) \prod_{k=1}^{l} |x - y_k|^{l_k},
\]

where \(-1 \leq y_j < y_{j-1} < \cdots < y_1 < 1\), \( \Gamma_k > -1 \) and \( \Gamma_k \neq 0 \) for \( 1 \leq k \leq l \) and \( \phi_1 \sim 1 \). Choose \( \{a_k\}_{k=1}^{l+1} \) such that \( y_k \in (a_{k+1}, a_k) \) for \( 1 \leq k \leq l \), \( (a_{k+1}, a_k) \cap (a_{j+1}, a_j) = \phi \) for \( k \neq j \) and \( [-1, 1] \subset \bigcup_{k=1}^{l+1} \{a_{k+1}, a_k\} \subset [-2, 2] \). Let \( \epsilon \) be defined by \( \epsilon = \frac{1}{2} \dist([y_k], \{a_k\}) \) and let \( l_k \) denote the characteristic function of \([a_{k+1}, a_k]\). Then we can write

\[
g\phi^{-1}H(\phi G) = \sum_{k=1}^{l} 1_k g\phi^{-1}H \left( \phi G \sum_{j=1}^{l} 1_j \right)
\]

\[
= \sum_{k=2}^{l} 1_k g\phi^{-1}H(\phi G_{l,k}) + \sum_{k=2}^{l} 1_k g\phi^{-1}H(\phi G_{l,k-1})
\]

\[
+ \sum_{k=1}^{l-1} 1_k g\phi^{-1}H(\phi G_{l+1,k}) + \sum_{k=1}^{l-1} 1_k g\phi^{-1}H(\phi G_{l,k})
\]

\[
= \sum_1^1 + \sum_2^2 + \sum_3^3 + \sum_4^4.
\]

Assume that \( G \in \Omega \). We will estimate each sum \( \Sigma^i \) in (32) individually. If \( |k - j| \geq 2 \) then

\[
l_k(x)H(\phi G_{l,j}, x) = l_k(x) \int_{a_{j+1}}^{a_j} \frac{\phi(t)G(t)}{x - t} dt
\]

so that

\[
|l_k g\phi^{-1}H(\phi G_{l,j})| \leq \frac{1}{\epsilon} l_k g\phi^{-1} |\phi|_{l} \int_{a_{j+1}}^{a_j} \phi(t) dt.
\]

Hence we obtain

\[
|\Sigma^1| \leq \frac{1}{\epsilon} |g\phi^{-1}| \cdot |\phi|_{l}
\]

and

\[
|\Sigma^2|_p \leq \frac{1}{\epsilon} |\phi|_{l} \|g\phi^{-1}\|_p.
\]

Now we turn to estimating \( \Sigma^2 \) in (32). If

\[
N = \text{ess sup} \phi(t), \quad t \in \bigcup_{k=1}^{l+1} \{a_k - \epsilon, a_k + \epsilon\},
\]

then from

\[
l_k g\phi^{-1}H(\phi G_{l,k-1}) = l_k g\phi^{-1} \left[ \int_{a_k}^{a_{k+1} - \epsilon} \frac{\phi(t)G(t)}{x - t} dt + \int_{a_k - \epsilon}^{a_{k+1}} \frac{\phi(t)G(t)}{x - t} dt \right]
\]
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we get

\[(34)\quad |1_kg\phi^{-1}H(\phi G_{1-k})| \leq |1_kg\phi^{-1}| \left[ N \log \frac{5}{|a_k - x|} + \frac{1}{\varepsilon} \int_{a_k}^{a_k-1} \phi(t) \, dt \right]. \]

Let

\[ L = \text{ess supp } \phi(t)^{-1}, \quad t \in [-1, 1] \cap \bigcap_{k=1}^{l+1} [a_k - \varepsilon, a_k + \varepsilon]. \]

Then we obtain from (34)

\[ \begin{align*}
|1_kg\phi^{-1}H(\phi G_{1-k})| & \leq N|1_kg\phi^{-1}| \log \frac{5}{|a_k - x|} 1_{|a_k+1, a_k-\varepsilon|} \\
& \quad + N|1_kg\phi^{-1}| \log \frac{5}{|a_k - x|} 1_{|a_k-\varepsilon, a_k|} + \frac{1}{\varepsilon} |1_kg\phi^{-1}| \int_{a_k}^{a_k-1} \phi(t) \, dt \\
& \leq N \log \frac{5}{\varepsilon} |1_kg\phi^{-1}| + NL|1_kg| \log \frac{5}{|a_k - x|} 1_{|a_k-\varepsilon, a_k|} \\
& \quad + \frac{1}{\varepsilon} |1_kg\phi^{-1}| \int_{a_k}^{a_k-1} \phi(t) \, dt.
\end{align*} \]

Since obviously

\[ g(x) \log \frac{5}{|a_k - x|} \leq 2p|g(x)| \log^{+} |g(x)| + \left( \frac{5}{|a_k - x|} \right)^{1/2p} \log \frac{5}{|a_k - x|}, \]

\[-1 \leq x \leq 1,\]

we have the inequality

\[ |1_kg\phi^{-1}H(\phi G_{1-k})| \leq |1_kg\phi^{-1}| \left[ N \log \frac{5}{\varepsilon} + \frac{1}{\varepsilon} \|\phi\|_1 \right] + 2NLp |1_kg| \log^{+} |g| \]

\[ + NLs^{1/2p} |1_k|a_k - x|^{-1/2p} \log \frac{5}{|a_k - x|}. \]

Hence

\[(35)\quad \left| \sum \right| \leq |g\phi^{-1}| \left[ N \log \frac{5}{\varepsilon} + \frac{1}{\varepsilon} \|\phi\|_1 \right] + 2NLp |g| \log^{+} |g| \]

\[ + NLs^{1/2p} \sum_{k=1}^{l+1} |a_k - x|^{-1/2p} \log \frac{5}{|a_k - x|}. \]

Observing that the last function on the right-hand side of (35) belongs to \( L^p \), and denoting its \( L^p \) norm by \( K \), we obtain

\[(36)\quad \left\| \sum \right\|_p \leq \left[ N \log \frac{5}{\varepsilon} + \frac{1}{\varepsilon} \|\phi\|_1 \right]\|g\phi^{-1}\|_p + 2NLp |g| \log^{+} |g|_p + KNs^{1/2p}. \]

The sum \( \sum \) in (32) can be estimated in exactly the same way as \( \sum \), and by doing so we get

\[(37)\quad \left\| \sum \right\|_p \leq \left[ N \log \frac{5}{\varepsilon} + \frac{1}{\varepsilon} \|\phi\|_1 \right]\|g\phi^{-1}\|_p + 2NLp |g| \log^{+} |g|_p + KNs^{1/2p}. \]
Now it remains to estimate $\Sigma^4$ in (32). Note that for every $k, 1 \leq k \leq l$, we can represent $\phi$ in the form $\phi(x) = \psi_k(x) |x - y_k|^\Gamma_k$ where $1_k \psi_k^{\pm 1} \in L^\infty$ in $[-1, 1]$. Moreover,

$$1_k \phi^{-1} H(\phi G 1_k) = 1_k \phi \psi_k^{-1} H(\psi_k G 1_k) + 1_k \phi \psi_k^{-1} [\psi_k \phi^{-1} H(\phi G 1_k) - H(\psi_k G 1_k)]$$

$$= \sigma_k^1 + \sigma_k^2. $$

Since $1_k \psi_k^{\pm 1} \in L^\infty$ we can apply (31) to conclude that

$$\|\sigma_k^p\|_p \leq \|1_k \psi_k^{\pm 1}\|_\infty \|1_k \psi_k\|_\infty \left[ 4^{1/p} \gamma \rho + 2 \gamma \rho \|g \log^+ |g|\|_p \right]. $$

In order to estimate $\sigma_k^2$ in (38) we write it as

$$\sigma_k^2(x) = 1_k(x) g(x) \psi_k(x)^{-1} \int_{a_{k+1}}^{a_k} \psi_k(t) G(t) \left[ \frac{t - y_k}{x - y_k} \right]^{\Gamma_k} - 1 \frac{1}{x - t} dt. $$

Hence

$$\|\sigma_k^2\| \leq \|1_k \phi \psi_k^{-1}\|_\infty \|1_k \psi_k\|_\infty \int_{a_{k+1}}^{a_k} \left[ \frac{t - y_k}{x - y_k} \right]^{\Gamma_k} - 1 \frac{1}{||x - y_k| - |t - y_k||} dt. $$

Introducing a new variable $u = (t - y_k) / (x - y_k)^{\Gamma_k}$ in the integral and observing that $|a_k| \leq 2, |y_k| \leq 1$ for $1 \leq k \leq l$, we obtain

$$\int_{a_{k+1}}^{a_k} \left[ \frac{t - y_k}{x - y_k} \right]^{\Gamma_k} - 1 \frac{1}{||x - y_k| - |t - y_k||} dt \leq 2 \int_0^{3 |x - y_k|^\Gamma_k} |u \Gamma_k - 1| u - 1|^{-1} du$$

$$= 2 \int_0^{3/2} |u \Gamma_k - 1| u - 1|^{-1} du + 2 \int_{3/2}^{3 |x - y_k|^\Gamma_k} |u \Gamma_k - 1| u - 1|^{-1} du$$

$$\leq 2 \int_0^{3/2} |u \Gamma_k - 1| u - 1|^{-1} du + \frac{6 |x - y_k|^\Gamma_k}{\Gamma_k}, \quad \Gamma_k > 0,$$

$$\frac{6 \log |x - y_k|}{\Gamma_k}, \quad \Gamma_k < 0.$$

Substituting this estimate into (40) we get

$$\|\sigma_k^2\| \leq \|1_k \phi \psi_k^{-1}\|_\infty \|1_k \psi_k\|_\infty \cdot 2 \int_0^{3/2} |u \Gamma_k - 1| u - 1|^{-1} du$$

$$+ \|1_k \phi \psi_k^{-1}\|_\infty \left\{ \begin{array}{ll}
6 |x - y_k|^{\Gamma_k}, & \Gamma_k > 0, \\
6 \log |x - y_k|, & \Gamma_k < 0.
\end{array} \right.$$
Combining (32), (38), (39), (42) and (44) we obtain
\begin{equation}
\| \sum_{k} \|_{p} \leq \text{const} \left[ 1 + \| g(1 + \phi^{-1} + \log^{+} \| g \|_{p}) \right].
\end{equation}

Now (27) follows from (32), (33), (36), (37) and (45). The proof of the Lemma has been completed.

3. Main results.

**Theorem 1.** Let \( w \in GSJ \) and \( 0 < p < \infty \). Let \( v \) be a not necessarily integrable Jacobi weight function, and let \( u \) be a nonnegative function defined in \([-1, 1]\) such that \( u \in L^{p}, \ w \in (L \log^{+} L)^{p}, \ u/\sqrt{w(1 - x^{2})} \in L^{p} \) and \( v\sqrt{w(1 - x^{2})} \in L^{1} \). Then for every bounded function \( f \)
\begin{equation}
\sup_{n \geq 1} \| L_{n}(w, vf)u \|_{p} \leq \text{const} \| f \|_{\infty}
\end{equation}
with some constant independent of \( f \).

**Proof.** First let \( 1 < p < \infty \). Since \( w \in GSJ \), we can write \( w \) in the form
\begin{equation}
w(x) = \psi(x)(1 - x)^{\Gamma_{0}} \prod_{k = 1}^{m} | t_{k} - x |^{\Gamma_{k}} (1 + x)^{\Gamma_{m}}, \quad \psi_{n} \in L^{\infty},
\end{equation}
where \(-1 < t_{m} < t_{m-1} < \cdots < t_{1} < 1\). Let \( \tau \) be the set of all indices \( k \) for which \( \Gamma_{k} \) in (47) is negative and \( 1 \leq k \leq m \). For any fixed \( c > 0 \) let \( \Delta_{n}(c) \) be defined by
\begin{equation}
\Delta_{n}(c) = [-1 + cn^{-2}, 1 - cn^{-2}] \setminus \bigcup_{k \in \tau} [t_{k} - cn^{-1}, t_{k} + cn^{-1}].
\end{equation}
n = 1, 2, \ldots. If \( w \in GSJ \) then also \( \tilde{w} \in GSJ \) where \( \tilde{w}(x) = (1 - x^{2})w(x) \). If \( 1_{n} \) is the characteristic function of \( \Delta_{n}(c) \) then by (15)
\begin{equation}
| 1_{n}(x)p_{n}(w, x) | \leq \text{const} \left[ w(x) \right]^{1/2}, \quad | x | \leq 1,
\end{equation}
and
\begin{equation}
| 1_{n}(x)p_{n}(\tilde{w}, x) | \leq \text{const} \left[ w(x)(1 - x^{2})^{3/2} \right]^{-1/2}, \quad | x | \leq 1.
\end{equation}
Our first goal is to prove that for every fixed \( c > 0 \)
\begin{equation}
\sup_{n \geq 1} \| L_{n}(w, vf)1_{n}^{c}u \|_{p} \leq \text{const} \| f \|_{\infty} \quad \text{for} \ 1 < p < \infty.
\end{equation}
In the following we will denote by \( G_{i} \ (i = 1, 2, \ldots, 5) \) functions which might depend on \( n \) and which have the properties that \( | G_{i}(x) | \leq 1 \) almost everywhere in \([-1, 1]\) and \( G_{i}(x) = 0 \) for \( | x | > 1 \). Then
\begin{equation}
\int | L_{n}(w, vf) |^{p}u^{p}1_{n}^{c} = \int L_{n}(w, vf)G_{1} | L_{n}(w, vf) |^{p-1}u^{p}1_{n}^{c}
\end{equation}
so that by (3)
\begin{equation}
\int | L_{n}(w, vf) |^{p}u^{p}1_{n}^{c} = \frac{\gamma_{n-1}}{\gamma_{n}} \sum_{k = 1}^{n} \lambda_{k} p_{n-1}(w, x_{k})v(x_{k})f(x_{k})
\cdot \int_{-1}^{1} p_{n}(w, x) G_{1}(x) | L_{n}(w, vf, x) |^{p-1}u(x)^{p}1_{n}^{c}(x) \, dx
\end{equation}
where \( \gamma_n = \gamma_n(w) \), \( \lambda_{kn}(w) \) and \( x_{kn} = x_{kn}(w) \). Let \( \rho_n \) be an arbitrary polynomial of degree at most \( n \) which is positive on \( \Delta_n(c) \). If \( \Pi_{2n} \) is defined by 

\begin{equation}
\Pi_{2n} = \rho_n p_n(w) H(G_1 | L_n(w, vf) | \rho_n^{-1} u^p | 1_{\gamma_n} ) \\
- H(p_n(w) G_1 | L_n(w, vf) | \rho_n^{-1} u^p | 1_{\gamma_n} )
\end{equation}

then

\[
\Pi_{2n}(t) = \int_{-1}^{1} \frac{p_n(x) p_n(w, x) - p_n(t) p_n(w, t)}{x - t} \\
\cdot G_1(x) | L_n(w, vf, x) | \rho_n(x) 1_{\gamma_n}(x) dx
\]

so that \( \Pi_{2n} \) is a polynomial of degree less than \( 2n \) and

\[
\Pi_{2n}(x_{kn}) = \int_{-1}^{1} \frac{p_n(w, x)}{x - x_{kn}} G_1(x) | L_n(w, vf, x) | \rho_n(x) 1_{\gamma_n}(x) dx.
\]

Thus we can rewrite (52) as

\[
\int | L_n(w, vf) | \rho u^p 1_{\gamma_n} = \gamma_{n-1} \sum_{k=1}^{n} \lambda_{kn} p_{n-1}(w, x_{kn}) v(x_{kn}) f(x_{kn}) \Pi_{2n}(x_{kn}).
\]

Applying (1) and (19) we obtain

\[
\int | L_n(w, vf) | \rho u^p 1_{\gamma_n} \leq \text{const} \| f \| \sum_{k=1}^{n} \lambda_{kn} p_{n-1}(w, x_{kn}) v(x_{kn}) f(x_{kn}) \Pi_{2n}(x_{kn})
\]

and by (24)

\[
\int | L_n(w, vf) | \rho u^p 1_{\gamma_n} \leq \text{const} \| f \| \int_{-1}^{1} p_{n-1}(|w|) \Pi_{2n} \| v w \|
\]

Since \( \sqrt{|w(1 - x^2)} \) is integrable, so is \( v w \). Hence by (25) there exists a number \( \bar{c} > 0 \) such that if \( 1_{\gamma_n} = 1_{\Delta_n(c)} \) then

\[
\int | L_n(w, vf) | \rho u^p 1_{\gamma_n} \leq \text{const} \| f \| \int | p_{n-1}(w) \Pi_{2n} | v w 1_{\gamma_n}.
\]

Using the definition (53) of \( \Pi_{2n} \) we obtain

\begin{equation}
\int | L_n(w, vf) | \rho u^p 1_{\gamma_n}
\end{equation}

\[
\leq \text{const} \| f \| \left[ \int | p_{n-1}(w) p_n(w) \rho_n v w 1_{\gamma_n} H(G_1 | L_n(w, vf) | \rho_n^{-1} u^p | 1_{\gamma_n} ) | \\
+ \int | p_{n-1}(w) v w 1_{\gamma_n} H(p_n(w) G_1 | L_n(w, vf) | \rho_n^{-1} u^p | 1_{\gamma_n} ) | \right]
\]

\[
= \text{const} \| f \| [I_1 + I_2].
\]
Let us choose the polynomial \( p_n \) as follows. First pick a positive integer \( M \) such that 
\[
(1 - x^2)^M v(x) = \tilde{v}(x)
\]
is continuous in \([-1, 1]\). Let \( \tilde{n} = [n/2 - M] \) and let \( p_n \) be defined by
\[
\rho_n(x) = (\tilde{n})^{-1}(1 - x^2)^M \lambda_{\tilde{n}}(\tilde{v}, x)^{-1}.
\]
Then \( p_n \) is a polynomial of degree \( 2M + 2(\tilde{n} - 1) \leq n \) and by (13)
\[
\rho_n(x) \leq \text{const} v(x)^{-1}, \quad |x| \leq 1,
\]
and
\[
\rho_n(x)^{-1} \leq \text{const} v(x), \quad |x| \leq 1 - cn^{-2},
\]
for every fixed \( c > 0 \). Now we are ready to estimate \( I_1 \) in (54). Applying (49), (50), (55) and (56) we get
\[
I_1 \leq \text{const} \int_{-1}^{1} \left| H(G_2, L_n(w, vf)) \right| |p^{-1}u^p_1\nu_{n}^1| \left| H(G_3) v^c_1 \right|.
\]
Thus by Hölder’s inequality
\[
I_1 \leq \text{const} \|L_n(w, vf)\|_p^{p-1} \|H(G_3)\|_{p} \cdot \|v^c_1\|_p.
\]
Now we can apply the Lemma with \( \phi \equiv 1 \) and \( g = v^c_1 \) to conclude that
\[
I_1 \leq \text{const} \|L_n(w, vf)\|_p^{p-1} \left| 1 + \|v^c_1(1 + \log^+ v^c_1)\|_p \right|
\]
so that
\[
I_1 \leq \text{const} \|L_n(w, vf)\|_p^{p-1}.
\]
Estimating \( I_2 \) in (54) goes along similar lines. We have by (49) and (50)
\[
I_2 \leq \text{const} \int_{-1}^{1} \left| H(w_* G_4, L_n(w, vf)) \right| |p^{-1}u^p_1\nu_{n}^1| \left| H(G_5) v^c_1 \right|.
\]
where \( w_* \) is defined by \( w_*(x) = \sqrt{w(x)}\sqrt{1 - x^2} \). Thus
\[
I_2 \leq \text{const} \int_{-1}^{1} w_* G_5 H \left( w_* G_4, L_n(w, vf) \right) |p^{-1}u^p_1\nu_{n}^1| \left| H(G_5) v^c_1 \right|
\]
so that by Hölder’s inequality
\[
I_2 \leq \text{const} \|L_n(w, vf)\|_p^{p-1} \|v^c_1\|_p^{p-1} \|H(G_5)\|_{p}.
\]
By the conditions $\nu w_\ast \in L^1$ so that $\nu w_\ast \in GJ$ and we can apply the Lemma with $\phi = \nu w_\ast$ and $g = uw$ to obtain

$$I_2 \leq \text{const} ||L_n(w, uf) ||_p^{-1} \left[ 1 + ||uw(1 + v^{-1}w^{-1} + \log + u) ||_p \right].$$

Consequently,

$$I_2 \leq \text{const} ||L_n(w, uf) ||_p^{-1}.$$

Substituting (57) and (58) into (54), we see that inequality (51) holds. Our next step is to show that

$$\sup_{n \geq 1} ||L_n(w, uf) (1 - l_n^\nu) u||_p \leq \text{const} \|f\|_\infty$$

holds as well for $1 < p < \infty$ and some $c > 0$. Let us estimate the sum

$$\sum_{k=1}^n \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn}) = S.$$

If $\tilde{w}$, as earlier, is defined by $\tilde{w}(x) = (1 - x^2)w(x)$ then by (19) and (24)

$$S \leq \text{const} \int_{-1}^1 |p_{n-1}(\tilde{w}, x)| v(x)(1 - x^2)w(x) \, dx.$$

Thus by (16)

$$S \leq \text{const} \int_{-1}^1 \left[ 1 + (w(x)(1 - x^2)^{3/2})^{-1/2} \right] v(x)(1 - x^2)w(x) \, dx$$

and by the conditions of the theorem we get

$$\sum_{k=1}^n \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn}) \leq \text{const}.$$

The next sum to be estimated is

$$\sum_{x_{kn} \geq e} \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn})(1 - x_{kn})^{-1} = T$$

where $1 > e > 0$ is chosen so that $t_1$ in (47) is less than $e$. Since $v$ is a Jacobi weight, we have $v(x) = (1 - x)^a(1 + x)^b$ for some $a$ and $b$. Taking the choice of $e$ into consideration, and using (11), (14) and (20) we obtain

$$T \leq \text{const} \frac{1}{n} \sum_{x_{kn} \geq e} (1 - x_{kn})^{\Gamma_0 + (2a - 1)/2}$$

and since $1 - x_{kn} \sim k^2/n^2$ by (11), we get

$$T \leq \text{const} n^{-\Gamma_0 - 2a - 1/2} \sum_{k=1}^n k^{\Gamma_0 + 2a - 1/2}.$$
Now we turn to estimating $L_n(w, v, x)$ for $1 + x_{1n} \leq 2x \leq 2$. By (1) and (3) we have

\[
L_n(w, v, x) \leq 2\|f\|_\infty P_n(x) \left[ \frac{1}{\epsilon} \sum_{k=1}^{n} \lambda_k |P_{n-1}(w, x_k)| v(x_k) \right. \\
+ \left. \sum_{x_{kn} \geq \epsilon} \lambda_k |P_{n-1}(w, x_k)| v(x_k)(1 - x_k)^{-1} \right],
\]

where $\epsilon$ is chosen as in (61). Hence by (15) and (60)-(62)

\[
\begin{align*}
|L_n(w, v, x)| &\leq \text{const} \|f\|_\infty \left\{ \begin{array}{ll} \\
& n\Gamma_0^{1/2} + n^{-2a} \log(n + 1), & \Gamma_0 + 2a - 1/2 > -1, \\
& n\Gamma_0^{1/2} + n^{-2a}, & \Gamma_0 + 2a - 1/2 < -1,
\end{array} \right.
\end{align*}
\]

for $1 + x_{1n} \leq 2x \leq 2$, and consequently

(63)

\[
|L_n(w, v, x)| \leq \text{const} \|f\|_\infty \left[ n\Gamma_0^{1/2} + n^{-2a} \log(n + 1) \right], \quad 1 + x_{1n} \leq 2x \leq 2.
\]

If $a > 0$ then from (63) we get

\[
|L_n(w, v, x)| \leq \text{const} \|f\|_\infty \left[ 1 + \frac{1}{\sqrt{w(x)}\sqrt{1 - x^2}} \right], \quad 1 + x_{1n} \leq 2x \leq 2,
\]

and thus

(64)

\[
\int_{(1+x_{1n})/2}^{1} |L_n(w, v, x)u(x)|^p \, dx \\
\leq \text{const} \|f\|_\infty \int_{(1+x_{1n})/2}^{1} \left[ 1 + \frac{1}{\sqrt{w(x)}\sqrt{1 - x^2}} \right]^p u(x)^p \, dx.
\]

If $a \leq 0$ then by (11) and (63)

\[
|L_n(w, v, x)| \leq \text{const} \|f\|_\infty \left[ 1 + \frac{1}{\sqrt{w(x)}\sqrt{1 - x^2}} \right] + v(x) \log(n + 1), \\
1 + x_{1n} \leq 2x \leq 2,
\]

and consequently

\[
|L_n(w, v, x)u(x)| \\
\leq \text{const} \|f\|_\infty \left[ u(x) + \frac{1}{\sqrt{w(x)}\sqrt{1 - x^2}} \\
+ 2pu(x)v(x) \log u(x)v(x) + (n + 1)^{1/2p} \log(n + 1) \right], \\
1 + x_{1n} \leq 2x \leq 2.
\]
Hence

\[(65)\]
\[
\int_{(1+x_{1n})/2}^{1} \left[ \int_{(1+x_{1n})/2}^{1} \left( u(x) + \frac{u(x)}{w(x)\sqrt{1-x^2}} + 2p u(x)v(x) \log^+ u(x)v(x) \right)^p dx \right] \geq \left( 1 - x_{1n} \right)^{-1} (n+1)^{1/2} \left( \log(n+1) \right)^p.
\]

Since by (11), \( 1 - x_{1n} \leq \text{const} n^{-2} \), we obtain from (64) and (65) that

\[(66)\]
\[
\int_{(1+x_{1n})/2}^{1} \left| L_n(w, vf)u \right|^p \leq \text{const} \|f\|_\infty^p
\]

whenever \( w, v \) and \( u \) satisfy the conditions of the theorem. The inequality

\[(67)\]
\[
\int_{(1+x_{1n})/2}^{1} \left| L_n(w, vf)u \right|^p \leq \text{const} \|f\|_\infty^p
\]

can be proved by similar arguments. Now let \( t_j \) be a singularity of \( w \) in (47) such that \( j \in \tau \) (see (48)), in another words let \( t_j \) be such that the corresponding \( \Gamma_j \) is negative. We will show that

\[(68)\]
\[
\left| L_n(w, vf, x) \right| \leq \text{const} \|f\|_\infty, \quad |x - t_j| \leq 1/n.
\]

Let \( \delta > 0 \) be chosen so that \( t_{j+1} < t_j - 2\delta < t_j + 2\delta < t_{j-1} \) with the notation \( t_{m+1} = -1 \) and \( t_0 = 1 \). Then by (11) there exist a uniformly bounded number of roots \( x_{kn} \) such that \( |x - x_{kn}| \leq 2/n \) if \( |x - t_j| \leq 1/n \). Hence

\[
\sum_{|x - x_{kn}| \leq 2/n} |l_{kn}(x)| \leq \left[ \sum_{|x - x_{kn}| \leq 2/n} \lambda_{kn} \sum_{k=1}^{n} \frac{l_{kn}(x)^2}{\lambda_{kn}} \right]^{1/2} = \left[ \sum_{|x - x_{kn}| \leq 2/n} \lambda_{kn} \cdot \lambda_n(x)^{-1} \right]^{1/2}, \quad |x - t_j| \leq 1/n,
\]

and by (13)

\[(69)\]
\[
\sum_{|x - x_{kn}| \leq 2/n} |l_{kn}(x)| \leq \text{const}, \quad |x - t_j| \leq 1/n.
\]

If \( |x - t_j| \leq 1/n \) and \( |x - x_{kn}| > 2/n \) then \( |t_j - x_{kn}| \leq 3|x - x_{kn}|/2 \). Thus by (1), (3), (14) and (15)

\[
\sum_{2/n \leq |x - x_{kn}| \leq \delta} |l_{kn}(x)| \leq \text{const} n^{\Gamma_j/2 - 1} \sum_{2/n \leq |x - x_{kn}| \leq \delta} |t_j - x_{kn}|^{\Gamma_j/2 - 1}.
\]
We can estimate $|t_j - x_{kn}|$ by (11) we obtain
\[ \sum_{2/n \leq |x - x_{kn}| \leq \delta} |I_{kn}(x)| \leq const n^{\Gamma_j/2} \left( \sum \frac{1}{n} \right)^{\Gamma_j/2 - 1}. \]

Since $\Gamma_j < 0$, we can conclude that
\[ \sum_{2/n \leq |x - x_{kn}| \leq \delta} |I_{kn}(x)| \leq const, \quad |x - t_j| \leq \frac{1}{n}. \]

Applying (1), (15) and (60) we see that
\[ \sum_{\delta < |x - x_{kn}|} v(x_{kn}) |I_{kn}(x)| \leq const n^{\Gamma_j/2}, \quad |x - t_j| \leq \frac{1}{n}. \]

By the choice of $\delta$ the function $v$ is uniformly bounded on $[t_j - 2\delta, t_j + 2\delta] \supset [x - \delta, x + \delta]$ if $|x - t_j| \leq 1/n$. Because $\Gamma_j < 0$, we obtain from (69)–(71) that (68) holds, and consequently
\[ \int_{t_j - 1/n}^{t_j + 1/n} |L_n(w, vf)u| \leq \text{const} \|f\|_\infty^p. \]

Now we choose $1 > c > 0$ so that $(-1 + x_{kn})/2 > -1 + cn^{-2}$, $(1 + x_{kn})/2 < 1 - cn^{-2}$. The existence of such a number $c$ is guaranteed by (11). Since $\tau$ in (48) contains no more than $m$ indices, inequality (59) follows from (66), (67) and (72). For $1 < p < \infty$ the theorem follows from (51) and (59). Now let $0 < p \leq 1$. Define $\bar{u}$ by
\[ \bar{u} = u^{p/2} \left[ 1 + \left( \sqrt{w/1 - x^2} \right)^{(p-2)/2} + v^{(2-p)/2} (1 + (\log^+ vu)^{(2-p)/2}) \right]^{-1}. \]

Then $\bar{u} \leq u^{p/2}$ and $\bar{u} \leq u^{p/2} (\sqrt{w/1 - x^2})^{(p-2)/2}$ so that $\bar{u} \in L^2$ and $(\sqrt{w/1 - x^2})^{-1} \bar{u} \in L^2$. Moreover, $v\bar{u} \leq (vu)^{p/2}$ and $v\bar{u} \leq (vu)^{p/2} (\log^+ vu)^{(p-2)/2}$. Thus $v\bar{u} \log^+ \bar{u} \leq (p/2)(vu)^{p/2} (\log^+ vu)^{p/2}$ so that $v\bar{u} \in L^2(\log^+ L)^2$. Hence we can apply (46) with $p = 2$ to obtain
\[ \|L_n(vf)\bar{u}\|_2 \leq \text{const} \|f\|_\infty. \]

Since
\[ (u\bar{u}^{-1})^{2p/(2-p)} \leq 4^{2p/(2-p)} u^p \left[ 1 + \left( \sqrt{w/1 - x^2} \right)^{p} + v^p + v^p (\log^+ vu)^p \right], \]
we have $u\bar{u}^{-1} \in L^{2p(2-p)}$. By Hölder’s inequality
\[ \|L_n(vf)u\|_p \leq \|L_n(vf)\bar{u}\|_2 \|u\bar{u}^{-1}\|_{2p/(2-p)}, \]
and consequently, the theorem also follows for $0 < p \leq 1$.

**Theorem 2.** Let $w \in GSJ$ and $0 < p < \infty$. Let $v$ be a not necessarily integrable Jacobi weight function and let $u$ be a measurable nonnegative function in $[-1, 1]$ such that $u$ is positive on a set with positive measure. Suppose that
\[ \sup_{n \geq 1} \|L_n(w, vf)u\|_p \leq \text{const} \|f\|_\infty. \]
for every continuous function $f$ vanishing at $\pm 1$. Then $u \in L^p$, $uw \in L^p$ and

$$v \sqrt{w|1 - x^2|} \in L^1 \quad \text{and} \quad u/\sqrt{w|1 - x^2|} \in L^p.$$  

Moreover, there exists a nonnegative $u$ such that $u \in L^p$, $uw \in L^p \setminus (L \log^+ L)^p$ and if (74) holds then (73) is not necessarily true for every continuous function vanishing at $\pm 1$.

**Proof.** It is obvious that $u \in L^p$ whenever (73) holds. In order to show that $uw \in L^p$ as well as notice that if $fv$ is continuous then by Erdős–Turán’s $L^2$ theorem [6, p. 146]

$$\lim_{n \to \infty} ||L_n(w, uv) - uv||_2 = 0$$

so that there exists a subsequence $\{n_k\}$ such that

$$\lim_{k \to \infty} L_{n_k}(w, uv, x) = v(x)f(x)$$

for almost every $x$ in $[-1, 1]$. By (73) $\sup_{n \geq 1} ||L_{n_k}(w, uv)u||_p \leq \text{const}||f||_\infty$ for such a function $f$ if $f(\pm 1) = 0$ and by Fatou’s lemma

$$||uvf||_p \leq \text{const}||f||_\infty$$

whenever $fv$ is continuous and $f$ vanishes at $\pm 1$. Now we choose a sequence $\{f_j\}$ such that $f_j(\pm 1) = 0$, $||f_j||_1 \leq 1$, $f_jv \in C[-1, 1]$ and $f_j(x) \to f_{j-\infty}$ for every $x \in (-1, 1)$. Then by (75) $\sup_{j \geq 1} ||f_jvuv||_p \leq \text{const}$ and another application of Fatou’s lemma yields $uw \in L^p$. Now suppose that (73) holds but $v \sqrt{w|1 - x^2|}$ is not integrable. If $w$ is given by (10) and $v$ is defined by $v(x) = (1 - x)^a(1 + x)^b$, then this amounts to either $2b + 1 + 3/2 < -1$ or $2a + 1 + 3/2 < -1$. Let $0 < \epsilon < 1$ be chosen so that $t_1 < \epsilon$ and $-\epsilon < t_m$ where $t_1$ and $t_m$ are given in (10). Then by (11), (14) and (20)

$$\sum_{|k| \geq \epsilon} \lambda_{kn} |p_{n-1}(w, x_{kn})|v(x_{kn})$$

$$\sim \frac{1}{n} \sum_{x_{kn} \leq \epsilon} \left( 1 + x_{kn} \right)^{b+1+3/2} + \frac{1}{n} \sum_{x_{kn} \geq \epsilon} \left( 1 - x_{kn} \right)^{a+1+3/2}$$

$$\sim \frac{1}{n} \sum_{x_{kn} \leq \epsilon} \left( \frac{k}{n} \right)^{b+1+3/2} + \frac{1}{n} \sum_{x_{kn} \geq \epsilon} \left( \frac{k}{n} \right)^{a+1+3/2}$$

and since either $2b + 1 + 3/2 < -1$ or $2a + 1 + 3/2 < -1$, we have

$$\lim_{n \to \infty} \sum_{|k| \geq \epsilon} \lambda_{kn} |p_{n-1}(w, x_{kn})|v(x_{kn}) = \infty.$$  

Let $\{f_n\}$ be a sequence of continuous functions such that $f_n(\pm 1) = 0$, $f_n(x_{kn}) = 0$ for $|x_{kn}| \leq \epsilon$, $f_n(X_{kn}) = -\text{sign} p_{n-1}(w, x_{kn})$ for $\epsilon \leq x_{kn} < 1$, $f_n(x_{kn}) = \text{sign} p_{n-1}(w, x_{kn})$ for $x_{kn} > 1$. Then by (74) and (76)

$$\lim_{n \to \infty} \sum_{|k| \geq \epsilon} \lambda_{kn} |p_{n-1}(w, x_{kn})|v(x_{kn}) = \infty.$$
for \(-1 < x_{kn} \leq -\epsilon\) and \(|f_n(x)| \leq 1\) for every \(x\) in \([-1, 1]\). Using (3), we have

\[
L_n(w, \psi f_n, x) = \frac{\gamma_{n-1}}{\gamma_n} p_n(w, x) \left[ \sum_{x_{kn} \geq -\epsilon} \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn})(x_{kn} - x)^{-1} + \sum_{x_{kn} \leq -\epsilon} \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn})(x - x_{kn})^{-1} \right]
\]

and consequently

\[
(77) \quad |L_n(w, \psi f_n, x)| \geq \frac{1}{2} \frac{\gamma_{n-1}}{\gamma_n} |p_n(w, x)| \sum_{|x_{kn}| \geq \epsilon} \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn})
\]

for \(|x| \leq \epsilon\). Applying (21), (73), (76) and (77) we obtain

\[
\lim_{n \to \infty} \int_{-\epsilon}^{\epsilon} p_n(w, x)u(x)f^p dx = 0
\]

and by [13, Theorem 4.2.8, p. 42] \(u(x) = 0\) for almost every \(x\) in \([-\epsilon, \epsilon]\). Letting \(\epsilon \to 1\) we see that \(u\) must vanish almost everywhere in \([-1, 1]\) whenever \(v/\sqrt{|1 - x^2|}\) is not integrable, and this contradicts the conditions of the theorem. Now assume that (73) holds whereas \(u/\sqrt{|1 - x^2|}\) does not belong to \(L^p\). Then [13, Theorem 7.32, p. 138]

\[
\lim_{n \to \infty} \|p_n(w)u\|_p = \infty.
\]

Hence we can choose an interval \(\Delta\) such that either \(\Delta = [-1, 0]\) or \(\Delta = [0, 1]\) and

\[
(78) \quad \lim_{n \to \infty} \sup\|p_n(w)u I_\Delta\| = \infty
\]

where \(I_\Delta\) is the characteristic function of \(\Delta\). Let \(\{f_n\}\) be a sequence of continuous functions such that \(f_n(\pm 1) = 0\), \(f_n(x_{kn}) = \text{sign} p_{n-1}(w, x_{kn}) \cdot [1 - I_\Delta(x_{kn})]\) and \(|f_n(x)| \leq 1\) for \(-1 < x < 1\). Then by (3)

\[
L_n(w, \psi f_n, x) = \frac{\gamma_{n-1}}{\gamma_n} p_n(w, x) \sum_{x_{kn} \in \Delta} \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn})(x_{kn} - x)^{-1}
\]

and therefore

\[
|L_n(w, \psi f_n, x)| \geq \frac{1}{2} \frac{\gamma_{n-1}}{\gamma_n} |p_n(w, x)| \sum_{x_{kn} \in \Delta} \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn})
\]

for \(x \in \Delta\). Now we can apply (21), (73) and (78) to obtain

\[
\lim_{n \to \infty} \sum_{x_{kn} \in \Delta} \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn}) = 0.
\]

Choose an interval \(\Delta^*\) such that \(\Delta^* \cap \Delta = 0\), \(\pm 1 \notin \Delta^*\) and if \(w\) is defined by (10) then none of the singularities \(t_j\) of \(w\) belong to \(\Delta^*\). Then

\[
\lim_{n \to \infty} \sum_{x_{kn} \in \Delta^*} \lambda_{kn} |p_{n-1}(w, x_{kn})| v(x_{kn}) = 0.
\]

and by (20) \(|p_{n-1}(w, x_{kn})| v(x_{kn}) \geq \text{const}|x_{kn}| \in \Delta^*\) so that

\[
\lim_{n \to \infty} \sum_{x_{kn} \in \Delta^*} \lambda_{kn} = 0.
\]
By the quadrature convergence theorem [7, p. 89]

\[
\lim_{n \to \infty} \sum_{\chi_k \in \Delta^*} \lambda_k w = \int_{\Delta^*} w
\]

and consequently

\[
\int_{\Delta^*} w = 0
\]

so that \( w(x) = 0 \) for almost every \( x \in \Delta^* \). This contradiction shows that \( u/\sqrt{1-x^2} \) must belong to \( L^p \) whenever (73) is satisfied. In order to prove the last part of the theorem we assume that if \( u \in L^p \), \( uv \in L^p \) and (74) is satisfied then (73) holds. First we fix an interval, say \( \Delta \), such that \( \pm 1 \notin \Delta \) and if \( w \) is defined by (10) then none of the singularities \( t_j \) of \( w \) belong to \( \Delta \). We will show that if \( f \) is continuous in \([-1, 1] \) and \( f \) is supported in \( \Delta \) then

(79)

\[
\lim_{n \to \infty} \| [L_n(w, vf) - vf] u \|_p = 0
\]

if (73) holds. Since \( vf \) is continuous in \([-1, 1] \) and vanishes outside \( \Delta \), for every \( \delta > 0 \) we can pick a polynomial \( R \) such that \( v(\pm 1)^{-1} R(\pm 1) = 0 \) and \( |v(x)f(x) - R(x)| \leq \delta v(x) \) for \(-1 < x < 1\). Hence by (73)

\[
\| [L_n(w, vf) - vf] u \|_p \leq \text{const} \left\{ \| [L_n(w, vf - R)] u \|_p + \| [vf - R] u \|_p \right\} \leq \text{const} \delta
\]

if \( n > \text{deg } R \). Therefore (79) is indeed true for continuous functions \( f \) supported in \( \Delta \) whenever (73) holds. Now let \( \omega \) be an arbitrary \( L^1 \) function supported in \( \Delta \). By the choice of \( \Delta \), if \( u = |\omega|^{1/p} \) then \( u \in L^p \), \( uv \in L^p \) and \( u/\sqrt{1-x^2} \in L^p \) so that by the assumptions made

\[
\lim_{n \to \infty} \int_{\Delta} |L_n(w, vf) - vf| \omega = 0
\]

for every continuous function \( f \) supported in \( \Delta \). Thus by the Banach-Steinhaus theorem there exists a constant \( K_f \) depending on \( f \) but independent of \( \omega \) such that

\[
\sup_{n \geq 1} \left| \int_{\Delta} |L_n(w, vf) - vf| \omega \right| \leq K_f \int_{\Delta} |\omega|
\]

and taking the supremum of the left side over every \( \omega \) with \( \int_{\Delta} |\omega| = 1 \) we obtain

(80)

\[
\sup_{n \geq 1} \| L_n(w, vf) - vf \|_p^p \leq K_f
\]

where the \( \infty \)-norm is taken over \( \Delta \), and \( f \) is an arbitrary continuous function supported in \( \Delta \). Let \( C_0(\Delta) \) be the Banach space of all continuous functions supported on \( \Delta \) such that the norm is defined by the maximum norm. For every \( F \in C_0(\Delta) \) there exists a function \( f \) such that \( F = vf \) and \( f \in C_0(\Delta) \). Hence (80) becomes

\[
\sup_{n \geq 1} \| L_n(w, F) - F \|_\infty < \infty
\]
for every $F \in C_0(\Delta)$ where the $\infty$-norm is taken over $\Delta$. Thus by the uniform boundedness theorem [9, p. 26]

\begin{equation}
\sup_{n \to 1} \max_{x \in \Delta} |L_n(w, F, x)| \leq \text{const} \max_{x \in \Delta} |F(x)|
\end{equation}

for every $F \in C_0(\Delta)$. Let $\Delta_1 \subset \Delta$ and $\Delta_2 \subset \Delta_1$ be proper closed subintervals of $\Delta$ and $\Delta_1$, respectively. Let $x \in \Delta_2$ be a root of $p_{n+1}(w)$ and let $j$ be the index of that zero of $p_n(w)$ which is closest to $x$. Then by (11)

\begin{equation}
|x - x_{kn}| \leq \text{const} \frac{1}{|k - j|}, \quad x_{kn} \in \Delta_1, k \neq j.
\end{equation}

Let $F \in C_0(\Delta)$ be chosen so that $F(x_{kn}) = 0, F(x_{kn}) = 0$ for $x_{kn} \in \Delta \setminus \Delta_1$, $F(x_{kn}) = \text{sign}[p_{n-1}(w, x_{kn})(x - x_{kn})]$ for $x_{kn} \in \Delta_1$ and $|F(t)| \leq 1$ for $t \in \Delta$. Then by (3)

\begin{equation}
L_n(w, F, x) = \frac{\gamma_{n-1}}{\gamma_n} p_n(w, x) \sum_{x_{kn} \in \Delta_1} \lambda_{kn} |p_{n-1}(w, x_{kn})(x - x_{kn})^{-1}|
\end{equation}

and by (14), (20), (21) and (82)

\begin{equation}
|L_n(w, F, x)| \geq \text{const} \sum_{x_{kn} \in \Delta_1} |k - j|^{-1}.
\end{equation}

Since by (11) the number of zeros $x_{kn}$ in $\Delta_1$ is greater than $\text{const} \cdot n$, we obtain

\begin{equation}
|L_n(w, F, x)| \geq \text{const} \cdot \log n.
\end{equation}

Substituting (83) into (81) we get $\log n \leq \text{const}$ and since $n$ can be as large as we wish, we see that (73) cannot be true for every $u$ satisfying $u \in L^p, u v \in L^p$ and (74). The proof of the theorem has been completed.

**THEOREM 3.** Let $w, v, u$ and $p$ satisfy the conditions of Theorem 1. Suppose that

\begin{equation}
\lim_{n \to \infty} \|[L_n(w, v)] - v]u\|_p = 0.
\end{equation}

Then for every continuous function $f$ in $[-1, 1]$ we also have

\begin{equation}
\lim_{n \to \infty} \|[L_n(w, v)] - v]u\|_p = 0.
\end{equation}

**PROOF.** By Theorem 1 we have to show that (85) holds when $f$ is a polynomial. By linearity we can assume that $f$ is of the form $f(x) = x^l$ where $l$ is a nonnegative integer. Since we assume that (84) holds, we only have to prove (85) for $l \geq 1$. If $f(x) = x^l, l \geq 1$, then

\begin{equation}
L_n(w, v) - vL_n(w, v) - fL_n(w, v) + f[L_n(w, v) - v]
\end{equation}

and by (84) formula (85) holds if

\begin{equation}
\lim_{n \to \infty} \|[L_n(w, v)] - fL_n(w, v)]u\|_p = 0.
\end{equation}

Hence our goal is to prove (86). We have

\begin{equation}
L_n(w, v, x) - f(x)L_n(w, v, x) = \sum_{k=1}^{n} \left[ x_{kn}^l - x^l \right] v(x_{kn}) l_{kn}(w, x)
\end{equation}

\begin{equation}
= - \sum_{j=0}^{l-1} x^{l-1-j} \sum_{k=1}^{n} (x - x_{kn}) x_{kn}^j v(x_{kn}) l_{kn}(w, x).
\end{equation}
Applying (3) we get
\[ (87) \sum_{k=1}^{n} (x - x_{kn}) x_{kn}^{I} v(x_{kn}) I_k(w, x) = \frac{\gamma_n - 1}{\gamma_n} p_n(w, x) \sum_{k=1}^{n} x_{kn}^{I} v(x_{kn}) p_{n-1}(w, x_{kn}) \lambda_{kn}. \]

Thus by (1), (16) and (87)
\[ (88) \| L_n(w, v) - f L_n(w, v) \|_p \leq \text{const} \cdot \left\| 1 + \frac{1}{\sqrt{w(1 - x^2)}} \right\|_p \max_{0 \leq j \leq l-1} \left| \sum_{k=1}^{n} x_{kn}^{I} v(x_{kn}) p_{n-1}(w, x_{kn}) \lambda_{kn} \right| \]
so that (86) holds if
\[ (89) \lim_{n \to \infty} \sum_{k=1}^{n} x_{kn}^{I} v(x_{kn}) p_{n-1}(w, x_{kn}) \lambda_{kn} = 0, \quad j = 0, 1, \ldots. \]

Let 0 < \varepsilon < 1 be chosen so that all the singularities \( t_k \) of \( w \) in (10) belong to \([-\varepsilon, \varepsilon]\). If \( R \) is an arbitrary polynomial and \( n > \deg R + 1 \) then by the Gauss-Jacobi quadrature formula
\[ \sum_{k=1}^{n} R(x_{kn}) p_{n-1}(w, x_{kn}) \lambda_{kn} = 0. \]

Let \( \chi \) be the characteristic function of \([-\varepsilon, \varepsilon]\). Then
\[ \sum_{k=1}^{n} \chi(x_{kn}) x_{kn}^{I} v(x_{kn}) p_{n-1}(w, x_{kn}) \lambda_{kn} \]
\[ = \sum_{k=1}^{n} \left[ \chi(x_{kn}) x_{kn}^{I} v(x_{kn}) - R(x_{kn}) \right] p_{n-1}(w, x_{kn}) \lambda_{kn}. \]

Applying Cauchy’s inequality we obtain
\[ (90) \left| \sum_{k=1}^{n} \chi(x_{kn}) x_{kn}^{I} v(x_{kn}) p_{n-1}(w, x_{kn}) \lambda_{kn} \right|^2 \leq \sum_{k=1}^{n} \lambda_{kn} \sum_{k=1}^{n} \left[ \chi(x_{kn}) x_{kn}^{I} v(x_{kn}) - R(x_{kn}) \right]^2 p_{n-1}(w, x_{kn})^2 \lambda_{kn}. \]

By the Gauss-Jacobi quadrature formula
\[ \sum_{k=1}^{n} \lambda_{kn} = \|w\|_1. \]

Since \([1, x^I v - R]^2\) is Riemann integrable, by [13, Theorem 4.2.3, p. 39] the second sum on the right side of (90) converges as \( n \to \infty \), and evaluating its limit by the
same theorem we obtain
\[
\limsup_{n \to \infty} \left| \sum_{k=1}^{n} x_{k,n} x_{k,n}^{p} (x_{k,n}) p_{n-1}(w, x_{k,n}) \lambda_{k,n} \right|^2 
\leq \frac{2}{\pi} \|w\| \int_{-1}^{1} \left[ \int_{-1}^{t} t' v(t) - R(t) \right]^2 \sqrt{1 - t^2} dt
\]
and taking the infimum on the right side here with respect to \( R \) we get
\[
\lim_{n \to \infty} \sum_{k=1}^{n} x_{k,n} x_{k,n}^{p} (x_{k,n}) p_{n-1}(w, x_{k,n}) \lambda_{k,n} = 0, \quad j = 0, 1, \ldots.
\]
We have
\[
\sum_{|y, x| > r} x_{k,n} v(x_{k,n}) p_{n-1}(w, x_{k,n}) \lambda_{k,n} \leq \sum_{|y, x| > r} v(x_{k,n}) |p_{n-1}(w, x_{k,n})| \lambda_{k,n}
\]
and by (14) and (20)
\[
\sum_{|y, x| > r} x_{k,n} v(x_{k,n}) p_{n-1}(w, x_{k,n}) \lambda_{k,n} \leq \text{const} \sum_{|y, x| > r} v(x_{k,n}) \sqrt{w(x_{k,n}) (1 - x_{k,n}^2)^{3/4}}.
\]
Since \( v \) is a Jacobi weight, \( w \) behaves like a Jacobi weight on \([-1, -\epsilon] \cup [\epsilon, 1]\) and \( v\sqrt{w} \sqrt{1 - x^2} \in L^1 \), there exists a number \( \delta > -1 \) such that
\[
v(x_{k,n}) \sqrt{w(x_{k,n}) (1 - x_{k,n}^2)^{3/4}} \leq \text{const} (1 - x_{k,n}^2)^{\delta/2}
\]
and by (11)
\[
v(x_{k,n}) \sqrt{w(x_{k,n}) (1 - x_{k,n}^2)^{3/4}} \leq \text{const} \begin{cases} (k/n)^{\delta}, & x_{k,n} \geq -\epsilon, \\
((n + 1 - k)/n)^{\delta}, & x_{k,n} \leq -\epsilon. \end{cases}
\]
Also by (11) if \( x_{k,n} \geq \epsilon \) then \( 1 \leq k \leq \text{const} \sqrt{1 - \epsilon^2} \cdot n \) and if \( x_{k,n} \leq -\epsilon \) then \( 1 \leq n + 1 - k \leq \text{const} \sqrt{1 - \epsilon^2} \cdot n \). Thus by (92) and (93)
\[
\sum_{|y, x| > r} x_{k,n} v(x_{k,n}) p_{n-1}(w, x_{k,n}) \lambda_{k,n} \leq \text{const} (\delta + 1)^{-1} (1 - \epsilon^2)^{(\delta + 1)/2}.
\]
Combining (91) and (94) we obtain
\[
\limsup_{n \to \infty} \left| \sum_{k=1}^{n} x_{k,n} v(x_{k,n}) p_{n-1}(w, x_{k,n}) \lambda_{k,n} \right| \leq \text{const} (\delta + 1)^{-1} (1 - \epsilon^2)^{(\delta + 1)/2}
\]
and letting \( \epsilon \to 1 \) formula (89) follows and so does (86).

**Theorem 4.** Let \( w \in GSJ \) and \( 0 < p < \infty \). Let \( v \) be a not necessarily integrable rational Jacobi weight function, and let \( u \) be a nonnegative function supported in \([-1, 1]\) such that \( u \in L^p \), \( uv \in L^1 \), \( u/\sqrt{w} \sqrt{1 - x^2} \in L^p \) and \( v\sqrt{w} \sqrt{1 - x^2} \in L^1 \). Then
\[
\lim_{n \to \infty} \| [\mathcal{A}_n(w, v) - v] u \|_p = 0.
\]
Proof. Let \( v(x) = (1 - x)^a(1 + x)^b \) where \( a \) and \( b \) are integers. If \( a \geq 0 \) and \( b \geq 0 \) then \( v \) is a polynomial and thus (95) holds. If \( a < 0 \) and \( b > 0 \) then we proceed as follows. Choosing \( n > b \) we see that
\[
(1 - x)^{-a}[L_n(w, v, x) - v(x)]
\]
is a polynomial of degree \(-a + n - 1\) vanishing at the zeros of \( p_n(w, x) \). Hence there exists a polynomial \( R_{-a-1} \) of degree \(-a - 1\) such that
\[
(1 - x)^{-a}[L_n(w, v, x) - v(x)] = p_n(w, x)R_{-a-1}(x).
\]
The polynomial \( R_{-a-1} \) can explicitly be determined by dividing both sides by \( p_n(w) \), expanding them in powers of \( (x - 1) \) and noticing that \( (1 - x)^{-a}L_n(w, v, x) \) has a zero at 1 with multiplicity at least \(-a\). Proceeding this way we obtain
\[
L_n(w, v, x) - v(x) = (1 - x)^a p_n(w, x) \sum_{l=0}^{-a-1} \left( -1 \right)^{l+1} \frac{1}{l!} \left( \frac{(1 + t)^b}{p_n(w, t)} \right) \left( 1 - x \right)^l.
\]
If \( w \) is given by (10) then, since \( v\sqrt{w(1 - x^2)} \in L^1 \), we have \( \delta = 2a + \Gamma_0 + 5/2 > 0 \). Let \( \epsilon \) be chosen so that \( t_1 < \epsilon < 1 \) where \( t_1 \) is defined in (10). Since \( \epsilon < -1/2 \) and thus by (15),
\[
|p_n(w, x)| (1 - x)^l \leq \text{const} \left( 1 - x \right)^l \frac{1}{\sqrt{w(x)}} \frac{1}{\sqrt{1 - x^2}}, \quad \epsilon \leq x \leq 1,
\]
\( l = 0, 1, \ldots, a - 1 \). Applying (26) we obtain
\[
|p_n(w, x)| (1 - x)^l \leq \text{const} n^{-2l/\sqrt{w(1 - n^2)}} n^{-2} \leq \text{const} n^{-2l + \Gamma_0 + 1/2}, \quad \epsilon \leq x \leq 1,
\]
\( l = 0, 1, \ldots, a - 1 \). It follows from (17) and (23) that
\[
\left| \left( \frac{(1 + t)^b}{p_n(w, t)} \right)^{(l)} \right|_{l=1} \leq \text{const} n^{2l - \Gamma_0 - 1/2}
\]
for \( l = 0, 1, \ldots, a - 1 \). Combining (96)–(98) we get
\[
|L_n(w, v, x) - v(x)| \leq \text{const} v(x), \quad \epsilon \leq x \leq 1.
\]
For \(-1 \leq x \leq \epsilon\) we can apply (16), (96) and (98) to obtain
\[
|L_n(w, v, x) - v(x)| \leq \text{const} \left[ 1/\sqrt{w(x)} \sqrt{1 - x^2} + 1 \right] n^{-\delta}, \quad -1 \leq x \leq \epsilon,
\]
where \( \delta > 0 \). Now (95) follows immediately from (99) and (100). If \( a > 0 \) and \( b < 0 \) then we can use similar arguments to prove (95). If both \( a \) and \( b \) are negative, then \( v^{-1}[L_n(w, v) - v] \) is a polynomial of degree \(-a - b + n - 1\) which vanishes at zeros...
of $p_n(w)$. Using the Hermite interpolation formula we obtain

$$L_n(w, v, x) - v(x) = (1 - x)^a p_n(w, x) \sum_{l=0}^{n-1} (-1)^{l+1} \frac{1}{l!} \left[ \frac{(1 + t)^b}{p_n(w, t)} \right]^{(l)} \bigg|_{t=1} (1 - x)^l$$

$$- (1 + x)^l p_n(w, x) \sum_{l=0}^{n-1} \frac{1}{l!} \left[ \frac{(1 - t)^b}{p_n(w, t)} \right]^{(l)} \bigg|_{t=-1} (1 + x)^l.$$ 

Choosing $\varepsilon$ so that $t_1 < \varepsilon < 1$ and $-1 < -\varepsilon < t_m$ (see (10)) we get that both (97) and (98) hold and by similar arguments we obtain

$$|p_n(w, x)| (1 + x)^l \leq \text{const} n^{-2l+\Gamma_{m+1}+1/2}, \quad -1 \leq x \leq -\varepsilon,$$

and

$$\left| \left[ \frac{(1 - t)^a}{p_n(w, t)} \right]^{(l)} \right|_{t=-1} \leq \text{const} n^{2l-\Gamma_{m+1}-1/2}, \quad -1 \leq x \leq -\varepsilon,$$

for $l = 0, 1, \ldots, -b - 1$. Since $v(x) \sqrt{1 - x^2} \in L^1$ we get that both $\delta = 2a + \Gamma_0 + 5/2$ and $\delta_1 = 2b + \Gamma_{m+1} + 5/2$ are positive. Now from (97), (98) and (101)-(103) we obtain

$$|L_n(w, v, x) - v(x)| \leq \text{const} \begin{cases} 

v(x) + n^{-\delta}/\sqrt{w(x)\sqrt{1 - x^2}}, & \varepsilon \leq x \leq 1, \\
1 + 1/\sqrt{w(x)\sqrt{1 - x^2}} (n^{-\delta} + n^{-\delta_1}), & -\varepsilon \leq x \leq \varepsilon, \\
v(x) + n^{-\delta}/\sqrt{w(x)\sqrt{1 - x^2}}, & -1 \leq x \leq -\varepsilon,
\end{cases}$$

and the theorem follows again.

**Theorem 5.** Let $w \in GSJ$, $0 < p < \infty$ and let $v$ be a not necessarily integrable Jacobi weight, say $v(x) = (1 - x)^a(1 + x)^b$ for $|x| \leq 1$. Let $v^*$ be a rational Jacobi weight defined by $v^*(x) = (1 - x)^a(1 + x)^b$ for $|x| \leq 1$. If $u$ is a nonnegative function supported in $[-1, 1]$ and $u \in L^p$, $uv^* \in (L \log^+ L)^p$, $u/\sqrt{w}\sqrt{1 - x^2} \in L^p$ and $v^*/\sqrt{w}\sqrt{1 - x^2} \in L^1$ then

$$\lim_{n \to \infty} \|[L_n(w, vF) - vF] u\|_p = 0$$

holds for every continuous function $f$ in $[-1, 1]$.

**Proof.** By Theorems 3 and 4 we have

$$\lim_{n \to \infty} \|[L_n(w, vF) - vF] u\|_p = 0$$

for every $F \in C[-1, 1]$ and by the construction of $v^*$ the function $F = v(v^*)^{-1} f$ is continuous whenever $f$ is continuous. Thus (104) holds by (105).
THEOREM 6. Let \( w \in GSI \), \( 0 < p < \infty \), and let \( r \) and \( s \) be nonnegative integers. Let \( u \) be a nonnegative function defined in \([-1, 1]\) such that \( u \in (L \log^+ L)^p \) and \( u \) is positive on a set with positive measure. Let \( L_n^{(r,s)}(w, f) \) be the quasi-Lagrange interpolating polynomial defined by (5)–(8) and let \( v(x) = (1 - x)^{-r} (1 + x)^{-s} \). Then

\[
\lim_{n \to \infty} \left\| L_n^{(r,s)}(w, f) - f \right\|_p = 0, \quad \forall f \in C[-1, 1],
\]

holds if and only if

\[
v \sqrt{\frac{w}{1 - x^2}} \in L^1 \quad \text{and} \quad u / \left( v \sqrt{\frac{w}{1 - x^2}} \right) \in L^p.
\]

Moreover, there exists a nonnegative \( u \) such that \( u \in L^p \setminus (L \log^+ L)^p \) and (107) does not imply (106).

PROOF. We start with writing \( L_n^{(r,s)}(w, f) \) in the form

\[
L_n^{(r,s)}(w, f) = v^{-1} L_n(w, vf) + f(1)Q + f(-1)R
\]

where

\[
Q(x) = (1 + x)^r p_n(w, x) \sum_{l=0}^{r-1} (-1)^l \frac{1}{l! \left( p_n(w, l) (1 + t)^s \right)^{l+1}} (1 - x)^l
\]

and

\[
R(x) = (1 - x)^s p_n(w, x) \sum_{l=0}^{s-1} \frac{1}{l! \left( p_n(w, l) (1 - t)^r \right)^{l+1}} (1 + x)^l.
\]

If either \( r \) or \( s \) equals 0 then the corresponding polynomial \( Q \) or \( R \) is identically 0. (108)–(110) follow immediately from (5)–(8). If (106) holds then by the uniform boundedness principle [13, p. 182]

\[
\sup_{n \geq 1} \| L_n^{(r,s)}(w, f) u \|_p \leq \text{const} \| f \|_\infty
\]

for every \( f \in C[-1, 1] \), in particular, if \( f(\pm 1) = 0 \). Thus by (108)

\[
\sup_{n \geq 1} \| L_n(w, vf) v^{-1} u \|_p \leq \text{const} \| f \|_\infty
\]

for every continuous function \( f \) vanishing at \( \pm 1 \). Applying Theorem 2 we see that conditions (107) are satisfied. Conversely, if (107) holds then by Theorem 5

\[
\lim_{n \to \infty} \left\| [L_n(w, vF) - vF] v^{-1} u \right\|_p = 0
\]

for every \( F \in C[-1, 1] \). For \( f \in C[-1, 1] \) let \( P \) be any fixed polynomial satisfying

\[
P(t)^{(j)} \big|_{t=1} = f(1) \delta_{0j}, \quad 0 \leq j \leq r - 1,
\]

and

\[
P(t)^{(j)} \big|_{t=-1} = f(-1) \delta_{0j}, \quad 0 \leq j \leq s - 1.
\]

If \( r + s + n - 1 \geq \deg P \) then

\[
S_n = v^{-1} L_n(w, (f - P) v) + P - L_n^{(r,s)}(w, f)
\]
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is a polynomial of degree \( r + s + n - 1 \) satisfying
\[
S_n(x_{kn}(w)) = 0, \quad 1 \leq k \leq n,
\]
\[
S_n(t)^{(j)} \big|_{t=1} = 0, \quad 0 \leq j \leq r - 1,
\]
and
\[
S_n(t)^{(j)} \big|_{t=-1} = 0, \quad 0 \leq j \leq s - 1,
\]
so that \( S_n \) is identically 0. Thus
\[
L^{(r,s)}_n(w, f) = v^{-1} L_n(w, (f - P)v) + P
\]
and if \( F \) is defined by \( F = f - P \) then
\[
L^{(r,s)}_n(w, f) - f = v^{-1} [L_n(w, vF) - vF].
\]
Hence by (112), (106) is true for every \( f \in C[-1, 1] \). Now we turn to the last part of
the theorem. Suppose that for every nonnegative \( u \in L^p \) satisfying (107), (106)
holds. Then (111) holds as well, and by (108)
\[
\tag{113}
\sup_{n \geq 1} \|L_n(w, uf)v^{-1}u\|_p \leq \text{const} \|f\|_\infty
\]
is satisfied for every continuous function \( f \) vanishing at \( \pm 1 \). But according to
Theorem 2, (113) fails for some \( u \in L^p \) and some \( f \in C[-1, 1] \) with \( f(\pm 1) = 0 \). This
shows that (106) cannot be true for every \( u \in L^p \) when (107) holds.

Partial cases of Theorem 6 have been proved in [1, 2, 5, 6, 10, 11, 14 and 19].

Even though it is unlikely that \( uv \) must belong to \( (L \log L)^p \) whenever (73) holds
for every continuous function \( f \), the following theorem demonstrates that this, in
fact, is not too far from the truth.

**Theorem 7.** Let \( w \in GSJ \) and \( 0 < p < \infty \). Suppose that either
\[
\tag{114}
0 < \lim_{x \to 1} w(x) \sqrt{1 - x^2} < \infty
\]
or
\[
\tag{115}
0 < \lim_{x \to -1} w(x) \sqrt{1 - x^2} < \infty
\]
holds. Then there exists a nonnegative function \( u \) with support in \([-1, 1]\) such that
\[
u/ \sqrt{w \sqrt{1 - x^2}} \in L^p \text{ and } u \in L^p(\log L)^q \text{ for every } q < p \text{ and nevertheless}
\]
\[
\tag{116}
\sup_{n \geq 1} \sup_{\|f\|_\infty \leq 1} \|L_n(w, f)u\|_p = \infty.
\]

**Proof.** Assume without loss of generality that (114) holds. Pick \( \varepsilon \) such that
\[
\tag{117}
0 < \varepsilon < 1 \quad \text{and}
\]
is satisfied. Let \( 1_{\epsilon} \) be the characteristic function of \([\varepsilon, 1]\). Define \( u \) by
\[
\tag{118}
u(x) = 1_{\epsilon}(x) (1 - x)^{-1/p} |\log(1 - x)|^{-1-1/p} |\log|\log(1 - x)||^{1/p}.
\]
Then $u \in L^p$ so that by (117) $u/ \sqrt{w \sqrt{1 - x^2}} \in L^p$ as well. If $q < p$ then, since

$$(\log^+ u(x))^q \leq \text{const} \, 1, x |1 - x|^{q/p}, \quad |x| \leq 1,$$

we have

$$u(x)^q (\log^+ u(x))^q \leq \text{const} \, 1, x |1 - x|^{-p - 1} \log |1 - x| \qquad \text{and hence } u \in L^p(\log^+ \, L)^q.$$ Now choose $c > 0$ such that $1 - cn^{-2} > \frac{1}{2} (1 + x_{1n}(w))$ holds for every $n \in \mathbb{N}$. This can be accomplished by (11). If $n$ is large enough then

$$\int_{1 - cn^{-2}}^1 |u(x)|^p \, dx \geq \text{const} \log \log n \int_{1 - cn^{-2}}^1 (1 - x)^{-1} \log |1 - x|^{-p - 1} \, dx$$

$$\geq \text{const} \log \log n \cdot (\log n)^p,$$

and consequently

$$(119) \quad \sup_{n \geq 1} (\log n)^p \int_{1 - cn^{-2}}^1 |u(x)|^p \, dx = \infty.$$ For every $n$ pick a continuous function $f_n$ such that $f_n(x_{kn}) = \text{sign} \, p_{n-1}(w, x_{kn})$ for $\epsilon \leq x_{kn} < 1, f_n(x_{kn}) = 0$ for $x_{kn} < \epsilon$ and $|f_n(x)| \leq 1$ for $|x| \leq 1$. Then

$$L_n(w, f_n, x) = \sum_{x_{kn} \geq \epsilon} |l_{kn}(w, x)|, \quad 1 - cn^{-2} \leq x \leq 1,$$

and by (3), (11), (14), (20) and (21)

$$(120) \quad L_n(w, f_n, x) \geq \text{const} \log n p_n(w, x), \quad 1 - cn^{-2} \leq x \leq 1.$$ The next step is to show that

$$(121) \quad p_n(w, x) \geq \text{const}, \quad 1 - cn^{-2} \leq x \leq 1.$$ We have

$$p_n(w, x) = \prod_{k=1}^n \frac{x - x_{kn}}{1 - x_{kn}} = \prod_{k=1}^n \left(1 - \frac{1 - x}{1 - x_{kn}}\right) \geq \prod_{k=1}^n \left(1 - \frac{1 - x_{1n}}{2(1 - x_{kn})}\right),$$

since $1 - cn^{-2} \geq \frac{1}{2} (1 + x_{1n})$. But $\log(1 - x) \geq -2x$ for $0 \leq x \leq \frac{1}{2}$. Thus

$$\frac{p_n(w, x)}{p_n(w, 1)} = \exp \left[- (1 - x_{1n}) \sum_{k=1}^n \frac{1}{1 - x_{kn}}\right]$$

$$= \exp \left[- (1 - x_{1n}) p_n(w, 1) p_n(w, 1)^{-1}\right], \quad 1 - cn^{-2} \leq x \leq 1.$$ Now (121) follows from (11), (17) and (22). We obtain from (120) and (121) that

$$\int_{1 - cn^{-2}}^1 |L_n(w, f_n) u|^p \geq \text{const} (\log n)^p \int_{1 - cn^{-2}}^1 |u|^p$$

and by (119) we see that (116) holds when $u$ is defined by (118).
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