SINGULAR BEHAVIOR IN NONLINEAR PARABOLIC EQUATIONS
BY
WEI-MING NI\(^1\) AND PAUL SACKS\(^2\)

Abstract. In this paper, we study the well-posedness of the initial-boundary value problems of some quasilinear parabolic equations, namely, nonlinear heat equations and the porous medium equation in the fast-diffusion case. We establish nonuniqueness (local in time) and/or nonregularizing effect of these equations in some critical cases. The key which leads to the resolution of these problems is to study some singular solutions of the elliptic counterparts of these parabolic problems (the so-called M-solutions of the Lane-Emden equations in astrophysics).

Introduction. In this article we are concerned first of all with the existence or nonexistence of singular solutions of certain semilinear elliptic boundary value problems, and secondly with the application of these results to the study of some related parabolic problems.

To begin with, consider the problem

\[(0.1) \quad \Delta u + f(u) = 0, \quad x \in \Omega, \]
\[u = 0, \quad x \in \partial \Omega, \]
\[u > 0, \quad x \in \Omega, \]

where \(\Omega = \) unit ball in \(\mathbb{R}^N,\) \(N \geq 3,\) \(\Delta = \sum_{i=1}^{N}(\partial^2/\partial x_i^2)\) and \(f \in C^1(\mathbb{R}^\ast).\) By a singular solution of (0.1) we mean a function \(u \in C^2(\Omega \setminus \{0\}),\) \(u > 0,\) in \(\Omega,\) \(u = 0\) for \(x \in \partial \Omega\) and \(\lim_{x \to 0} u(x) = \infty.\)

Equations of the type (0.1) arise in a variety of physical problems; for instance, in astrophysics, equation (0.1) with \(f(u) = u^p\) is known as the Lane-Emden equation. See Chandrasekhar [10], Joseph and Lundgren [17], and Ni [23]. Singular solutions have intrinsic interest in some of these problems, and have not been investigated as thoroughly as classical solutions.

We denote by \(\lambda_1 = \lambda(\Omega)\) the first eigenvalue of \(-\Delta\) in \(\Omega\) with zero boundary conditions.

**Theorem 1.** (i) Suppose

\[(0.2) \quad 0 < f(s) < sf'(s) \leq \frac{N}{N-2}f(s), \quad s > 0,\]
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(0.3) \[ f'(0) < \lambda_1. \]

Then (0.1) has infinitely many singular solutions.

(ii) Suppose

\[
0 < \frac{N + 2}{N - 2} f(s) < sf'(s), \quad s > 0.
\]

Then 0.1 has no singular solutions.

**Remark.** At the expense of additional technical complications in the proof, one can allow equality in the right-hand of inequality (0.4). However, we shall not prove this here.

If we are interested in the case of the exact power law \( f(s) = s^p, p > 1 \), then (0.2), (0.3) includes the case \( p \in (1, N/(N - 2)] \) while inequality (0.4) includes \( p \in ((N + 2)/(N - 2), \infty) \). Actually, if we are willing to make more specific assumptions on the nonlinearity \( f \) we can include the remaining power law cases (for \( p > 1 \) at least) as well as allowing some \( x \) dependence.

Consider, for example, the following problem:

\[
\Delta u + \lambda |x|^l u^p = 0, \quad x \in \Omega, \\
u = 0, \quad x \in \partial \Omega, \\
u > 0, \quad x \in \Omega,
\]

where \( \lambda > 0, l \geq 0 \) and \( p > 1 \). This equation arises in the study of rotating stellar structures; see Hénon [16].

**Theorem 2.** (i) If \( 1 < p < (N + 2 + 2l)/(N - 2) \), then (0.5) has infinitely many singular solutions.

(ii) If \( p \geq (N + 2 + 2l)/(N - 2) \), then (0.5) has no singular solution which is radially symmetric.

**Remarks.** (i) If \( l = 0 \) one may show by slight modification of the arguments in Gidas, Ni and Nirenberg [11] that any singular solution must be radially symmetric, hence we obtain the nonexistence of any singular solution in this case.

(ii) The nonexistence results in Theorems 1 and 2 correspond to a theorem of Pohozaev [30] for classical solutions. We do not make any direct use of Pohozaev’s results in studying singular solutions.

(iii) Due to the homogeneity in the equation, the question of existence of solutions of (0.5) (singular or classical) may be studied via phase plane techniques. See e.g. Joseph and Lundgren [17], Chandrasekhar [10], and Aviles [2] for some special cases. However, the methods we use here will work also for more general nonlinearities as in Theorem 1. See also Lions [22] for some related results.

(iv) The exact behavior of singular solutions near \( x = 0 \) has been investigated by various authors. See, for example, Serrin [31], Gilbarg and Serrin [14], Lions [22], Gidas and Spruck [13], and Aviles [2].

(v) For the type of nonlinearities \( f \) considered in Theorems 1 and 2 it turns out always that singular solutions exist exactly when classical solutions exist. Now this is not the case for general \( f \). Indeed in the case \( f(u) = \lambda u, \lambda > 0 \), it is not hard to see
that there cannot exist both classical and singular solutions of (0.1), although one or
the other may exist, depending on the value of \( \lambda \).

We are also interested in the following two parabolic problems:

\begin{align}
\tag{0.6}
& u_t = \Delta u + u^p, \quad x \in \Omega, \ t > 0, \\
& u(x, t) = 0, \quad x \in \partial \Omega, \ t > 0, \\
& u(x, 0) = u_0(x), \quad x \in \Omega, \ t = 0;
\end{align}

\begin{align}
\tag{0.7}
& u_t = \Delta (u^m), \quad x \in \Omega, \ t > 0, \\
& u(x, t) = 0, \quad x \in \partial \Omega, \ t > 0, \\
& u(x, 0) = u_0(x), \quad x \in \Omega.
\end{align}

Consider first the semilinear problem (0.6). The theory of this problem set in \( L^q \)
spaces has been developed by Weissler [33] and others. In particular, it is known that
if \( u_0 \in L^q(\Omega) \), \( q > N/(p - 1) \) and \( q \geq p \) then (0.6) has a unique solution from
\( C([0, T]; L^q(\Omega)) \), for some \( T > 0 \). In the marginal case \( p = q = N(p - 1)/2 = N/(N - 2) \)
one still has a local existence theorem; we show uniqueness fails in this
case.

**Theorem 3.** If \( p = N/(N - 2) \), \( N \geq 3 \), \( \Omega = \text{ball in } \mathbb{R}^N \), then there exists (infinitely
many) \( u_0 \in L^p(\Omega) \) such that (0.6) has at least two solutions from \( C([0, T]; L^p(\Omega)) \), for
some \( T > 0 \).

**Remarks.** (i) The existence theorems mentioned above may be found in Weissler
[33]. The uniqueness when \( q > N(p - 1)/2 \) and \( q \geq p \) is proven by a more or less
standard contraction mapping argument, using the regularizing properties of the

(ii) Some related nonuniqueness results have been proved in Haraux and Weissler
[15] and Baras [3]. The exponent \( p = N/(N - 2) \) is also a limiting case in the work
of Baras.

(iii) The nonlinearity \( u^p \) in Theorem 3 could be replaced by \( f(u) \), provided \( f \)
satisfies (0.2), (0.3),

\begin{align}
\tag{0.8}
& \lim_{s \to \infty} \frac{f(s)}{s^p} > 0, \quad p = \frac{N}{N - 2}, \\
\end{align}

and

\begin{align}
\tag{0.9}
& f'(s) \leq C_1 s^{p-1} + C_2, \quad s > 0.
\end{align}

We will explain why these hypotheses are sufficient following the proof of Theorem
3.

Next we turn to the problem (0.6) with \( p \geq (N + 2)/(N - 2) \). It is well known
that solutions of this problem may blow up in finite time (Kaplan [18], Levine [21]).
On the other hand, any solution which is uniformly bounded for \( t \geq 0 \) tends to zero
as \( t \to \infty \). Indeed, if \( t_n \to \infty \) then there exists a subsequence \( t_{n_k} \to \infty \) such that
\( u(\cdot, t_{n_k}) \) converges to a nonnegative steady state solution of (0.6). However, by the
theorem of Pohozaev [30] the only such solution is the zero solution.
in the paper [28] it is shown that there also exist solutions of (0.6) which exist for all \( t \geq 0 \) but are not uniformly bounded. We are interested in what can be said about the asymptotic behavior of these solutions.

**Theorem 4.** Let \( u \) be a nonnegative global classical solution of (0.6) with \( p \geq (N + 2)/(N - 2) \), \( N \geq 3 \), and \( u_0(x) = u_0(|x|) \). Then

\[
\lim_{t \to \infty} u(x, t) = 0, \quad x \neq 0, \tag{0.10}
\]

\[
\lim_{t \to \infty} \|u(\cdot, t)\|_{L^2(\Omega)} = 0. \tag{0.11}
\]

The conclusions (0.10) and (0.11) remain valid for a global weak solution \( u \) provided

\[
\lim_{t \to \infty} u(\cdot, t) \in L^\infty(\Omega) \quad \text{for some } t_0 \geq 0 \tag{0.12}
\]

and

\[
u is a monotone increasing limit of classical solutions of (0.6).

**Remarks.** (i) Here by a weak solution we mean a function \( u \in C([0, T]; L^1(\Omega)) \cap L^p(\Omega \times (0, T)) \) for any \( T > 0 \) satisfying

\[
\int_0^T \int_\Omega (u_t + u\Delta u + u^p) \, dx \, dt = \int_\Omega u(\cdot, t)\xi(\cdot, t) \, dx, \tag{0.14}
\]

for any \( 0 < s < t \leq T < \infty \) and \( \xi \in C^2(\overline{\Omega} \times [0, T]) \) satisfying \( \xi(x, t) = 0 \) for \( x \in \partial\Omega \).

(i) In [28] it is the existence of weak global unbounded solutions which is demonstrated. The conditions (0.12) and (0.13) are satisfied by the construction given there. It would, of course, be interesting to know whether these solutions are classical or not; we suspect that they are, but have not been able to prove this.

(iii) Again, exact homogeneity in the nonlinearity is not necessary. The conclusion of Theorem 4 remains valid with \( u^p \) replaced by \( f(u) \) where \( f \) satisfies (0.3), (0.4), and \( f \) is convex.

Finally, consider the “fast diffusion” problem (0.7) with \( m \in (0, 1) \) (see e.g. Berryman and Holland [6] or Peletier [29].) It is known from Véron [32] or Bénilan [4] that if \( m > (N - 2q)/N \) and \( u_0 \in L^q(\Omega) \), \( q \geq 1 \), then \( u(\cdot, t) \in L^\infty(\Omega) \) for all \( t > 0 \). For \( q = 1 \) the cut-off exponent has recently been shown to be sharp. Namely, it follows from the results in Brézis and Friedman [7] that if \( m \leq (N - 2)/N \) and \( t_0 > 0 \) there exists \( u_0 \in L^1(\Omega) \), such that \( u(\cdot, t_0) \notin L^\infty(\Omega) \).

Using Theorem 2 and looking for separable solutions of (0.7) we obtain further counterexamples to this regularizing effect.

**Theorem 5.** Let \( q \in [1, 2N/(N + 2)] \), \( m \in ((N - 2)/(N + 2), (N - 2q)/N) \) and \( t_0 > 0 \). Then there exists a solution of (0.7) with \( u_0 \in L^q(\Omega) \) and \( u(\cdot, t_0) \notin L^\infty(\Omega) \).

If \( q = 1 \) we may allow \( m = (N - 2)/N \).

**Remark.** By the use of comparison arguments one sees that if there is no \( L^\infty \)-regularizing effect in the case that \( \Omega \) is a ball in \( \mathbb{R}^N \), then there cannot be regularizing for any other domain.
The organization of this paper is as follows. §1 contains some auxiliary results related to problems (0.1) and (0.5). In §2 we give the proofs of Theorems 1 and 2. Finally, in §3 we give the proofs of Theorems 3, 4 and 5.

1. In this section we prove or recall some preliminary results.

**Lemma 1.1.** Let \( u \in C^2(\Omega \setminus \{0\}) \) be a nonnegative function satisfying
\[
\Delta u + f(x, u) = 0, \quad x \in \Omega \setminus \{0\},
\]
with \( f \geq 0, f \in C^1(\Omega \times [0, \infty)) \). Then:

(i) \( f(x, u(x)) \in L^q(\Omega) \).

(ii) If \( |x|^m u^q(x) \in L^1(\Omega) \) for some \( q > (N + m)/(N - 2) \), then
\[
\Delta u + f(x, u) = 0 \quad \text{in } \Omega'.
\]

**Corollary 1.2.** Let \( u \in C^2(\Omega \setminus \{0\}) \) be a nonnegative function satisfying
\[
\Delta u + f(x, u) = 0, \quad x \in \Omega \setminus \{0\},
\]
with \( f \geq 0, f \in C^1(\Omega \times [0, \infty)) \) and
\[
\lim_{s \to 0} \inf_{x \in \Omega} \frac{f(x, s)}{|x|^m s^q} > 0 \quad \text{for some } q \geq \frac{N + m}{N - 2}.
\]

Then
\[
\Delta u + f(x, u) = 0 \quad \text{in } \Omega'.
\]

**Remarks.** (i) Lemma 1.1 is a slight generalization of Proposition 3.1 in Gidas, Ni and Nirenberg [12]. For the reader’s convenience we sketch the proof here. The result of part (i) is also contained in Theorem 1 of Brézis and Lions [8].

(ii) The conclusion of the corollary is false in general if (1.3) does not hold. For example, if \( f(x, u) = |x|^p u^p, 1 < p < (N + 1)/(N - 2) \), then it may be shown as in Lions [22] that any singular solution of (1.1) must satisfy
\[
\Delta u + |x|^p u^p = a \delta_0 \quad \text{in } \Omega'
\]
for some \( a < 0 \), where \( \delta_0 \) denotes the Dirac mass at \( x = 0 \).

**Proof of Lemma 1.1.** (i) As in Brézis and Lions [8] we choose cut-off functions \( \xi_\epsilon(x) \) in the form
\[
\xi_\epsilon(x) = \Phi \left( \frac{\epsilon}{|x|} \right),
\]
where \( \Phi \in C^\infty(\mathbb{R}^+) \) is convex, \( \Phi(0) = 1 \) and \( \Phi(t) = 0 \) for \( t > 1 \). Then \( \xi_\epsilon(x) = 0 \) for \( |x| \leq \epsilon, 0 \leq \xi_\epsilon(x) \leq 1, \xi_\epsilon(x) \to 1 \) as \( \epsilon \to 0 \) for \( x \neq 0 \) and \( \Delta \xi_\epsilon \geq 0 \) in \( \Omega \). Multiplication of the equation by \( \xi_\epsilon \) and integration over \( \Omega \) yields
\[
\int_{\Omega} f(x, u(x)) \xi_\epsilon(x) \, dx \leq \int_{|x|=1} (u \xi_{\epsilon r} - \xi_\epsilon u_r) \, dr.
\]
The right-hand side is bounded independently of \( \epsilon \), hence we obtain the conclusion from Fatou’s lemma.

(ii) Choose \( \tau \in C^\infty(0, \infty), \tau(r) = 0 \) for \( 0 \leq r \leq 1, \tau(r) = 1 \) for \( r \geq 2, 0 \leq \tau \leq 1 \) and \( \tau_\epsilon(r) = \tau(r/\epsilon) \). It suffices to show that
\[
\lim_{\epsilon \to 0} \int_{\Omega} \tau_\epsilon (u \Delta \xi + f(x, u) \xi) \, dx = 0
\]
for any \( \xi \in C^\infty_0(\Omega) \); note that \( u \in L^1(\Omega) \) under the stated hypotheses.
Integrating by parts and using the equation for \( u \), one sees that it is enough to have

\[
\lim_{\varepsilon \to 0} \int_{\Omega} \xi u \Delta \tau_\varepsilon \, dx = 0 \tag{1.5}
\]

and

\[
\lim_{\varepsilon \to 0} \int_{\Omega} u \nabla \xi \cdot \nabla \tau_\varepsilon \, dx = 0. \tag{1.6}
\]

We may write \( u(x) = h^{1/q}(x)/|x|^{m/q} \) with \( h \in L^1(\Omega) \) and \( q \geq (N + m)/(N - 2) \). Since \( \|\Delta \tau_\varepsilon\| \leq C\varepsilon^{-2} \) we obtain the following estimate for the integral in (1.5) using Hölder's inequality;

\[
\left| \int_{\Omega} u \xi \Delta \tau_\varepsilon \, dx \right| \leq \frac{C}{\varepsilon^2} \int_{|x| < 2\varepsilon} \frac{h^{1/q}}{|x|^{m/q}} \, dx
\]

\[
\leq \frac{C}{\varepsilon^2} \left( \int_{|x| < 2\varepsilon} h \, dx \right)^{1/q} \left( \int_{|x| < 2\varepsilon} \frac{dx}{|x|^{mq/q}} \right)^{1/q'}, \quad \frac{1}{q} + \frac{1}{q'} = 1,
\]

\[
\leq C \left( \int_{|x| < 2\varepsilon} h \, dx \right)^{1/q} \varepsilon^{N(1-1/q) - m/q - 2},
\]

and the right-hand side tends to zero with \( \varepsilon \) by virtue of the assumptions made. The proof of (1.6) is similar. ■

**Lemma 1.3.** Let \( u \in C^2(\Omega \setminus \{0\}) \) be a nonnegative radially symmetric function satisfying

\[
\Delta u + \lambda |x|^l u^p = 0, \quad x \in \Omega \setminus \{0\},
\]

with \( \lambda > 0, l \geq 0 \) and \( p > 1 \). Then

\[
u(x) \leq C/|x|^{(l+2)/(p-1)}, \quad x \in \Omega \setminus \{0\}. \tag{1.7}
\]

**Remark.** The estimate (1.7) is not sharp in all cases; see [2, 8, 22]. We will need this lemma only for \( p \in ((N + l)/(N - 2), (N + 2 + 2l)/(N - 2)) \), in which case (1.7) is proved in Gidas and Spruck [13] where no assumption of radial symmetry is made. As the proofs there are somewhat complicated, we prefer to give a simple derivation for the case at hand.

**Proof.** Assume first that \( p \in (1, (N + 2 + 2l)/(N - 2)) \). Let \( v(r) = r^{(l+2)/(p-1)} u(r) \); we need to show that \( v \in L^\infty(0, 1) \). Making the further change of variable \( w(s) = v(s^{1/(2-N)}) \) we need \( w \in L^\infty(1, \infty) \). The equation for \( w \) is

\[
w'' + \frac{2\mu}{s} w' + \frac{w}{s^2} \left( \mu (\mu - 1) + \frac{\lambda}{(N - 2)^2} w^{p-1} \right) = 0, \tag{1.8}
\]

where \( \mu = (l + 2)/(p - 1)(N - 2) \geq \frac{1}{2} \).

We first claim that if \( w \) is monotonically increasing on \((s_0, \infty)\) for some \( s_0 \geq 1 \) then

\[
\lim_{s \to \infty} w(s) \leq \left( \frac{N - 2}{2\lambda^2} \right)^{2/(p-1)}.
\]
Otherwise, we would have \((\lambda/(N - 2))w^{p-1}(s) > \frac{1}{4}\) for some \(s_1 > s_0\), and we derive a contradiction using a Sturm comparison type argument. Indeed, for \(\sigma > \frac{1}{4}\) solutions of

\[ h'' + 2\mu h'/s + (\mu (\mu - 1) + \sigma) h/s^2 = 0 \]

are oscillatory, hence a solution of (1.8) cannot have constant sign on \((s_1, \infty)\).

We deduce that if \(w\) is not bounded on \((1, \infty)\) there must exist a sequence \(t_n \to \infty\) such that \(w'(t_n) = 0\) and \(w(t_n) \to \infty\). To see that this is impossible also, we multiply the equation (1.8) by \(s^2w'\) and integrate from 1 to \(t_n\). Integration by parts yields

\[
(2\mu - 1) \int_1^{t_n} (w')^2 \, ds + \left[ \frac{\mu (\mu - 1)w^2}{2} + \frac{\lambda}{(p + 1)(N - 2)^2}w^{p+1} \right]_1^{t_n} = w'(1)^2.
\]

In particular, since \(\mu > \frac{1}{2}\),

\[
\frac{\mu (\mu - 1)w^2(t_n)}{2} + \frac{\lambda w^{p+1}(t_n)}{(p + 1)(N - 2)^2} \leq \text{constant},
\]

which is inconsistent with \(w(t_n) \to \infty\).

If \(p \in ((N + 2 + 2l)/(N - 2), \infty)\) the arguments are similar except that one makes the change of variable \(w(s) = v(s^\gamma)\) where

\[ 1/\gamma = 2 - N + 2((l + 2)/(p - 1)). \]

Another important ingredient in the proofs of Theorems 1 and 2 is the following uniqueness result. Denote by \(\Omega_R\) the annulus \(\{x \in \mathbb{R}^N : R < |x| < 1\}\).

**Theorem 1.4.** (i) Let \(p > 1, l \geq 0\) and \(\lambda > 0\). Then the problem (0.5) has at most one radially symmetric classical solution.

(ii) The same is true if \(\Omega\) is replaced by \(\Omega_R, R > 0\).

(iii) Assume (0.2) holds. Then the problem (0.1) has at most one classical solution.

(iv) Assume (0.2) holds. Then the problem (0.1) in \(\Omega_R, R > 0\), has at most one radially symmetric classical solution.

**Remarks.** (i) Parts (ii), (iii), (iv) here have been proved in Ni and Nussbaum [26], with some special cases proved previously in Ni [25]. The proof of part (i) is by a simple scaling argument, as in Gidas, Ni and Nirenberg, p. 224 [11]. In part (iii) no assumption of radial symmetry was necessary since this is a necessary consequence of Theorem 1 of [11]; similarly in part (ii) this need not be assumed if \(l = 0\). In the case of the annulus there may exist nonradial as well as radial solutions; cf. Brézis and Nirenberg [9].

2. In this section we give the proofs of Theorems 1 and 2. The techniques used here are closely related to those used in Ni [25], and Ni and Nussbaum [26].

We begin with the existence assertions. We look for singular solutions which are radially symmetric, \(u(x) = u(r), r = |x|\). Letting \(s = r^{2-N}, v(s) = u(r)\), the equation and side conditions to be satisfied are

\[
\begin{align*}
  v'' + g(s, v) &= 0, \quad s > 1, \\
  v(1) &= 0, \quad \lim_{s \to \infty} v(s) = \infty,
\end{align*}
\]

(2.1)
where
\[ g(s, v) = f(v)/(N-2)^{2s^2/(N-2)} \]
in the case of Theorem 1, and
\[ g(s, v) = \lambda v^p/(N-2)^{2s^2/(l+2)/(N-2)} \]
in the case of Theorem 2.

Consider the associated initial value problem
\[ w'' + g(s, w) = 0, \quad s > 1, \]
\[ w(1) = 0, \quad w'(1) = \alpha \]
with \( \alpha \in (0, \infty) \) and denote the solution by \( w_{\alpha} \) insofar as it exists.

Under the hypotheses of part (i) of either Theorem 1 or 2, the problem (0.1) or (0.5) has exactly one radially symmetric classical solution. The existence of this solution for (0.1), or (0.5) in case \( l = 0 \) follows, for example, from Ambrosetti and Rabinowitz [1]; one then has radial symmetry from Theorem 1 of Gidas, Ni and Nirenberg [11] and uniqueness of radial solutions from Theorem 1.4. The problem (0.5) with \( l > 0 \) is investigated in Ni [24] where it is shown that there exists a radially symmetric solution from \( H_0^1(\Omega) \). Furthermore, it is also shown in [24] that if \( u \in H_0^1(\Omega) \) and is radially symmetric then
\[ |x|^l u^p \in L^q(\Omega) \text{ for some } q > N/2, \text{ whence } u \text{ must be a classical solution of (0.5), by elliptic regularity theory [20].} \]

It follows that \( |x|^l u^p \in L^q(\Omega) \) for some \( q > N/2 \), whence \( u \) must be a classical solution of (0.5), by elliptic regularity theory [20]. Uniqueness within the radial class again follows from Theorem 1.4.

Observe next that if \( \alpha \) is such that \( \lim_{s \to \infty} w_{\alpha}(s) = L \) for some \( L \in [0, \infty) \) then reversing the earlier change of variables we obtain a solution \( u \) of (0.1) or (0.5) in \( \Omega \setminus \{0\} \) with \( u \in L^\infty(\Omega) \). By Lemma 1.1 and elliptic regularity arguments again, \( u \) must be a classical solution in \( \Omega \). We conclude that under the stated hypotheses there exists exactly one number \( \alpha_0 > 0 \) such that \( \lim_{s \to \infty} w_{\alpha_0}(s) = L \) for some \( L \in (0, \infty) \).

Now consider
\[ T(\alpha) = \sup\{ \hat{s}: w_{\alpha}(s) > 0 \text{ on } (1, \hat{s}) \} \]
and
\[ I = \text{domain of } T = \{ \alpha \in (0, \infty): T(\alpha) < \infty \}. \]

From considerations of continuous dependence it is not hard to see that \( I \) is open, \( T \) is continuous on \( I \), and \( T \) is unbounded on any component of \( I \). On the other hand, \( T \) is one-to-one by Theorem 1.4, and \( I \neq (0, \infty) \) since \( \alpha_0 \notin I \). It follows that the complement of \( I \) contains an interval. Since clearly either \( T(\alpha) < \infty \) or else \( \lim_{s \to \infty} w_{\alpha}(s) = \infty \), \( \alpha \neq \alpha_0 \), we obtain the existence of a continuum of singular solutions. ■

Remark. In Ni [25] or Ni and Nussbaum [26] it is actually shown that \( T(\alpha) \) is monotone decreasing. Thus it is not hard to see that \( I = (\beta, \infty) \) for some \( \beta > 0 \).

We turn now to the proof of part (ii) of Theorem 1. As remarked earlier, any singular solution is necessarily radially symmetric.
Set $\theta = \frac{1}{2}(N + 2)/(N - 2)$, $\gamma = 2\theta$ and $H(t) = t^{-\gamma}f(t)/(N - 2)^2$; note that the condition (0.4) implies that $H'(t) > 0$ on $(0, \infty)$. The equation satisfied by $z(s) = s^{-1/2}u(s^{1/2-N})$ may be written

\[ (sz')' + \frac{z}{s} z^{-1} H(\sqrt{s} z) = 0, \quad s > 1. \]

It is sufficient to show that if $z(1) = 0$ and $z'(1) > 0$, then $z(T) = 0$ for some $T \in (1, \infty)$.

We claim first that $z$ cannot be monotone nondecreasing on $(1, \infty)$. To see this, suppose $z$ is increasing on $(1, \infty)$ and let $L = \lim_{s \to \infty} z(s)$. If both $L$ and $H_s = \lim_{t \to \infty} H(t)$ are finite, then clearly we must have $L^{-1}H_s > \frac{1}{4}$ since otherwise $sz'(s) > z'(1) > 0$ which contradicts $L < \infty$. Thus, in any case, there must exist $s_1 > 1$ and $\epsilon > 0$ such that

\[ z^{-1}(s) H(\sqrt{s} z(s)) - \frac{1}{4} \geq \epsilon \]

for $s \geq s_1$.

Letting $h(s)$ denote the solution of

\[ (sh')' + \epsilon h/s = 0, \quad h(s_1) = z(s_1), \quad h'(s_1) = z'(s_1), \]

$h(s)$ is oscillatory, and by an oscillation comparison argument it follows that $z$ must change sign on $(s_1, \infty)$, a contradiction.

Next we claim that $z'$ cannot have an accumulation point of zeros (this is immediate if $f$ is analytic). To see this, set

\[ g(s, z) = \frac{z}{s} z^{-1} H(\sqrt{s} z) - \frac{1}{4}. \]

If it were true that $z'$ had an accumulation point of zeros at a point $s = a$ with $z(a) = L > 0$, it would follow that

\[ \frac{\partial^k}{\partial s^k} g(s, z) \bigg|_{s=L} = 0 \]

for every positive integer $k$. However, using (2.3) with $k = 0$ and $k = 1$ and doing some fairly straightforward manipulations, one obtains $tf'(t) = \gamma f(t)$ for $t = \sqrt{aL}$, contradicting (0.4).

Next we claim that $z$ cannot have a positive local minimum in $(1, \infty)$. Otherwise, by the previous remark there is a first such local minimum at $s = \xi$, and we may find $\eta \in (1, \xi)$ such that $z(\eta) = z(\xi)$, $z(s) > z(\xi)$ for $s \in (\eta, \xi)$. Also there exists $\zeta \in (\eta, \xi)$ such that $z$ is increasing on $(\eta, \zeta)$ and decreasing on $(\zeta, \xi)$. Multiplying the equation (2.2) by $sz'$ and integrating from $\eta$ to $\xi$ yields

\[ \int_{\eta}^{\xi} z^{-1} H(\sqrt{s} z) z' ds \geq 0. \]

To derive a contradiction we write this integral as the sum of the integrals from $\eta$ to $\xi$ and $\xi$ to $\eta$. On each of these two intervals we make the change of variable $\sigma = z(s)$. Let $a = z(\eta) = z(\xi)$, $b = z(\xi)$ and $s_1(\sigma)$ and $s_2(\sigma)$ be the functions inverse to $z$ with
ranges in \((\eta, \xi)\) and \((\xi, \xi)\), respectively. Then (2.4) may be written

\[ 0 \leq \int_a^b \sigma' \left( H\left(\sqrt{\sigma_1} \sigma\right) - H\left(\sqrt{\sigma_2} \sigma\right) \right) d\sigma. \]

Since \(H\) is strictly increasing and \(s_2(\sigma) > s_1(\sigma)\) for \(\sigma \in (a, b)\), this is a contradiction.

If then \(z(s) > 0\) on \((1, \infty)\) the only remaining possibility is that there exists \(s_0 \in (1, \infty)\) such that \(z\) is increasing on \((1, s_0)\), decreasing on \((s_0, \infty)\), and \(\lim_{s \to \infty} z(s) = L\) for some \(L \geq 0\). Note that we cannot have \(\lim_{s \to \infty} |sz'(s)| > 0\) since otherwise \(z(s) \to -\infty\) as \(s \to \infty\). There must therefore exist sequences \(\xi_m \to \infty\) and \(\eta_m, \eta_{m+1} < \eta_m < s_0 < \xi_m < \xi_{m+1}\) such that \(\xi_m z'(\xi_m) \to 0\), \(z(\eta_m) = z(\xi_m)\), \(z(s) > z(\xi_m)\) for \(s \in (\eta_m, \xi_m)\).

Again multiplying the equation by \(sz'\) and integrating from \(\eta_m\) to \(\xi_m\) we get

\[ \frac{(sz')^2}{2} \bigg|_{\eta_m}^{\xi_m} + \int_{\eta_m}^{\xi_m} z'H(zs)z'ds = 0. \]

Changing variables as before gives

\[ \int_{h_m}^{b_m} \sigma' \left( H\left(\sqrt{\sigma_1} \sigma\right) - H\left(\sqrt{\sigma_2} \sigma\right) \right) d\sigma \geq -\frac{(\xi_m z'(\xi_m))^2}{2}, \]

where \(b_m = z(\xi_m)\). Letting \(m \to \infty\) we obtain the nonnegativity of the left-hand integral with lower limit replaced by \(L\), which is again a contradiction. This completes the proof of Theorem 1.

The proof of Theorem 2(ii) in the case \(p > (N + 2 + 2l)/(N - 2)\) is similar except slightly simpler. The critical case \(p = (N + 2 + 2l)/(N - 2)\) must be handled slightly differently; it is done essentially in Ni [23, Appendix]. We refer the interested reader to this source.

3. In this section we give the proofs of Theorems 3, 4, and 5.

Proof of Theorem 3. It follows from Theorem 1 of Weissler [33] that for any \(u_0 \in L^p(\Omega), p = N/(N - 2)\), the problem (0.6) has a solution

\[ u \in C([0, T]; L^p(\Omega)) \cap L^\infty((\tau, T) \times \Omega) \]

for some \(T > 0\) and any \(\tau \in (0, T)\).

On the other hand, if we take \(l = 0\) we obtain from Theorem 2 infinitely many singular solutions of the steady state equation (0.5), each of which also satisfies (0.5) in \(\mathcal{D}'(\Omega)\) by Corollary 1.2. Since by Lemma 1.1 these solutions belong to \(L^p(\Omega)\), they are then also solutions of (0.6) from \(C([0, T]; L^p(\Omega))\) for any \(T > 0\) and clearly must be different from the solution given by Weissler's theorem.

Remark. As mentioned earlier, the nonlinearity \(u^p\) may be replaced by \(f(u)\), satisfying (0.2), (0.3), (0.8) and (0.9). Indeed, due to (0.9) we may obtain from Theorem 3 of Weissler [33] a solution of (0.6) which belongs to \(L^\infty(\Omega)\) for \(t > 0\); (0.2) and (0.3) guarantee the existence of an unbounded steady state singular solution by Theorem 1; and, finally, singular solutions are distributional solutions by Corollary 1.2 since (0.8) holds.
Proof of Theorem 4. Let \( u \) be a nonnegative global classical solution of (0.6) with \( p \geq (N + 2)/(N - 2) \), \( N \geq 3 \), and \( u_0(x) = u_0(|x|) \). By Theorem 1 of Ni and Sacks [27] there exists \( T^* > 0 \) depending on \( u_0 \) such that \( u(r, t) \leq 0 \) for \( t \geq T^* \) and \( r \in [0, 1] \). Thus replacing \( u(x, t) \) by \( u(x, t + T^*) \) if necessary, we may suppose that \( u(\cdot, t) \) is radially decreasing for every \( t \geq 0 \).

Let \( \lambda_1 \) and \( \psi_1 \) denote the first eigenvalue and eigenfunction of \(-\Delta\) in \( \Omega \) with zero boundary conditions; then \( \psi_1 \geq 0 \) and we may take \( \int_{\Omega} \psi_1 \, dx = 1 \). Multiplying the equation by \( \psi_1 \) and integrating gives

\[
\frac{d}{dt} \int_{\Omega} u \psi_1 \, dx = \int_{\Omega} u^p \psi_1 \, dx - \lambda_1 \int_{\Omega} u \psi_1 \, dx
\]

(3.1)

\[
\geq \left( \int_{\Omega} u \psi_1 \, dx \right)^p - \lambda_1 \int_{\Omega} u \psi_1 \, dx.
\]

(3.2)

Thus, since \( u \) exists for all \( t \geq 0 \) by hypothesis we must have

\[
\int_{\Omega} u(\cdot, t) \psi_1 \, dx \leq \lambda_1^{1/(p-1)}
\]

(3.3)

for all \( t \geq 0 \). Moreover, it is clear that there exists a constant \( C = C(\Omega) \) such that

\[
\int_{\Omega} h \, dx \leq C \int_{\Omega} h \psi_1 \, dx
\]

(3.4)

if \( h \) is any radially decreasing function on \( \Omega \). Thus we have

\[
\|u(\cdot, t)\|_{L^1(\Omega)} \leq C_0
\]

(3.5)

for all \( t \geq 0 \) for some \( C_0 < \infty \) depending only on \( \Omega \) and \( p \).

Next if \( |x| = R > 0 \) then

\[
u(x, t) \leq \frac{C}{R^N} \int_{|x| < R} u(y, t) \, dy \leq \frac{C}{R^N} \int_{\Omega} u(y, t) \, dy \leq \frac{C_0}{R^N},
\]

(3.6)

using again the fact that \( u(\cdot, t) \) is radially decreasing. In particular,

\[
u \in L^\infty((0, \infty) \times \Omega_R)
\]

for any \( R > 0 \) (recall \( \Omega_R = \{ x \in \mathbb{R}^N: R \geq |x| < 1 \} \)).

Using parabolic regularity theory [19] and the fact that \( u \) is uniformly bounded on \((0, \infty) \times \Omega_{R/2} \) we obtain a bound for \( u, u_t, u_{x_t}, u_{x,x_t} \) as in \( C^{0, \alpha/2} \((0, \infty) \times \Omega_R \) \) for any \( R > 0 \) and \( \alpha \in (0, 1) \). Here \( C^{0, \alpha/2} \) denotes the space of Hölder continuous functions with exponent \( \alpha \) in \( x \) and \( \alpha/2 \) in \( t \).

We claim now that \( u(\cdot, t) \to 0 \) in \( L^2(\Omega_R) \) as \( t \to \infty \), for any \( R > 0 \). To see this, multiply the equation by \( u \), and integrate to obtain

\[
\int_0^t \int_{\Omega} u_t^2 \, dx \, dt + J(u(\cdot, t)) = J(u_0)
\]

(3.7)

where

\[
J(v) = \frac{1}{2} \int \nabla v \, dx - \frac{1}{p+1} \int v^{p+1} \, dx.
\]

(3.8)
The fact that $u$ is globally defined implies that $J(u(\cdot, t)) \geq 0$ for all $t \geq 0$; see e.g. Levine [21]. Therefore

$$\int_0^\infty \int_{\Omega_R} u_t^2 \, dx \, dt \leq C < \infty.$$  

(3.9)

Since $t \to \int_{\Omega_R} u_t^2 \, dx$ is uniformly continuous, by the uniform Hölder estimate on $u_t$, we must have

$$\lim_{t \to \infty} \int_{\Omega_R} u_t^2(\cdot, t) \, dx = 0.$$  

(3.10)

To prove (0.10) it is enough to show that if $t_n \to \infty$ there is a subsequence $t_{n_k} \to \infty$ such that $u(x, t_{n_k}) \to 0$, $x \neq 0$.

Let $t_n \to \infty$. First of all $\{u(\cdot, t_n)\}$ is uniformly bounded in $C^{2+\alpha}(\overline{\Omega}_R)$ for any fixed $R > 0$ and $\alpha \in (0, 1)$. Thus we may find a subsequence $t_{n_k} \to \infty$ and $w \in C^2(\overline{\Omega}_R)$ such that $u(\cdot, t_{n_k}) \to w$ in $C^2(\overline{\Omega}_R)$. Furthermore, since $u_t(\cdot, t_{n_k}) \to 0$ in $L^2(\Omega_R)$ we must have

$$\Delta w + w^p = 0, \quad x \in \Omega_R.$$  

(3.11)

By the use of a diagonalization argument we may find a further subsequence, again denoted $t_{n_k}$, and $w \in C^2(\Omega \setminus \{0\})$ such that

$$\Delta w + w^p = 0, \quad x \in \Omega \setminus \{0\},$$  

(3.12)

and $u(x, t_{n_k}) \to w(x)$ for $x \neq 0$. Clearly $w$ satisfies the boundary condition $w(x) = 0$ for $x \in \partial \Omega$.

If $w \notin L^\infty(\Omega)$ then $w$ is a radially symmetric nonnegative singular solution of (0.5), and this contradicts Theorem 2. Therefore we must have $w \in L^\infty(\Omega)$. By Lemma 1.1 and elliptic regularity [20], $w$ must, in fact, be a classical solution of (0.5). But then Pohozaev's theorem [30] implies $w \equiv 0$. This completes the proof of (0.10).

Next we prove (0.11); suppose to the contrary that there exists $t_n$ such that

$$\|u(\cdot, t_n)\|_{L^1(\Omega)} \geq \varepsilon > 0.$$  

(3.13)

By (3.4) it follows that

$$\int_{\Omega} u(\cdot, t_n) \psi_1, \, dx \geq \bar{\varepsilon} = \frac{\varepsilon}{C} > 0.$$  

(3.14)

Now from (3.2) we obtain easily that

$$\frac{d}{dt} \int_{\Omega} u \psi_1 \geq -\lambda_1 \left( \frac{\lambda_1}{p} \right)^{1/(p-1)} \left( 1 - \frac{1}{p} \right),$$  

(3.15)

and so there exists $\delta > 0$ such that for $s \in (t_n, t_n + \delta)$

$$\int_{\Omega} u(\cdot, s) \psi_1 \, dx \geq \frac{\bar{\varepsilon}}{2}.$$  

(3.16)

Next, integrating (3.1) from $t_n$ to $t_n + \delta$ gives

$$\int_{t_n}^{t_n + \delta} \int_{\Omega} u^p(\cdot, t) \psi_1, \, dx \, dt \leq \int_{\Omega} u(\cdot, t_n + \delta) \psi_1 \, dx + \lambda_1 \int_{t_n}^{t_n + \delta} \int_{\Omega} u(\cdot, t) \psi_1 \, dx \, dt \leq \lambda_1^{1/(p-1)}(1 + \lambda_1 \delta),$$  

(3.17)
using (3.3). By the mean value theorem there must exist \( s_n \in (t_n + \delta) \) such that
\[
(3.18) \quad \int_{\Omega} u^p(\cdot, s_n) \psi_1 \, dx \leq \frac{\lambda_1^{1/(p-1)}(1 + \lambda_1 \delta)}{\delta}.
\]

We have therefore found a sequence \( s_n \to \infty \) such that \( u(\cdot, s_n) \psi_1 \to 0 \) pointwise a.e. and \( \|u(\cdot, s_n)\psi_1\|_{L^p(\Omega)} \) is uniformly bounded. It follows immediately that \( u(\cdot, s_n) \psi_1 \to 0 \) in \( L^1(\Omega) \), which conflicts with (3.16).

This completes the proof of Theorem 4 in the case that \( u \) is classical. If, instead, \( u \) is a weak solution satisfying (0.12) and (0.13) it is only necessary to make some of the above arguments more carefully, and to use approximation at appropriate points.

Suppose \( u_n(x, t) \uparrow u(x, t) \) for each \((x, t)\) where each \( u_n \) is a global classical solution of (0.6). By (0.13) we may assume \( u_0 \in C_0^\infty(\Omega) \). From the proof of Theorem 1 in [27] it follows that there exists \( T^* < \infty \) independent of \( n \) such that \( u_n(\cdot, t) \) is radially decreasing for \( t \geq T^* \); hence the same is true of \( u \). The estimates (3.3) and (3.5) remain valid for \( u \) by approximation (alternatively these inequalities can be derived directly for weak solutions). We have (3.9) holding with \( u \) replaced by \( u_n \) and constant \( C \) independent of \( n \); by lower semicontinuity (3.9) is valid for \( u \) itself. For the remainder of the proof of (0.10) the arguments take place away from \( x = 0 \), i.e. where the weak solution \( u \) is actually classical.

In proving (0.11) one has instead of (3.15) the integrated form
\[
\int_{\Omega} u(\cdot, t) \psi_1 \, dx - \int_{\Omega} u(\cdot, s) \psi_1 \, dx \geq -\lambda_1 \left( \frac{1}{p} \right)^{1/(p-1)} \left( 1 - \frac{1}{p} \right)(t - s),
\]
\( t > s \), from which (3.16) again follows. The estimate (3.17) is still valid by the definition of weak solution, and, instead of using the mean value theorem to derive (3.18), we have from (3.17)
\[
\text{meas}\left\{ s \in (t_n, t_n + \delta): \int_{\Omega} u^p(\cdot, s) \psi_1 \, dx \geq k \right\} \leq \frac{\lambda_1^{1/(p-1)}(1 + \lambda_1 \delta)}{k},
\]
and the right-hand side is less than \( \delta \) for \( k > \lambda_1^{1/(p-1)}(1 + \lambda_1 \delta)/\delta \). Clearly one then has (3.18) with a slightly larger constant on the right-hand side.

With these changes the proof of Theorem 4 for weak solutions is complete. ■

**Proof of Theorem 5.** The problem (0.7) has solutions in the form
\[
u(x, t) = \left[ C - (1 - m)t \right]^{1/(1 - m)} w^p(x)
\]
for \( C > 0 \), \( p = 1/m \) and where \( w \in L^p(\Omega) \) satisfies \( \Delta w + w^p = 0 \) in \( \mathcal{D}'(\Omega) \) and \( w = 0 \) classically on \( \partial \Omega \).

Since \( p \in \left[ N/(N - 2), (N + 2)/(N - 2) \right] \) we see from Theorem 2 and Corollary 1.2 that we can find such a function \( w \) with \( w \notin L^\infty(\Omega) \); choosing \( C > (1 - m)t_0 \) then guarantees that \( u(\cdot, t_0) \notin L^\infty(\Omega) \).

If \( p = N/(N - 2) \) then, from Lemma 1.1, \( u_0(x) = C^{1/(1 - m)} w^p(x) \) belongs to \( L^1(\Omega) \). In the case that \( p \in \left( N/(N - 2), (N + 2)/(N - 2) \right), q > 1 \), it follows, from Lemma 1.3 and the fact that \( u_0 \) is smooth away from \( x = 0 \), that \( u_0 \in L^q(\Omega) \) since \( 1/p = m < (N - 2q)/N \).
Remark. In Gidas and Spruck [13] it is shown that $|x|^{2A\rho-1}u(x) \geq C > 0$ if $u$ is a singular solution of (0.5) with $l = 0$ and $p \in (N/(N - 2), (N + 2)/(N - 2))$. Using this fact, one may state the following more precise version of Theorem 5. If $r \in (1, 2N/(N + 2))$ and $m = (N - 2r)/N$, then the problem (0.7) has a separable solution $u(x, t)$ such that $u_0 \in L^q(\Omega)$ for any $q < r$ and $u(\cdot, t) \notin L^r(\Omega)$ for $t \in [0, T]$, some $t > 0$.

In the case $m = (N - 2)/N$ then (0.7) has a separable solution $u(x, t)$ such that $u_0 \in L^1(\Omega)$ and $u(\cdot, t) \notin L^q(\Omega)$ for any $q > 1$ on $[0, T]$ some $T > 0$. To see this it only remains to check that the singular solutions of (0.5) with $l = 0$ and $p = N/(N - 2)$ do not belong to $L^r(\Omega)$ for any $r > p$. One argument for this is a bootstrap argument using elliptic $L^p$ (Calderón and Zygmund) estimates in a fairly standard way. Another approach is to use Theorem 1 of Aviles [2] where the exact behavior of $w$ near $x = 0$ is obtained. We omit the details.

Since the above argument only works in the case $m = (N - 2)/N$, we do not recover the nonregularizing theorem of Brézis and Friedman [7]. We conjecture that there should be some direct argument, perhaps along the lines of Bénilan and Diaz [5] by which lack of regularizing for some $m$ implies lack of regularizing for any smaller $m$.
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