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ABSTRACT. This paper presents a new method for constructing entropy solutions of first order quasilinear equations of conservation type, which is illustrated in terms of the kinetic theory of gases. Regarding a quasilinear equation as a model of macroscopic conservation laws in gas dynamics, we introduce as the corresponding microscopic model an auxiliary linear equation involving a real parameter \( \xi \) which plays the role of the velocity argument. Approximate solutions for the quasilinear equation are then obtained by integrating solutions of the linear equation with respect to the parameter \( \xi \). All of these equations are treated in the Fréchet space \( L_{1,\text{loc}}^1(\mathbb{R}^n) \), and a convergence theorem for such approximate solutions to the entropy solutions is established with the aid of nonlinear semigroup theory.

Introduction. The purpose of this paper is to present a new method for constructing global weak solutions of the Cauchy problem for the first order quasilinear equation of conservation type with variable coefficients:

\[
\begin{align*}
\frac{\partial u}{\partial t} + \sum_{i=1}^n A_i(x, u) \frac{\partial u}{\partial x_i} + B(x, u) &= 0 \quad (x \in \mathbb{R}^n, \ t > 0), \\
\quad u(x, 0) &= u_0(x).
\end{align*}
\]

(M)

Using the vanishing viscosity method under suitable regularity and boundedness conditions on \( A_i \) and \( B \), Kruzkov [10] proved that for every bounded measurable initial function \( u_0 \) there exists a function \( u \) on \( \mathbb{R}^n \times [0, \infty) \) which is a solution of (M) in the following sense:

(i) \( u \) is in \( L^\infty(\mathbb{R}^n \times (0, T)) \) for every \( T > 0 \);
(ii) \( u(\cdot, t) \to u_0 \) in \( L_{1,\text{loc}}^1(\mathbb{R}^n) \) as \( t \to 0 \); and
(iii) for every \( k \in \mathbb{R}^n \) and every nonnegative function \( \phi \in C_0^\infty(\mathbb{R}^n \times (0, \infty)) \), the following inequality holds:

\[
\int_0^\infty \int \phi_t |u - k| \, dx \, dt + \int_0^\infty \int \text{sgn}(u - k) \sum_{i=1}^n (A_i(x, u) - A_i(x, k)) \phi_x \, dx \, dt
\]

\[
- \int_0^\infty \int \text{sgn}(u - k) \phi \left[ \sum_{i=1}^n A_i^2(x, k) + B(x, u) \right] \, dx \, dt \geq 0,
\]

(E)
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where \( \text{sgn}(y) = y / |y| \) if \( y \neq 0 \); and \( \text{sgn}(0) = 0 \). It is easily seen from (E) that \( u \) is a weak solution of (M), i.e., it satisfies
\[
\int_0^\infty \int u \phi_t + \sum_{i=1}^{n} A^i(x,u) \phi_{x_i} - B(x,u) \phi \, dx \, dt = 0
\]
for \( \phi \in C_0^\infty (\mathbb{R}^n \times (0, \infty)) \). When \( A^i \) and \( B \) are nonlinear in \( u \), the uniqueness of generalized solutions is not always ensured in the class of weak solutions as mentioned above; see [11]. However, it is shown in [10] that given a bounded function \( u_0 \) there exists exactly one weak solution of (M) satisfying (i)–(iii). In what follows, a solution of (M) satisfying (i)–(iii) will be called an entropy solution since (iii) is regarded as a generalization of the entropy condition in the sense of Oleinik [15].

In this paper we discuss the construction of entropy solutions of (M) by applying a method evolved in the previous work [5] of the first two authors. To explain our method we recall two ways for describing the motion of gases: the macroscopic and microscopic approaches. The so-called Boltzmann equation governs the evolution in time of the microscopic state of gases, while the conservation laws in fluid mechanics describe the macroscopic thermo-fluid properties of gases. Both descriptions are connected in the following way: Given a microscopic quantity on the phase space, the corresponding macroscopic quantity is given by integrating the microscopic quantity with respect to the velocity argument. We take this point of view to construct approximate solutions of the Cauchy problem (M). Namely, we regard (M) as a model of macroscopic conservation laws in fluid mechanics and then formulate the corresponding microscopic model as the linear problem:
\[
\begin{align*}
(f) & \quad f_t + \sum_{i=1}^{n} (a^i(x, \xi)f)_{x_i} + b(x, \xi)f = c(x, \xi), \quad f(x, \xi, 0) = f_0(x, \xi), \\
\end{align*}
\]
where \( f = f(x, \xi, t) \), \( a^i(x, \xi) = A^i_\xi(x, \xi) \) and \( b(x, \xi) = B_\xi(x, \xi) \). The parameter \( \xi \in R^1 \) plays the role of the velocity argument as in the kinetic theory of gases. The macroscopic quantity corresponding to \( f \) is then defined by the integral
\[
(1) \quad v(x, t) = \int_{-\infty}^{\infty} f(x, \xi, t) \, d\xi.
\]

We then introduce (in §1) a function \( F(w, \xi) \) of two real variables so that every macroscopic quantity \( w \) is decomposed as
\[
(D) \quad w = \int_{-\infty}^{\infty} F(w, \xi) \, d\xi.
\]
If we set \( f_0(x, \xi) = F(u_0(x), \xi) \), then it is to be expected that the function \( v \) approximates the solution of (M). To ensure this we impose the following compatibility conditions:
\[
\begin{align*}
A^i(x, w) - A^i(x, 0) &= \int_{-\infty}^{\infty} a^i(x, \xi) F(w, \xi) \, d\xi \quad (i = 1, \ldots, n), \\
B(x, w) - B(x, 0) &= \int_{-\infty}^{\infty} b(x, \xi) F(w, \xi) \, d\xi, \\
c(x, \xi) &= F(C(x), \xi), \quad C(x) = -\sum_{i=1}^{n} A^i_{x_i}(x, 0) - B(x, 0).
\end{align*}
\]
Indeed, conditions (C) and (D) imply that \( v \) satisfies (M) at \( t = 0 \). This suggests that for small positive \( h \) approximate solutions can be successively constructed to satisfy (M) for \( t = jh, \ j = 0, 1, \ldots \), and that the aimed solutions of (M) are obtained as the limits as \( h \downarrow 0 \) of such approximate solutions.

In [5] the method described above was employed to treat the special case \( A^i = A^i(u), B = 0 \), though the uniqueness problem of the constructed solutions was not discussed in detail. Our result not only extends the previous one to the case of more general equations, but also shows that the weak solutions constructed in [5] and in this paper are entropy solutions. The uniqueness result in the above-mentioned special case was also given independently by Kobayashi [8] by the systematic use of nonlinear semigroup theory in the Banach space \( L^1(R^n) \). It is possible to extend our result to a more general case in which \( A^i = A^i(x, t, u) \) and \( B = B(x, t, u) \). Some of the results in this direction will be discussed in the forthcoming paper [18].

Features. For a review of the standard approaches to (M) that are mainly based on the vanishing viscosity method, we refer, for example, to [3, 4, 14, and 15]. In contrast to these approaches our method is illustrated in terms of the kinetic theory of gases. The idea of using linear equations of the form (m) to construct solutions of the original nonlinear equations is due to S. Kaniel. He introduced a kinetic model for monatomic gases and made an attempt at the approximation of solutions of the Navier-Stokes equations. A similar approach to specific systems of conservation laws has been proposed by Harten, Lax and van Leer [7].

Our argument contains three features. Firstly, we are concerned with quasilinear equations involving both variable coefficients \( A^i(x, u) \) and a lower order term \( B(x, u) \) that can also be regarded as a forcing term. In order to deal with such a general form we need precise estimates for the solutions of the linear first order equation (m) with variable coefficients. Secondly, we treat equations (M) and (m) in \( L^\infty(R^n) \), which is viewed as a subspace of \( L^1_{loc}(R^n) \). We show that approximate solutions constructed in \( L^\infty(R^n) \) converge in the Fréchet space \( L^1_{loc}(R^n) \) to the weak solutions of (M). This approach enables us to construct entropy solutions associated with all initial functions bounded and measurable on \( R^n \). Thirdly, we apply a theory of nonlinear semigroups in Banach space in order to derive various stability properties of the approximate solutions and to establish a convergence theorem for approximate solutions to entropy solutions. To apply this theory we introduce a family of appropriate weight functions, thereby imbedding \( L^\infty \)-bounded absolutely convex subsets of \( L^1_{loc}(R^n) \) into the Banach space \( L^1(R^n) \); and a convergence argument for approximate solutions lying in a fixed \( L^\infty \)-bounded set is passed through the weight functions to that in \( L^1(R^n) \).

After this work was completed, our attention was called to the papers of Y. Brenier [16, 17]. In [17] he deals with the case of \( A^i = A^i(u) \) and \( B = 0 \), and approximate solutions are constructed in the same way as in [5]. In [16] results are announced for the case in which \( A^i = A^i(x, u) \) and \( B = 0 \). All of these equations are considered in the subspace \( L^1(R^n) \cap L^\infty(R^n) \) and the verification of the convergence of approximate solutions to entropy solutions is given by applying the method of Crandall and Majda [4]. It would be of interest to compare his approach with ours.

1. **Statement of results.** In the linear problem (m) we put

\[
a^i(x, \xi) = A^i_\xi(x, \xi) \quad (i = 1, \ldots, n), \quad b(x, \xi) = B_\xi(x, \xi),
\]
and impose the following conditions:

(H.1) For each \( r > 0, \) \( a_i, a_{ij}^i, a_{ijk}^i \) and \( b, b_{ij} \), \( i, j, k = 1, \ldots, n, \) are bounded and continuous on \( \mathbb{R}^n \times [-r, r] \).

(H.2) \( C(x) = -\sum_{i=1}^n A_{xi}(x, 0) - B(x, 0) \) and \( C_{xj} \), \( j = 1, \ldots, n, \) are bounded and continuous on \( \mathbb{R}^n \).

(H.3) There are constants \( \alpha, \beta > 0 \) such that

\[
\alpha \geq -\sum_{i=1}^n a_{xi}(x, \xi) - b(x, \xi), \quad \beta \geq -b(x, \xi) \quad \text{for all } (x, \xi) \in \mathbb{R}^n \times \mathbb{R}^1.
\]

Let \( F(w, \xi) \) be the function defined by

\[
F(w, \xi) = \begin{cases} 
1 & \text{for } 0 < \xi \leq w, \\
-1 & \text{for } w < \xi < 0, \\
0 & \text{otherwise.}
\end{cases}
\]

Then \( F \) satisfies conditions (C) and (D). Let \( \{U_\xi(t); \ t \geq 0\} \) be the family of solution operators \( U_\xi(t): L^\infty(\mathbb{R}^n) \to L^\infty(\mathbb{R}^n) \) of (m) with \( c = 0 \) and set

\[
V(t) = U_\xi(t) f_0 + \int_0^t U_\xi(t - \sigma) c(\cdot, \xi) \, d\sigma,
\]

integrating in the sense of Bochner. According to the definition of the macroscopic quantity (I), we introduce a family of nonlinear operators \( \{S_t; \ t \geq 0\} \) in \( L^\infty(\mathbb{R}^n) \) defined by

\[
S_t v = \int_{-\infty}^\infty V(t) f_0 \, d\xi, \quad f_0(x, \xi) = F(v(x), \xi) \text{ for } v \in L^\infty(\mathbb{R}^n).
\]

We then define for each \( h > 0 \) an approximate solution \( u^h \) of (M) by

\[
(1.1) \quad u^h(x, t) = (S_{t - h[t/h]} S_{h[t/h]} u_0)(x),
\]

where \( [a] \) denotes the greatest integer in \( a \in \mathbb{R}^1 \). By definition \( u^h \) satisfies (at least formally) equation (M) at \( t = jh, \ j = 0, 1, \ldots, \) so it is expected that \( u^h \) will tend, as \( h \to 0 \), to a solution of (M) with initial value \( u_0 \). Indeed, we obtain the following theorem, which is the main result of this paper.

**Theorem I (Convergence Theorem).** Assume that conditions (H.1)–(H.3) hold. Then given a \( u_0 \in L^\infty(\mathbb{R}^n) \) the approximate solution \( u^h \) defined by (1.1) converges to the entropy solution \( u \) of (M) with initial value \( u_0 \) and the convergence

\[
(1.2) \quad \lim_{h \to 0} u^h(\cdot, t) = u(\cdot, t) \quad \text{in } L^1_{\text{loc}}(\mathbb{R}^n)
\]

holds uniformly for \( t \) in bounded subintervals of \([0, \infty)\).

The definition of \( F \) seems to be somewhat artificial. But it will be seen that \( F \) is essentially the only function for which conditions (C) and (D) hold and the family \( \{u^h\} \) of approximate solutions converges to the entropy solution of (M). The above procedure of constructing \( u^h \) is explained in terms of the kinetic theory of gases in the following way: The operators \( U_\xi(t) \) describe the free motion of gas particles with velocity \( \xi \), while the substitution \( v \to F(v, \xi) \) corresponds to collision
processes. Further, letting $h \to 0$ in (1.1) is understood to be an analogy of the passage of the mean free path to zero.

Theorem I involves an existence theorem for entropy solutions with initial data in $L^\infty(R^n)$. Moreover, the convergence result (1.2) provides us with a new type of product formula for a nonlinear semigroup in the space $L^1_{\text{loc}}(R^n)$ associated with problem (M). By a semigroup of (nonlinear) operators on $L^\infty(R^n)$ we mean a one-parameter family $\{G(t): t \geq 0\}$ of (nonlinear) operators from $L^\infty(R^n)$ into itself satisfying the following conditions:

1. $G(0)$ is the identity operator $I$ and $G(t+s) = G(t)G(s)$ on $L^\infty(R^n)$ for $s, t \geq 0$.
2. For each $T > 0$ and $r > 0$, $\{G(t): 0 \leq t \leq T\}$ is equicontinuous on the $L^\infty$-ball $\{v \in L^\infty(R^n): \|v\|_\infty \leq r\}$ with respect to the metric topology of $L^1_{\text{loc}}(R^n)$.
3. For each $v \in L^\infty(R^n)$, $G(t)v$ is $L^1_{\text{loc}}(R^n)$-continuous for $t \geq 0$.

Combining Theorem I with the basic estimates for the operators $S_t$ as well as those for the approximate solutions to be shown later, we obtain the following result. (See §4.)

**THEOREM II (PRODUCT FORMULA).** There is a semigroup $\{G(t): t \geq 0\}$ of nonlinear operators on $L^\infty(R^n)$ with the following properties:

1. For each $v \in L^\infty(R^n)$ the function $u(x,t) = [G(t)v](x)$ gives the entropy solution of (M) with initial value $v$.
2. $\|G(t)v\|_\infty \leq e^{\alpha t}(\|v\|_\infty + t\|C\|_\infty)$ for $t \geq 0$ and $v \in L^\infty(R^n)$.
3. For each $v \in L^\infty(R^n)$ we have the product formula

\[
G(t)v = \lim_{h \to 0} S_h^{(t/h)}v \quad \text{in } L^1_{\text{loc}}(R^n),
\]

where the convergence holds uniformly for bounded $t$.

2. Estimates for approximate solutions. In this section we give basic estimates for approximate solutions $u^h$ and their derivatives. These estimates will be used in §3 to show the convergence of $u^h$. First we introduce weight functions $p_r(x), r > 0$, which are used to obtain $L^1_{\text{loc}}$ estimates for $u^h$. Let $p$ be a smooth nonnegative function with compact support in $R^n$ such that $\int p(x) dx = 1$ and set

\[
p_r(x) = \int p(x - y) \exp \left(-\delta_r \sum_{i=1}^n |y_i|^q \right) dy \quad \text{for } x \in R^n \text{ and } r > 0,
\]

where the constant $\delta_r > 0$ will be chosen in (2.3). The symbol $\| \cdot \|_q$ stands for the norm of $L^q(R^n)$, $1 \leq q \leq \infty$. We use the weighted norms $\| \cdot \|_{1,r}$, $r > 0$, defined by

\[
\|v\|_{1,r} = \|p_r v\|_1, \quad v \in L^\infty(R^n).
\]

The following are easily verified:

1. For $v \in L^\infty(R^n)$, $p_r v \neq 0$ if $v \neq 0$.
2. $\|p_r v\|_\infty \leq \|v\|_\infty$, $\|v\|_{1,r} \leq \|p_r v\|_1 \leq (2/\delta_r)^n \|v\|_\infty$ for $v \in L^\infty(R^n)$.
3. $p_r(x + y) \leq \exp(\delta_r \sum_{i=1}^n |y_i|) p_r(x)$.

We begin by establishing $L^q$ estimates ($q = 1, \infty$) for $S_t v$. In what follows we fix a number $\omega > 0$ and set

\[
\delta_r = \frac{\omega}{M_r}, \quad M_r = \sum_{i=1}^n \sup \{|a^i(x, \xi)|; x \in R^n, |\xi| \leq r\}.
\]
Lemma 2.1. Let \( v \) and \( w \) be in \( L^\infty(R^n) \) and \( C \) the function defined in (H.2). Choose \( r > 0 \) so that \( \|v\|_\infty \leq r \), \( \|w\|_\infty \leq r \) and \( \|C\|_\infty \leq r \). Then we have

(i) \[ \|S_t v\|_\infty \leq e^{\alpha t} (\|v\|_\infty + t\|C\|_\infty) \leq re^{\alpha t}(1 + t); \]

(ii) \[ \|S_t v\|_{1,r} \leq e^{(\beta + \omega) t} \|v\|_{1,r} + \int_0^t e^{(\beta + \omega) (t-\sigma)} \|C\|_{1,r} d\sigma; \]

(iii) \[ \|S_t v - S_t w\|_{1,r} \leq e^{(\beta + \omega) t} \|v - w\|_{1,r} \]

for all \( t \geq 0 \).

Proof. Let \( f_0(x, \xi) = F(v(x), \xi) \) for \( (x, \xi) \in R^n \times R^1 \). The function \( f = V_\xi(t) f_0 \) is expressed as

\[
f(x, \xi, t) = f_0(y, \xi) \exp \left( -\int_0^t \sigma, \xi, \xi, \xi \right) + \int_0^t c(\sigma, \xi) \exp \left( -\int_0^t \sigma, \xi, \xi, \xi \right) d\sigma,
\]

where

\[
l(\sigma, \xi) = \sum_i a_i(x, \xi),
\]

\[c(\sigma, \xi) = c(z(\sigma), \xi),\]

\[z(\sigma) = z(\sigma; \xi)\]

is a parametric representation of the characteristic curve associated with the linear problem (m) such that \( z(t) = x \) and \( z(0) = y \). Let \( \|v\|_\infty = r_1 \) and \( \|C\|_\infty = r_2 \). From the definition of \( F \) we have

\[
F(-r_1, \xi) \leq f_0(y, \xi) \leq f(r_1, \xi) \quad \text{and} \quad F(-r_2, \xi) \leq c(\sigma, \xi) \leq F(r_2, \xi)
\]

so that, by (H.3),

\[
F(-r_1, \xi)e^{\alpha t} + F(-r_2, \xi) \int_0^t e^{\alpha(t-\sigma)} d\sigma \leq f(x, \xi, t) \leq F(r_1, \xi)e^{\alpha t} + F(r_2, \xi) \int_0^t e^{\alpha(t-\sigma)} d\sigma.
\]

This, together with condition (D), yields the estimate (i).

We next prove (ii). Let \( f_0(x, \xi) = F(v(x), \xi) \) and \( H_t v = \int U_\xi(t) f_0 d\xi \). It suffices to show that

\[
\|H_t v\|_{1,r} \leq e^{(\beta + \omega) t} \|v\|_{1,r} \quad \text{for all} \quad t \geq 0.
\]

Since \( |U_\xi(t) f_0| = |U_\xi(t)| f_0 \) by definition, we have

\[
\|H_t v\|_{1,r} \leq \int p_r(x) dx \int U_\xi(t) f_0 d\xi = \int d\xi \int p_r(x) U_\xi(t) f_0 dx
\]

\[
= \int d\xi \int (U_\xi(t) p_r)(y) f_0(y, \xi) dy.
\]

Here \( U_\xi(t)^* : L^1(R^n) \to L^1(R^n) \), \( t \geq 0 \), denote the solution operators of the initial value problem

\[
(m^*) \quad g_t = \sum_{i=1}^n a_i(x, \xi) g_{x_i} - b(x, \xi) g, \quad g|_{t=0} = g_0 \in L^1(R^n).
\]

Since \( f_0 \) vanishes for \( |\xi| > r \), (H.3), (p.3) and (2.3) together imply that

\[
(U_\xi(t)^* p_r)(y) = p_r(x) \exp \left( \int_0^t b(z(\sigma), \xi) d\sigma \right) \leq e^{\beta t} p_r(y + (x - y)) \leq e^{\beta t} e^{\delta t M} t^t p_r(y) = e^{(\beta + \omega) t} p_r(y).
\]
This, together with (2.5), yields (2.4) since $|v| = \int |F(v, \xi)| \, d\xi$.

(iii) is proved in the same way as (ii) by using the identity

$$|v - w| = \int |F(v, \xi) - F(w, \xi)| \, d\xi.$$ 

This completes the proof.

Applying Lemma 2.1 repeatedly, we obtain the following result.

**PROPOSITION 2.2.** Let $u_0$ and $v_0$ be in $L^\infty(R^n)$. Let $u^h$ and $v^h$ denote the approximate solutions defined for initial values $u_0$ and $v_0$ by (1.1), respectively. Choose $r > 0$ as in Lemma 2.1. If $T > 0$ and $R \geq re^{aT}(1 + T)$, then:

(i) $\|u^h(t)\|_\infty \leq e^{\alpha t}(\|u_0\|_\infty + t\|C\|_\infty) \leq R$;

(ii) $\|u^h(t)\|_{1,R} \leq e^{(\beta + \omega)t}\|u_0\|_{1,R} + \int_0^t e^{(\beta + \omega)(t - \sigma)}\|C\|_{1,R} \, d\sigma$;

(iii) $\|u^h(t) - v^h(t)\|_{1,R} \leq e^{(\beta + \omega)t}\|u_0 - v_0\|_{1,R}$

for $t \in (0, T)$ and $h > 0$, where $u^h(t) = u^h(\cdot, t)$ and $v^h(t) = v^h(\cdot, t)$.

We next give principal estimates for the derivatives $u_{x_i}^h$, $i = 1, \ldots, n$. To this end we employ extended real-valued seminorms $\|D_x \cdot\|_{1,r}$, $r > 0$, on $L^\infty(R^n)$ defined by

$$\|D_x v\|_{1,r} = \sup \left\{ \int \text{div}(\psi p_r) v \, dx ; \psi \in (C_0^\infty(R^n))^n, |\psi| \leq 1 \text{ on } R^n \right\}.$$ 

The right-hand side is often denoted by $\int p_r |D_x v|$; see [6]. We then introduce a function space $\mathcal{C}(R^n)$ which forms a core of the class of initial functions in question: $\mathcal{C}(R^n)$ is defined as the set of those elements $v \in L^\infty(R^n)$ such that $\|D_x v\|_{1,r}$ is finite for all $r > 0$. Notice that for $v \in \mathcal{C}(R^n)$, the distributional derivatives $v_{x_i}$ are Radon measures with locally finite total variations. In what follows, $|D_x v|$ denotes the total variation measure of the vector-valued measure $D_x v = (v_{x_1}, \ldots, v_{x_n})$, that is, the measure on the Borel $\sigma$-algebra of $R^n$ defined by the total variation of $D_x v$.

**LEMMA 2.3.** For each $v \in \mathcal{C}(R^n)$ and each $r > 0$, there exists a sequence $\{v_m\}$ of smooth functions on $R^n$ such that

$$\|v_m - v\|_{1,r} \to 0, \quad \|D_x v_m\|_{1,r} \to \|D_x v\|_{1,r} \quad \text{as } m \to \infty.$$ 

The proof of the above lemma is similar to those of [6, Theorem 1.17 and 12, Kap. 6, Satz 1.1] so it is omitted.

**LEMMA 2.4.** For $v \in \mathcal{C}(R^n)$ the derivatives $\partial F(v(\cdot), \xi) / \partial x_i$ are Radon measures for a.e. $\xi \in R^l$ and

$$\|D_x v\|_{1,r} = \int \|D_x F(v(\cdot), \xi)\|_{1,r} \, d\xi \quad \text{for all } r > 0.$$ 

**PROOF.** First we show that

$$\int_\Omega |D_x v| = \int_\Omega d\xi \int_\Omega |D_x F(v(\cdot), \xi)|$$ 

for any open set $\Omega$, where the left-hand side is defined by (2.6) with $p_r$ replaced by the characteristic function $\chi_\Omega$ of $\Omega$ and $\psi \in (C_0^\infty(\Omega))^n$. This relation is already known for the case
\[ v \geq 0; \text{ see [6, Theorem 1.23 or 12, Kap. 6, Satz 1.5]. For the general case we write} \]

\[ v = v^+ - v^-, \text{ where } v^\pm = (|v| \pm v)/2, \text{ respectively. Then (see [12, p. 130])} \]

\[
\int_{\Omega} |D_xv| = \int_{\Omega} |D_xv^+| + \int_{\Omega} |D_xv^-|
\]

\[ = \int_0^\infty d\xi \int_{\Omega} |D_xF(v^+(\cdot), \xi)| + \int_{-\infty}^0 d\xi \int_{\Omega} |D_xF(v^-(\cdot), -\xi)|. \]

Since the identities \( F(v, \xi) = F(v^+, \xi) - F(v^-, \xi), F(v^\pm, \pm \xi) = F(v, \xi)^\pm \) hold pointwise for \( x \in \mathbb{R}^n \), the right-hand side equals

\[
\int_{\Omega} |D_xF(v^+(\cdot), \xi)| + \int_{\Omega} |D_xF(v^-(\cdot), \xi)| = \int_{\Omega} |D_xF(v(\cdot), \xi)|. \]

This proves (2.7). The regularity property of the Radon measure now implies that (2.7) holds for any Borel set \( \Omega \). Thus, approximating \( p_\tau \) by simple functions, we obtain the desired result.

**Lemma 2.5.** Let \( \|C\|_\infty \leq r \) and choose \( \gamma \geq 0 \) so that

\[ \gamma \geq \left\{ \begin{array}{ll}
\sum_{i,j} \sup \{|a_{ij}(x, \xi)|; x \in \mathbb{R}^n, |\xi| \leq r\}, \\
\sum_{i,j} \sup \{|a_{ij}^*(x, \xi) + b_{ij}(x, \xi)|; x \in \mathbb{R}^n, |\xi| \leq r\}.
\end{array} \right. \]

If \( v \in \mathcal{C}(\mathbb{R}^n) \) and \( \|v\|_\infty \leq r \), we have

\[
\|D_xS_t v\|_{1,r} \leq e^{(\beta + \omega + \gamma)t} (\|D_xv\|_{1,r} + \gamma t \|v\|_{1,r})
\]

\[ + \int_0^t e^{(\beta + \omega + \gamma)(t-\sigma)} (\|D_xC\|_{1,r} + \gamma (t - \sigma) \|C\|_{1,r}) d\sigma \]

for all \( t \geq 0 \).

**Proof.** Let \( f_0(x, \xi) = F(v(x), \xi) \) and \( f = V(\xi) f_0 \). We wish to show that

\[
\|D_xf(\cdot, \xi, t)\|_{1,r} \leq e^{(\beta + \omega + \gamma)t} (\|D_xf_0(\cdot, \xi)\|_{1,r} + \gamma t \|f_0(\cdot, \xi)\|_{1,r})
\]

(2.8)

\[ + \int_0^t e^{(\beta + \omega + \gamma)(t-\sigma)} (\|D_xc(\cdot, \xi)\|_{1,r} + \gamma (t - \sigma) \|c(\cdot, \xi)\|_{1,r}) d\sigma \]

holds for \( t \geq 0 \) and \( |\xi| \leq r \). The desired estimate is then obtained by integrating (2.8) with respect to \( \xi \) and applying Lemma 2.4 to the resulting inequality. By Lemma 2.3 we may assume that \( f_0 \) and \( c \) are smooth in \( x \) for each \( \xi \) with \( |\xi| \leq r \). In this case \( f_j \equiv f_{x_j} \) satisfies the equation

\[
(f_j)_t + \sum_{i=1}^n (a^i f_j)x_i + b f_j = c_{x_i} - b_{x_j} f - \sum_{i=1}^n a^i_{x_i x_j} f - \sum_{i=1}^n a^i_{x_j} f_i,
\]

so that, as in the proof of Lemma 2.1(ii), we have

\[
\|D_xf(\cdot, \xi, t)\|_{1,r} \leq e^{(\beta + \omega)t} \|D_xf_0(\cdot, \xi)\|_{1,r}
\]

\[ + \int_0^t e^{(\beta + \omega)(t-\sigma)} (\|D_xc(\cdot, \xi)\|_{1,r} + \gamma \|f(\cdot, \xi, \sigma)\|_{1,r}) d\sigma
\]

\[ + \gamma \int_0^t e^{(\beta + \omega)(t-\sigma)} \|D_xf(\cdot, \xi, \sigma)\|_{1,r} d\sigma, \]
and
\[ \|f(\cdot, \xi, \sigma)\|_{1,r} \leq e^{(\beta + \omega)\sigma} \|f_0(\cdot, \xi)\|_{1,r} + \int_0^\sigma e^{(\beta + \omega)(\sigma - r)} \|c(\cdot, \xi)\|_{1,r} \, dr. \]

These estimates together yield
\[ \|D_z f(\cdot, \xi, t)\|_{1,r} \leq e^{(\beta + \omega)t} \left[ \|D_z f_0(\cdot, \xi)\|_{1,r} + \gamma t \|f_0(\cdot, \xi)\|_{1,r} \right] \\
+ \int_0^t e^{(\beta + \omega)(t - \sigma)} \left[ \|D_z c(\cdot, \xi)\|_{1,r} + \gamma (t - \sigma) \|c(\cdot, \xi)\|_{1,r} \right] \, d\sigma \\
+ \gamma \int_0^t e^{(\beta + \omega)(t - \sigma)} \|D_z f(\cdot, \xi, \sigma)\|_{1,r} \, d\sigma. \]

Applying Gronwall's lemma to \( G(\sigma) = \|D_z f(\cdot, \xi, \sigma)\|_{1,r} \), we obtain (2.8).

Using Lemma 2.5 repeatedly, we obtain

**Proposition 2.6.** Given \( T > 0 \), let \( R > r e^{\alpha_0 T}(1 + T) \). Define \( \gamma \) as in Lemma 2.5 with \( r \) replaced by \( R \). Let \( u_0 \in \mathcal{C}(R^n) \) and \( \|u_0\|_{\infty} \leq r \). Then
\[ \|D_z u^h(\cdot, t)\|_{1,R} \leq e^{(\beta + \omega + \gamma)t} \left[ \|D_z u_0\|_{1,R} + \gamma t \|u_0\|_{1,R} \right] \\
+ \gamma \int_0^t e^{(\beta + \omega + \gamma)(t - \sigma)} \left[ \|D_z C\|_{1,R} + \gamma (t - \sigma) \|C\|_{1,R} \right] \, d\sigma \]
for \( t \in (0, T) \) and \( h > 0 \), where \( C \) is the function defined in (H.2).

We now compute the variations of the derivatives \( (S_t v)_t \) and \( (u^h)_t \) by using Lemma 2.5 and Proposition 2.6. Put
\[
\begin{align*}
z(x, t) &= \int b(x, \xi) V_\xi(t) f_0 \, d\xi, \\
y^i(x, t) &= \int a^i(x, \xi) V_\xi(t) f_0 \, d\xi, \quad i = 1, \ldots, n,
\end{align*}
\]
where \( f_0 = F(v, 0) \) and \( v \in L^\infty(R^n) \). Then it is clear that the relation
\[(S_t v)_t + \sum_{i=1}^n y^i_{x_i} + z = C\]
holds on \( R^n \times (0, \infty) \) in the sense of distributions. Using this, we obtain the following.

**Lemma 2.7.** For each \( v \in \mathcal{C}(R^n) \) with \( \|v\|_{\infty} \leq r \) and each \( t \geq 0 \), the derivative \( (S_t v)_t(\cdot, t) \) is a Radon measure on \( R^n \) and is estimated as
\[
\begin{align*}
\|(S_t v)_t(\cdot, t)\|_{1,r} &\leq \|C\|_{1,r} + K_r \left[ e^{(\beta + \omega)t} \|v\|_{1,r} + \int_0^t e^{(\beta + \omega)(t - \sigma)} \|C\|_{1,r} \, d\sigma \right] \\
+ M_r \left[ e^{(\beta + \omega + \gamma)t} \left( \|D_z v\|_{1,r} + \gamma t \|v\|_{1,r} \right) \\
+ \int_0^t e^{(\beta + \omega + \gamma)(t - \sigma)} \left( \|D_z C\|_{1,r} + \gamma (t - \sigma) \|C\|_{1,r} \right) \, d\sigma \right].
\end{align*}
\]
Here \( M_r \) is the number defined in (2.3),
\[
K_r = \sup \left\{ \left| b(x, \xi) \right| + \sum_i \left| a^i_{x_i}(x, \xi) \right|; x \in R^n, |\xi| \leq r \right\}.
\]
and \( \| (S_t v)_{t} (\cdot, t) \|_{1, \tau} \) denotes the integral of \( p_{r} \) with respect to the total variation of the measure \( (S_t v)_{t} (\cdot, t) \). In particular, for each \( T > 0 \), there is a constant \( K > 0 \) such that
\[
\| S_t v - S_{\tau} v \|_{1, \tau} \leq K | t - \tau | \quad \text{for } t, \tau \in [0, T].
\]

The next result is an immediate consequence of Lemma 2.7.

**Proposition 2.8.** Let \( T > 0 \) and \( R \geq \rho e^{\alpha T} (1 + T) \). Define \( \gamma \) as in Lemma 2.5 with \( r \) replaced by \( R \). If \( u_0 \in \mathcal{C}(R^n) \) and \( \| u_0 \|_{\infty} \leq r \), then there is a constant \( K > 0 \) depending only on \( R, \gamma \) and \( \| D_x u_0 \|_{1, \tau} \) such that
\[
\| u^h(t) - u^h(s) \|_{1, R} \leq K | t - s |
\]
for \( t, s \in [0, T] \) and \( h > 0 \).

### 3. Convergence to the entropy solutions

Propositions 2.2, 2.6 and 2.8 show that the weighted norms of \( u^h \) are uniformly bounded on \([0, T]\), and the total variations of \( u^h \) are uniformly bounded on each compact subset of \( R^n \times (0, T) \). Further, estimate (2.9) implies
\[
\| u^h(t) - S_{h \left[ t/h \right]} u_0 \|_{1, R} \leq K (t - h \left[ t/h \right]) \quad \text{for } t \in [0, T], \ h > 0.
\]

Thus, a well-known compactness theorem ([6, Theorem 1.19]) yields the following.

**Proposition 3.1.** Let \( u_0 \) be in \( \mathcal{C}(R^n) \). Then there exist a sequence \( h(m) \to 0 \) and a function \( u \) on \( R^n \times (0, \infty) \) with the following properties:

(i) \( u^h(m)(\cdot, t) \to u(\cdot, t), S_{h(m)}^{t/h(m)} u_0 \to u(\cdot, t) \) in \( L^1_{\text{loc}}(R^n) \) where the convergence is uniform for \( t \) in bounded subintervals of \([0, \infty)\).

(ii) \( u \) is in \( L^\infty (R^n \times (0, T)) \) for every \( T > 0 \).

(iii) The map \( t \to u(\cdot, t) \) is continuous from \([0, \infty)\) into \( L^1_{\text{loc}} (R^n) \) and \( u(\cdot, 0) = u_0 \).

Notice that the uniformity in \( t \geq 0 \) of the convergence (i) follows from (2.9). In this section we first show that the function \( u \) given above is the entropy solution of (M). Since the entropy solution is known to be unique, it turns out that \( \{u^h\} \) itself tends to \( u \) as \( h \to 0 \), and Theorem 1 (Convergence Theorem) is obtained for \( u_0 \in \mathcal{C}(R^n) \). This result will then be applied to show the convergence of \( \{u^h\} \) for an arbitrary \( u_0 \) in \( L^\infty (R^n) \). In what follows, we set
\[
(3.1) \quad \mathfrak{A}_h = h^{-1} (S_h - 1), \quad h > 0.
\]

To prove Theorem I for \( u_0 \in \mathcal{C}(R^n) \), we need a few lemmas.

**Lemma 3.2.** Let \( u_0 \in \mathcal{C}(R^n) \). Then, for each \( h \in (0, 1) \), there is a number \( \lambda_0(h) > 0 \) such that:

(i) \( u_h^\lambda(t) \equiv (1 - \lambda \mathfrak{A}_h)^{-t/\lambda} u_0 \) is meaningful for \( \lambda \in (0, \lambda_0) \) and \( t \geq 0 \);

(ii) there is a function \( u_h(t) \) such that \( u_h^\lambda(t) \to u_h(t) \) in \( L^1_{\text{loc}} (R^n) \) as \( \lambda \to 0 \), uniformly for bounded \( t \).

**Lemma 3.3.** Let \( u_0 \) and \( u_h(t) \) be as in Lemma 3.2. Then
\[
S_{h \left[ t/h \right]} u_0 - u_h(t) \to 0 \text{ in } L^1_{\text{loc}} (R^n) \quad \text{as } h \to 0
\]
uniformly for bounded \( t \).

Lemma 3.2 is a modified version to the case of the Fréchet space \( L^1_{\text{loc}} (R^n) \) of the generation theorem of nonlinear semigroups due to Crandall and Liggett [2]; and
Lemma 3.3 is similar to an approximation theorem for nonlinear semigroups due to Brezis and Pazy [1] and Miyadera and Kobayashi [13]. The proofs of these lemmas is given in §4.

The next lemma may be regarded as a discrete version of inequality (E).

**Lemma 3.4.** For \( v \in L^\infty(R^n) \), \( s \in R^1 \) and \( \psi \in C_0^\infty(R^n) \) with \( \psi \geq 0 \), we have

\[
\int sgn(v - s)\psi A_h v \, dx \\
\leq \int \int sgn(v - s)(F(v, \xi) - F(s, \xi))[h^{-1}(U_\xi(h)^* - 1)\psi] \, dx \, d\xi \\
+ \int \int sgn(v - s)\psi[h^{-1}(U_\xi(h) - 1)F(s, \xi)] \, dx \, d\xi \\
+ h^{-1} \int \int sgn(v - s)\psi \left[ \int_0^h U_\xi(h - \sigma)c(\cdot, \xi) \, d\sigma \right] \, dx \, d\xi,
\]

where \( U_\xi(t)^* \) are the solution operators of problem (m)*.

**Proof.** By definition of \( A_h \),

\[
\int sgn(v - s)\psi A_h v \, dx = \int \int sgn(v - s)\psi[h^{-1}(U_\xi(h) - 1)(F(v, \xi) - F(s, \xi))] \, dx \, d\xi \\
+ \int \int sgn(v - s)\psi[h^{-1}(U_\xi(h) - 1)F(s, \xi)] \, dx \, d\xi \\
+ h^{-1} \int \int sgn(v - s)\psi \left[ \int_0^h U_\xi(h - \sigma)c(\cdot, \xi) \, d\sigma \right] \, dx \, d\xi.
\]

The first term on the right-hand side is transformed to

\[
\int \int (F(v, \xi) - F(s, \xi))[h^{-1}(U_\xi(h)^* - 1)(\psi) dx \, d\xi \\
= \int \int (F(v, \xi) - F(s, \xi))\psi h^{-1}(U_\xi(h)^* - 1) \, dx \, d\xi \\
+ h^{-1} \int \int (F(v, \xi) - F(s, \xi)) \\
\times [U_\xi(h)^*(\psi) - \psi(U_\xi(h)^*\psi)] \, dx \, d\xi.
\]

Since \( (F(v, \xi) - F(s, \xi))\psi = |F(v, \xi) - F(s, \xi)| \) and \( U_\xi(h)^* \) is order-preserving, we easily see that

\[
(F(v, \xi) - F(s, \xi))[U_\xi(h)^*(\psi) - \psi(U_\xi(h)^*\psi)] \leq 0
\]

for a.e. \((x, \xi) \in R^{n+1}\). This shows the desired estimate (3.2).

Let \( u \) be the function given in Proposition 3.1. We wish to prove that \( u \) satisfies inequality (E). Hereafter we denote \( h(m) \) by \( h \) for simplicity in notation. Choose any \( \phi \in C_0^\infty(R^n \times (0, \infty)) \) with \( \phi \geq 0 \), and let \( v(x) = u_h^\lambda(x, t), \psi(x) = \phi(x, t) \) in (3.2). Since

\[
(A_h u_h^\lambda)(x, t) = \lambda^{-1}(u_h^\lambda(x, t) - u_h^\lambda(x, t - \lambda)),
\]

we have

\[
sgn(u_h^\lambda(x, t) - s)(A_h u_h^\lambda)(x, t) \geq \lambda^{-1}(|u_h^\lambda(x, t) - s| - |u_h^\lambda(x, t - \lambda) - s|),
\]
and so
\[ \int_{-\lambda}^{\lambda} \int_{0}^{\infty} \phi(x,t)(A_{h}u_{h}^{\lambda})(x,t) \text{sgn}(u_{h}^{\lambda}(x,t) - s) \, dx \, dt \geq \lambda^{-1} \int_{0}^{\infty} \int_{-\lambda}^{\lambda} \phi(x,t) - \phi(x,t + \lambda) \, dx \, dt \, \text{sgn}(u_{h}^{\lambda}(x,t) - s) \, dx \]
for small $\lambda$, since $\phi \in C_{0}^{\infty}(R^{n} \times (0, \infty))$. On the other hand, (3.2) gives
\[ \int_{-\lambda}^{\lambda} \int_{0}^{\infty} \phi(x,t)(A_{h}u_{h}^{\lambda})(x,t) \text{sgn}(u_{h}^{\lambda}(x,t) - s) \, dx \, dt \]
(3.4)
\[ \leq \int_{-\lambda}^{\lambda} \int_{0}^{\infty} \text{sgn}(u_{h}^{\lambda} - s)(F(u_{h}^{\lambda}, s) - F(s, \xi)) \left[ h^{-1} \int_{0}^{h} U_{\xi}(\sigma)^{*} L^{*} \phi \, d\sigma \right] \, dx \, d\xi \]
\[ + \int_{-\lambda}^{\lambda} \int_{0}^{\infty} \text{sgn}(u_{h}^{\lambda} - s) \left[ h^{-1} \int_{0}^{h} U_{\xi}(\sigma)LF(s, \xi) \, d\sigma \right] \, dx \, d\xi \]
\[ + \int_{-\lambda}^{\lambda} \int_{0}^{\infty} \text{sgn}(u_{h}^{\lambda} - s) \phi \left[ h^{-1} \int_{0}^{h} U_{\xi}(h - \sigma)c(-, \xi) \, d\sigma \right] \, dx \, d\xi \]
(3.5)
\[ \equiv I_{1}(s, h, \lambda) + I_{2}(s, h, \lambda) + I_{3}(s, h, \lambda), \]
where
\[ Lg = -\sum_{i}(a_{i}g)_{x_{i}} - bg, \quad L^{*}g = \sum_{i}a_{i}g_{x_{i}} - bg. \]
Let $\Phi_{j}(s)$, $j = 1, 2, \ldots$, be functions on $R^{1}$ defined by
\[ \Phi_{j}(s) = \begin{cases} |s| & \text{for } |s| \geq 1/j, \\ js^{2}/2 + 1/2j & \text{for } |s| \leq 1/j. \end{cases} \]
We easily see that
(3.6)
\[ \lim_{j \to \infty} \int_{-\lambda}^{\lambda} \Phi_{j}'(s - k)g(s) \, ds = \text{sgn}(y - k)g(k) \quad \text{for } g \in C^{1}(R^{1}). \]
Now fix $k \in R^{1}$ and set $q_{j}(s) = \Phi_{j}'(s - k)$. Since $q_{j} \geq 0$, (3.4) gives
\[ \int_{-\infty}^{\infty} q_{j}(s) \, ds \int_{-\lambda}^{\lambda} \int_{0}^{\infty} \text{sgn}(u_{h}^{\lambda} - s)(F(u_{h}^{\lambda}, \xi) - F(s, \xi))L^{*} \phi \, dx \, d\xi \leq \sum_{m=1}^{3} \int_{-\infty}^{\infty} q_{j}(s)I_{m}(s, h, \lambda) \, ds. \]
We write $J_{m} \equiv J_{m}(h, \lambda, \lambda)$ for the integrals on the right side of (3.7) and wish to find the limit of each $J_{m}$ as $\lambda \to 0$, $h \to 0$ and then $j \to \infty$. We only give a detailed argument to $J_{1}$ since $J_{m}$, $m = 2, 3$, are similarly treated. First $J_{1}$ is written as
\[ J_{1} = \int_{-\infty}^{\infty} q_{j}(s) \, ds \int_{-\lambda}^{\lambda} \int_{0}^{\infty} \text{sgn}(u_{h}^{\lambda} - s)(F(u_{h}^{\lambda}, \xi) - F(s, \xi))L^{*} \phi \, dx \, d\xi \]
\[ + \int_{-\infty}^{\infty} q_{j}(s) \, ds \int_{-\lambda}^{\lambda} \int_{0}^{\infty} \text{sgn}(u_{h}^{\lambda} - s)(F(u_{h}^{\lambda}, \xi) - F(s, \xi)) \cdot \left[ h^{-1} \int_{0}^{h} U_{\xi}(\sigma)^{*} - 1 \right] L^{*} \phi \, d\sigma \]
\[ \equiv J_{11} + J_{12}. \]
A KINETIC APPROACH TO FIRST ORDER EQUATIONS

Condition (C), (3.5) and the definition of \( q_j \) yield

\[
J_{11} = \int_{-\infty}^{\infty} q_j(s) \, ds \int_{\lambda}^\infty dt \int \text{sgn}(u_k^\lambda - s)(A(x, u_k^\lambda) - A(x, s)) \cdot \nabla_x \phi \, dx \\
- \int_{-\infty}^{\infty} q_j(s) \, ds \int_{\lambda}^\infty dt \int \text{sgn}(u_k^\lambda - s)(B(x, u_k^\lambda) - B(x, s)) \phi \, dx
\]

\[
= \int_{\lambda}^\infty dt \int dx \left[ \int_{-\infty}^k \int_{-\infty}^\infty \sum_{i} q_j(s)(A(x, u_k^\lambda) - A(x, s)) \cdot \nabla_x \phi \, ds \right. \\
- \int_{\lambda}^\infty dt \int dx \left. \left[ \int_{-\infty}^k \int_{-\infty}^\infty \sum_{i} q_j(s)(B(x, u_k^\lambda) - B(x, s)) \phi \, ds \right] \right.
\]

where

\[
(A(x, u) - A(x, s)) \cdot \nabla_x \phi = \sum_i (A(x, u) - A(x, s)) \phi_i.
\]

As will be seen in §4, \( \{u_k^\lambda\} \) is bounded in \( L^\infty(R^n \times (0, T)) \) for any \( T > 0 \). Also, by Proposition 3.1, Lemmas 3.2 and 3.3, we may assume without loss of generality that \( \lim_{h \to 0} \lim_{k \to 0} u_k^\lambda = u \) a.e. in \( R^n \times (0, \infty) \). Hence (3.6) implies that

\[
\lim_{j \to \infty} \lim_{h \to 0} \lim_{k \to 0} J_{11}(h, \lambda, j)
\]

\[
= 2 \int_{0}^{\infty} dt \int \text{sgn}(u - k)(A(x, u) - A(x, k)) \cdot \nabla_x \phi \, dx \\
- 2 \int_{0}^{\infty} dt \int \text{sgn}(u - k)(B(x, u) - B(x, k)) \phi \, dx.
\]

We next consider \( J_{12} \). The function \( q = U_\xi(\sigma)^*L^*\phi \) solves the initial value problem \( g_{\sigma} = L^*q \) (\( \sigma > 0 \)), \( g|_{\sigma=0} = L^*\phi \). So we see from the same arguments as in the proofs of Lemma 2.7 and (2.8) that for each \( \gamma > 0 \) a constant \( K_\gamma \) can be found so that

\[
\int_{E} |(U_\xi(\sigma)^* - 1)L^*\phi| \, dx \leq K_\gamma \sigma \quad \text{for } \sigma \in [0, h] \text{ and } |\xi| \leq \gamma,
\]

where \( E = \{ x \in R^n; (x, t) \in \text{supp} \phi \text{ for some } t > 0 \} \). Since \( \{u_k^\lambda\} \) is bounded in \( L^\infty(R^n \times (0, T)) \) for any \( T > 0 \) and since \( \text{supp} q_j = [k - 1/j, k + 1/j] \), (3.9) implies that

\[
|J_{12}| \leq \text{const} \times \left( \int_{-\infty}^{\infty} q_j(s) \, ds \right) \times h \to 0
\]

as \( \lambda \to 0, h \to 0 \) and then \( j \to \infty \). (Notice that \( \int_{-\infty}^{\infty} q_j(s) \, ds = 2 \).) Similarly, one can show that

\[
\lim_{j \to \infty} \lim_{h \to 0} \lim_{k \to 0} J_2(h, \lambda, j)
\]

\[
= -2 \int_{0}^{\infty} dt \int \text{sgn}(u - k) \left[ \sum_i A_{x_i}^j(x, k) + B(x, k) + C(x) \right] \phi \, dx
\]

and

\[
\lim_{j \to \infty} \lim_{h \to 0} \lim_{k \to 0} J_3(h, \lambda, j) = 2 \int_{0}^{\infty} dt \int \text{sgn}(u - k) C(x) \phi \, dx,
\]
where \( C(x) \) is the function defined in (H.2). From (3.8) and (3.10)-(3.12) we have
\[
(3.13) \quad \lim_{j \to \infty} \lim_{h \to 0} \lim_{\lambda \to 0} \sum_{m=1}^{3} J_m = 2 \int_0^\infty dt \int sgn(u - k)(A(x,u) - A(x, k)) \cdot \nabla \phi \, dx \\
- 2 \int_0^\infty dt \int sgn(u - k) \left[ \sum_i A_i^t(x, k) + B(x, u) \right] \phi \, dx.
\]

On the other hand, it follows from (3.3) and (3.7) that
\[
(3.14) \quad \sum_{m=1}^{3} J_m \geq \frac{1}{\lambda} \int_{-\infty}^{\infty} q_j(s) \, ds \int_0^\infty dt \int \left( \phi(x,t) - \phi(x, t + \lambda) \right) |u_h^t(x, t) - s| \, dx \\
- 2 \int_0^\infty dt \int \phi_t |u - k| \, dx
\]
as \( \lambda \to 0 \), \( h \to 0 \) and then \( j \to \infty \). (3.13) and (3.14) show that \( u \) satisfies inequality (E), which completes the proof of the Convergence Theorem for the case \( u_0 \in \mathcal{C}(\mathbb{R}^n) \).

We now consider the general case: \( u_0 \in L^\infty(\mathbb{R}^n) \). Fix any \( T > 0 \) and choose \( r > 0 \) so that \( \|u_0\|_\infty \leq r \) and \( \|C\|_\infty \leq r \). Let \( R = re^{aT}(1 + T) \) and let \( \{u_{0m}\} \) be a sequence of functions in \( \mathcal{C}(\mathbb{R}^n) \) such that \( \|u_{0m}\|_\infty \leq r \) and
\[
(3.15) \quad \|u_{0m} - u_0\|_{1, R} \to 0 \quad \text{as} \quad m \to \infty,
\]
where \( \| \cdot \|_{1, R} \) is the weighted norm defined by (2.2). Let
\[
\ u_m^h(x,t) = (S_{t-h/t/h})^j(x) u_{0m}(x)
\]
and \( u_m \) be the entropy solution of (M) with \( u_m(0) = u_{0m} \). By Proposition 2.2,
\[
\|u^h_t(t) - u_m^h(t)\|_{1, R} \leq e^{(\beta + \omega)t} \|u_0^t - u_{0m}\|_{1, R} \quad \text{for} \quad t \in (0, T).
\]
Letting \( h \to 0 \), we obtain
\[
(3.16) \quad \|u_t(t) - u_m(t)\|_{1, R} \leq e^{(\beta + \omega)t} \|u_0^t - u_{0m}\|_{1, R} \quad \text{for} \quad t \in (0, T).
\]
Hence (3.15) implies that \( u_m(t) \) converges in \( L^1_{\text{loc}}(\mathbb{R}^n) \) to a function \( u(t) \) uniformly on \([0, T]\) in such a way that
\[
(3.17) \quad \|u(t) - u_m(t)\|_{1, R} \leq e^{(\beta + \omega)t} \|u_0 - u_{0m}\|_{1, R} \quad \text{for} \quad t \in (0, T).
\]
We shall show that \( u(t) \) is the desired entropy solution. Since \( u_m \) are continuous from \([0, T]\) into \( L^1_{\text{loc}}(\mathbb{R}^n) \) by Proposition 3.1, so is \( u \). Thus, \( u(t) \to u_0 \) in \( L^1_{\text{loc}}(\mathbb{R}^n) \) as \( t \to 0 \). Further, Proposition 2.2(i) implies that \( \|u^h_m(t)\| \leq R \) for \( t \in (0, T) \), so \( u \in L^\infty(\mathbb{R}^n \times (0, T)) \). Next we show that, as \( h \to 0 \),
\[
(3.18) \quad u^h(t) \to u(t) \quad \text{in} \ L^1_{\text{loc}}(\mathbb{R}^n) \quad \text{uniformly on} \ [0, T].
\]
Indeed, Proposition 2.2(iii) and (3.17) imply
\[
\|u^h(t) - u(t)\|_{1, R} \\
\leq \|u^h(t) - u^h_m(t)\|_{1, R} + \|u^h_m(t) - u_m(t)\|_{1, R} + \|u_m(t) - u(t)\|_{1, R} \\
\leq \|u^h_m(t) - u_m(t)\|_{1, R} + 2e^{(\beta + \omega)t} \|u_0^m - u_0\|_{1, R}
\]
for all $t \in (0, T)$. Since $p_R$ is integrable and bounded on $\mathbb{R}^n$, the estimates $\|u_m^n(t)\|_{\infty} \leq R$, $\|u_m(t)\|_{\infty} \leq R$ and Proposition 3.1(i) imply that

$$\|u_m^n(t) - u_m(t)\|_{1, R} \to 0 \quad \text{as } h \to 0 \text{ uniformly on } [0, T].$$

Hence (3.18) follows from (3.15). On the other hand, each $u_m$ satisfies inequality (E), so

$$\int_{-\infty}^{\infty} q_j(s) \, ds \int_0^\infty \int \phi \, |u_m - s| \, dx \, dt$$

$$+ \int_0^\infty \int \text{sgn}(u_m - s)(A(x, u_m) - A(x, s)) \cdot \nabla_x \phi \, dx \, dt$$

$$- \int_{-\infty}^{\infty} q_j(s) \, ds \int_0^\infty \int \text{sgn}(u_m - s) \left[ \sum_i A^i_{x_i}(x, s) + B(x, u_m) \right] \phi \, dx \geq 0,$$

for every nonnegative $\phi \in C_0^\infty(\mathbb{R}^n \times (0, \infty))$. Passing to the limit as in the case $u_0 \in C(\mathbb{R}^n)$, we see that $u$ satisfies inequality (E); therefore the proof is complete.

4. A nonlinear semigroup in $L^1_{\text{loc}}(\mathbb{R}^n)$. In this section we establish a product formula for a nonlinear semigroup associated with problem (M) in $L^1_{\text{loc}}(\mathbb{R}^n)$, and give a result for this semigroup in a more precise form than Theorem II. This section is divided into three subsections. §4.1 contains the proof of Lemma 3.2, §4.2 is devoted to the verification of Lemma 3.3, and in §4.3, a nonlinear semigroup on $L^\infty(\mathbb{R}^n)$, as mentioned in (1.3)--(1.5), is constructed through the product formula (1.6).

4.1. Proof of Lemma 3.2. We begin by defining the numbers

$$\alpha_0 = \alpha_0(h) = h^{-1}(e^{\alpha h} - 1), \quad \beta_0 = \beta_0(h) = h^{-1}(e^{(\beta + \omega)h} - 1),$$

$$\lambda_0 = \lambda_0(h) = \min\{1/2\alpha_0(h), 1/\beta_0(h)\}$$

for each $h > 0$, where $\alpha, \beta$ and $\omega$ are constants specified in (H.3) and (2.3). Further, we often use the operators $\mathcal{A}_h$, $h > 0$, defined by (3.1), in the argument below:

$$\mathcal{A}_h = h^{-1}(S_h - 1), \quad h > 0.$$

First we need the following lemma.

**Lemma 4.1.** Let $h \in (0, 1)$ and let $r > 0$ be any number such that $\|C\|_{\infty} \leq r$, where $C$ is the function defined in condition (H.2). Let $\lambda \in (0, \lambda_0)$ and $r' \geq (1 - \lambda \alpha_0)^{-1}(1 + \lambda e^{\alpha h})r$. Then, for each $w \in L^\infty(\mathbb{R}^n)$ with $\|w\|_{\infty} \leq r$ there is a unique function $v \in L^\infty(\mathbb{R}^n)$ such that

(i) $(1 - \lambda \mathcal{A}_h) v = w$.

Moreover, the following are valid:

(ii) $\|v\|_{\infty} \leq (1 - \lambda \alpha_0)^{-1}(1 + \lambda e^{\alpha h})r \leq r'$;

(iii) $\|v_1 - v_2\|_{1, r'} \leq (1 - \lambda \beta_0)^{-1}\|w_1 - w_2\|_{1, r'}$ if $(1 - \lambda \mathcal{A}_h) v_j = w_j$ and $\|w_j\|_{\infty} \leq r$ ($j = 1, 2$).

**Proof.** First observe that the set $\{v \in L^\infty(\mathbb{R}^n); \|v\|_{\infty} \leq r'\}$ is closed under the norm $\| \cdot \|_{1, r'}$. The equation $(1 - \lambda \mathcal{A}_h) v = w$ is rewritten as

$$(4.1) \quad v = \frac{h}{h + \lambda} w + \frac{\lambda}{h + \lambda} S_h v.$$
Denoting the right-side by $\Psi_\lambda(v)$ we show the following.

(4.2) \[ \|\Psi_\lambda(v)\|_\infty \leq r' \quad \text{if} \quad \|v\|_\infty \leq r'; \]

and

(4.3) \[ \|\Psi_\lambda(v_1) - \Psi_\lambda(v_2)\|_{1,r'} \leq \theta(\lambda, h)\|v_1 - v_2\|_{1,r'} \]

for $v_j \in L^\infty(R^n)$, with $\|v_j\|_\infty \leq r'$ ($j = 1, 2$) and some $\theta(\lambda, h) \in (0, 1)$. Assertion (i) then follows from the contraction mapping principle. By Lemma 2.1 we have

\[ \|\Psi_\lambda(v)\|_\infty \leq \frac{\lambda}{h + \lambda} e^{\alpha h} r' + \frac{h}{h + \lambda} (\lambda e^{\alpha h} + 1) r \]

and

\[ \|\Psi_\lambda(v_1) - \Psi_\lambda(v_2)\|_{1,r'} = \|S_h v_1 - S_h v_2\|_{1,r'} \]

\[ \leq \frac{\lambda}{h + \lambda} e^{\beta + \omega h} \|v_1 - v_2\|_{1,r'}. \]

Now the right-hand side of the first estimate does not exceed $r'$ (by definition of $r'$), which proves (4.2). Since $\beta_0 \lambda < 1$ we see that $\theta(\lambda, h) = (h + \lambda)^{-1} e^{(\beta + \omega) h} \in (0, 1)$, so (4.3) is obtained. (ii) and (iii) are easily obtained by applying Lemma 2.1 to the equality $v = \Psi_\lambda(v)$.

As mentioned in the proof of Lemma 4.1(iii), the application of Lemma 2.1(iii) to (4.1) implies the inequality

\[ \|v_i - v_2\|_{1,r} \leq \|\lambda - \alpha_h\|_{1,r} \]

for $v_i$ with $\|v_i\|_\infty \leq r$ and $r > 0$. This means that for $h \in (0, 1)$ and $\lambda \in (0, \lambda_0)$ the operator $\lambda - \alpha_h$ is injective on all of $L^\infty(R^n)$ and has an inverse operator $(\lambda - \alpha_h)^{-1}$. In what follows, we write

\[ \lambda_\lambda(h) = (\lambda - \alpha_h)^{-1} \quad \text{for} \quad \lambda \in (0, \lambda_0) \quad \text{and} \quad h \in (0, 1). \]

Hence the function $v$ defined by Lemma 4.1 may be written as $v = \lambda_\lambda(h)w$.

In view of Lemma 4.1 we fix any $T > 0$ and any $r > \|C\|_\infty$, and put

(4.4) \[ R \geq r \cdot \max\{\exp[T(e^{\alpha} + 2\alpha_0(1))], e^{\alpha T}(1 + T)\}. \]

Notice that

\[ \|v_i - v_2\|_{1,r} \leq \exp[k\lambda(e^{\alpha h} + 2\alpha_0(h))] \leq R \]

for $h \in (0, 1), \lambda \in (0, \lambda_0)$ and $k\lambda \in [0, T]$, and

\[ e^{\alpha kh}(r + kh\|C\|_\infty) \leq e^{\alpha T}(r + T\|C\|_\infty) \leq R \]

for $h \in (0, 1)$ and $kh \in [0, T]$. Now Lemma 4.1(ii) states that $\lambda_\lambda(h)w$ are well defined provided $h \in (0, 1), \lambda \in (0, \lambda_0), k\lambda \in [0, T]$ and $\|w\|_\infty \leq r$. More precisely, we have the following.

**Lemma 4.2.** For every $h \in (0, 1), \lambda \in (0, \lambda_0)$ and every integer $k > 0$ with $k\lambda \in [0, T]$, we have

\[ \|\lambda_\lambda(h)w\|_\infty \leq \|1 - \alpha_0(h)\|^{-k} (1 + \lambda e^{\alpha h})^k \leq R. \]

This lemma asserts that the set $\{u_\lambda^h; \lambda \in (0, \lambda_0), h \in (0, 1)\}$ constructed in $\S 3$ is bounded in $L^\infty(R^n \times (0, T))$. Now fix $u_0 \in C(R^n)$ with $\|u_0\|_\infty \leq r$ and set

\[ a_{jk} = \|\lambda_\lambda(h)u_0 - \lambda_\lambda(h)u_0\|_{1,R}, \]

where $h \in (0, 1), 0 < \mu \leq \lambda \leq \lambda_0(h), 0 \leq j \leq [T/\lambda]$ and $0 \leq k \leq [T/\mu]$. 

**Lemma 4.3.** The following estimates hold:

(i) \((1 - \lambda \beta_0)^{k+1} a_{0k} \leq k\lambda \|A_h u_0\|_{1,R} \) for \(0 \leq k \leq [T/\lambda]\).

(ii) \((1 - \mu \beta_0)^{j+1} a_{j0} \leq j\mu \|A_h u_0\|_{1,R} \) for \(0 \leq j \leq [T/\mu]\).

**Proof.** Lemma 4.1(iii) gives

\[
a_{0k} = \|u_0 - \mathcal{J}_\lambda(h)^k u_0\|_{1,R} \leq \sum_{l=0}^{k-1} \|\mathcal{J}_\lambda(h)^l u_0 - \mathcal{J}_\lambda(h)^{l+1} u_0\|_{1,R} \]

\[
\leq \|u_0 - \mathcal{J}_\lambda(h) u_0\|_{1,R} \sum_{l=0}^{k-1} (1 - \lambda \beta_0(h))^{-l} \]

\[
\leq k \|u_0 - \mathcal{J}_\lambda(h) u_0\|_{1,R} (1 - \lambda \beta_0(h))^{-k},
\]

and

\[
\|u_0 - \mathcal{J}_\lambda(h) u_0\|_{1,R} = \|\mathcal{J}_\lambda(h)(1 - \lambda A_h) u_0 - \mathcal{J}_\lambda(h) u_0\|_{1,R} \]

\[
\leq (1 - \lambda \beta_0(h))^{-1} \|A_h u_0\|_{1,R}.
\]

This proves (i). (ii) is proved similarly.

**Lemma 4.4.** For \(0 \leq j \leq [T/\mu]\) and \(0 \leq k \leq [T/\lambda]\) we have

\[
(1 - \mu \beta_0)^{j+1} (1 - \lambda \beta_0)^{k+1} a_{jk} \leq ((j\mu - k\lambda)^2 + k\lambda^2)^{1/2} + ((j\mu - k\lambda)^2 + j\lambda \mu)^{1/2} \|A_h u_0\|_{1,R}.
\]

**Proof.** By Lemma 4.3 the assertion holds for \(j = 0\) or \(k = 0\). Set \(\theta = \mu/\lambda\); then we have the resolvent equation:

\[
\mathcal{J}_\lambda(h) w = \mathcal{J}_\mu(h)[\theta w + (1 - \theta)\mathcal{J}_\lambda(h) w].
\]

Hence, by Lemma 4.1(iii),

\[
a_{jk} = \|\mathcal{J}_\mu(h)^j u_0 - \mathcal{J}_\lambda(h)[\theta \mathcal{J}_\lambda(h)^{k-1} u_0 + (1 - \theta)\mathcal{J}_\lambda(h)^k u_0]\|_{1,R} \]

\[
\leq (1 - \mu \beta_0)^{-1} \|\mathcal{J}_\lambda(h)^j u_0 - \theta \mathcal{J}_\lambda(h)^{k-1} u_0 - (1 - \theta)\mathcal{J}_\lambda(h)^k u_0\|_{1,R} \]

\[
\leq (1 - \mu \beta_0)^{-1} (\theta a_{j-1,k-1} + (1 - \theta) a_{j-1,k}).
\]

The result is now obtained by induction on \(j\) and \(k\). See [2, §1] for the detailed induction argument.

We are now in a position to prove Lemma 3.2. Since \(u_0 \in C(R^n)\), Lemma 2.7 shows that \(\|A_h u_0\|_{1,R}\) is uniformly bounded in \(h \in (0,1)\). Since \(|t - \lambda[t/\lambda]| \leq \lambda\), Lemma 3.2 follows from Lemma 4.4 with \(j = [t/\mu]\) and \(k = [t/\lambda]\).

4.2. Proof of Lemma 3.3. Let \(r, R > 0\) be as in (4.4). For \(v, w \in L^\infty(R^n)\) we define

\[
[v, w]_- = \sup_{t < 0} t^{-1}(||v + tw||_{1,R} - ||v||_{1,R})
\]

\[
= \lim_{t \downarrow 0} t^{-1}(||v||_{1,R} - ||v - tw||_{1,R}).
\]

The functional \([\cdot, \cdot]_{-}\) may be regarded as the tangent functional of the unit sphere of the normed space \(L^\infty(R^n), ||\cdot||_{1,R}\) and, as is well known, it has the following properties:

\[(4.5) \quad [v, av]_- = a||v||_{1,R} \quad \text{for } a \in R^1; \quad [v, aw]_- = a[v, w]_- \quad \text{for } a \geq 0.\]
\( (4.6) \)
\[
[v, w_1 + w_2]_r \leq \|v_1\|_{1,R} + [v, w_2]_{-},
\]
\[
[v, av + w]_{-} = a\|v\|_{1,R} + [v, w]_{-} \quad \text{for } a \in \mathbb{R}^1.
\]

**Lemma 4.5.** For \( v, w \in L^\infty(\mathbb{R}^n) \) with \( \|v\|_{\infty}, \|w\|_{\infty} \leq R \), we have
\[
\|S_h v - w\|_{1,R} \leq e^{(\beta + \omega)h}\|v - w\|_{1,R} + h|S_h v - w| + h|\mathfrak{A}_h w|_{-}.
\]

**Proof.** By (4.5) and (4.6),
\[
\|S_h v - w\|_{1,R} = [S_h v - w, S_h v - w]_{-} = \|S_h v - w, S_h v - S_h w + S_h w - w\|_{-}
\]
\[
\leq \|S_h v - S_h w\|_{1,R} + h|S_h v - w| + h|\mathfrak{A}_h w|_{-}.
\]
Applying (4.6) and Lemma 2.1(iii) to the right-hand side, we obtain the result.

This time, we take any \( u_0 \in \mathcal{C}(\mathbb{R}^n) \) with \( \|u_0\|_{\infty} \leq r \) and set
\[
b_{k,j} = \|S_h^k u_0 - \mathfrak{J}_\mu(h)^j u_0\|_{1,R}
\]
for \( 0 < \mu \leq h < 1, 0 < \mu < \lambda_0(h), 0 \leq j \leq [T/\mu] \) and \( 0 \leq k \leq [T/h] \).

**Lemma 4.6.** The following estimates hold:

(i) \( e^{-(\beta + \omega)kh}b_{k,0} \leq k\|\mathfrak{A}_h u_0\|_{1,R} \) for \( 0 \leq k \leq [T/h] \).

(ii) \( (1 - \mu\beta_0)^{j+1}b_{0,j} \leq j\|\mathfrak{A}_h u_0\|_{1,R} \) for \( 0 \leq j \leq [T/\mu] \).

**Proof.** Since (ii) was already proved in Lemma 4.3, it suffices to show (i).
Putting \( v = S_h^{k-1} u_0 \) and \( w = u_0 \) in Lemma 4.5, we have
\[
b_{k,0} \leq e^{(\beta + \omega)hb_{k-1,0}} + h\|\mathfrak{A}_h u_0\|_{1,R}.
\]
From this the result follows by induction on \( k \).

**Lemma 4.7.** Let \( \theta = (h + \mu)^{-1} \). Then
\[
\|S_h v - \mathfrak{J}_\mu(h) w\|_{1,R} \leq e^{(\beta + \omega)h}\theta\|v - \mathfrak{J}_\mu(h) w\|_{1,R} + (1 - \theta)\|S_h v - w\|_{1,R}
\]
for \( v, w \in L^\infty(\mathbb{R}^n) \) with \( \|v\|_{\infty} \leq R \) and \( \|w\|_{\infty} \leq R(1 - \mu_0)(1 + \mu e^h)^{-1} \).

**Proof.** First observe that \( \|\mathfrak{J}_\mu(h) w\|_{\infty} \leq R \). Hence Lemma 4.5 gives
\[
\|S_h v - \mathfrak{J}_\mu(h) w\|_{1,R} \leq e^{(\beta + \omega)h}\|v - \mathfrak{J}_\mu(h) w\|_{1,R} + h|S_h v - \mathfrak{J}_\mu(h) w, \mathfrak{A}_h \mathfrak{J}_\mu(h) w|_{-}.
\]
The last term is estimated as
\[
h|S_h v - \mathfrak{J}_\mu(h) w, \mathfrak{A}_h \mathfrak{J}_\mu(h) w|_{-} = \frac{h}{\mu}|S_h v - \mathfrak{J}_\mu(h) w, \mathfrak{J}_\mu(h) w - w|_{-}
\]
\[
= -\frac{h}{\mu}|S_h v - \mathfrak{J}_\mu(h) w, \mathfrak{J}_\mu(h) w - S_h v + S_h v - w|_{-}
\]
\[
\leq -(h/\mu)|S_h v - \mathfrak{J}_\mu(h) w|_{1,R} + (h/\mu)|S_h v - w|_{1,R},
\]
from which the desired estimate is obtained.

We now prove Lemma 3.3. Putting \( v = S_h^{k-1} u_0 \) and \( w = \mathfrak{J}(h)^{j-1} u_0 \) in Lemma 4.7, we have
\[
b_{k,j} \leq e^{(\beta + \omega)h}\theta b_{k-1,j} + (1 - \theta)b_{k,j-1},
\]
where \( \theta = (h + \mu)^{-1} \). An induction argument, together with Lemma 4.6, yields
\[
e^{-(\beta + \omega)kh}(1 - \mu\beta_0)^{j+1}b_{k,j} \leq [(kh - j\mu)^2 + (kh + j\mu)h]^{1/2}\|\mathfrak{A}_h u_0\|_{1,R}.
\]
A KINETIC APPROACH TO FIRST ORDER EQUATIONS

See [13, §3] for the detailed induction argument. Since \( u_0 \in C(\mathbb{R}^n) \), Lemma 2.7 shows that \( \|A_h u_0\|_{1,R} \) is bounded uniformly for \( h \in (0,1) \). Therefore, putting \( k = [t/h], j = [t/\mu] \) in (4.7) and then using Lemma 3.2, we conclude that the assertion of Lemma 3.3 is valid.

4.3. A product formula. The nonlinear semigroup \( \{ \mathcal{S}(t) : t \geq 0 \} \) as mentioned in Theorem II is constructed in the following way.

THEOREM 4.8. There is a semigroup \( \{ \mathcal{S}(t) : t \geq 0 \} \) of nonlinear operators on \( L^\infty(\mathbb{R}^n) \) with the following properties:

(i) For each \( v \in L^\infty(\mathbb{R}^n) \) we have the product formula
\[
\mathcal{S}(t)v = \lim_{h \downarrow 0} S_h^{[t/h]} v \quad \text{in } L^1_{\text{loc}}(\mathbb{R}^n),
\]
where the convergence holds uniformly for bounded \( t \).

(ii) \[
\|\mathcal{S}(t)v\|_\infty \leq e^{\alpha t} (\|v\|_{\infty} + t\|C\|_{\infty}) \quad \text{for } t \geq 0 \text{ and } v \in L^\infty(\mathbb{R}^n),
\]
where \( C \) is the function defined in (H.2).

(iii) For each \( r \geq \|C\|_{\infty}, T > 0 \) and each \( R \geq r e^{\alpha T}(1 + T) \), we have
\[
\|\mathcal{S}(t)v - \mathcal{S}(t)w\|_{1,R} \leq e^{(\beta + \omega)T} \|v - w\|_{1,R}
\]
for \( t \in [0,T] \) and \( v, w \in L^\infty(\mathbb{R}^n) \) with \( \|v\|_{\infty} \leq r, \|w\|_{\infty} \leq r \).

(iv) Let \( \leq \) be the natural order relation in \( L^1_{\text{loc}}(\mathbb{R}^n) \). Then each \( \mathcal{S}(t) \) is order-preserving in the sense that if \( v, w \in L^\infty(\mathbb{R}^n) \) and \( v \leq w \) then \( \mathcal{S}(t)v \leq \mathcal{S}(t)w \).

(v) For each \( v \in L^\infty(\mathbb{R}^n) \) the function \( u(x,t) = [\mathcal{S}(t)v](x) \) gives an entropy solution of (M) with the initial value \( v \).

PROOF. Given a \( v \in L^\infty(\mathbb{R}^n) \), let \( u(t;v) \equiv u(\cdot,t;v) \) be the \( L^\infty(\mathbb{R}^n) \)-valued function on \([0,\infty)\) which is obtained through the convergence (1.2) (with \( u_0 \) replaced by \( v \)). Then one can define, for each \( t \geq 0 \), an operator \( \mathcal{S}(t) : L^\infty(\mathbb{R}^n) \rightarrow L^\infty(\mathbb{R}^n) \) by setting
\[
\mathcal{S}(t)v = u(t;v) \quad \text{for } v \in L^\infty(\mathbb{R}^n).
\]

We shall show that the family of operators \( \{ \mathcal{S}(t) : t \geq 0 \} \) gives the desired semigroup. Firstly, Proposition 3.1(iii), together with the estimate (3.17), states that for each \( v \in L^\infty(\mathbb{R}^n) \) the mapping \( t \rightarrow \mathcal{S}(t)v \) is continuous from \([0,\infty)\) into \( L^1_{\text{loc}}(\mathbb{R}^n) \) and \( \mathcal{S}(0)v = v \). Hence \( \{ \mathcal{S}(t) \} \) satisfies the continuity condition (1.5). Secondly, it was shown with the aid of Lemmas 3.2 and 3.3 that for each \( v \in L^\infty(\mathbb{R}^n) \) the function \( u(x,t) \equiv [\mathcal{S}(t)v](x) \) gives a unique entropy solution of (M) with initial value \( v \). (In fact, the convergence (1.2) itself was obtained through the uniqueness of entropy solutions.) Now the semigroup property (1.3) of \( \{ \mathcal{S}(t) \} \) follows from this fact. Thirdly, combining (4.8), the definition (1.1) of approximate solutions and Proposition 2.8, we see that the operators \( \mathcal{S}(t) \) are represented by the product formula
\[
\mathcal{S}(t)v = \lim_{h \downarrow 0} S_h^{[t/h]} v \quad \text{in } L^1_{\text{loc}}(\mathbb{R}^n),
\]
where the convergence is uniform for bounded \( t \). All properties of \( \{ \mathcal{S}(t) \} \) in (ii)–(iv) are derived from (4.9): (ii) follows from Proposition 2.2(i) and (4.9), (iii) is a
consequence of Proposition 2.2(iii) and (4.9), and (iv) follows from (4.9) and the fact
that the operators $S_h$, $h > 0$, are all order-preserving (see the proof of Lemma 2.1).
In particular, (iii) states that $\{S(t)\}$ satisfies condition (1.4) since for each pair $r, R
with $r \leq R$, the relative topology (induced by the metric topology of $L^1_{\text{loc}}(R^n)$) on
the closed convex subset $X_r \equiv \{v \in L^\infty(R^n): \|v\|_\infty \leq r\}$ is equivalent to the
metric topology on $X_r$ defined by the metric $d_R(v, w) = \|v - w\|_{1, R}$, $v, w \in X_r$.
Thus $\{S(t)\}$ forms a nonlinear semigroup on $L^\infty(R^n)$ with the properties listed in
(i)-(v), and the proof is complete.

Finally we give a few remarks on the results mentioned above.

(1) It would be interesting to discuss the “generator” of the semigroup $\{S(t)\}$.
The detailed argument concerning this problem will be given elsewhere.

(2) It is seen from the proof of Lemma 3.2 that for each $h > 0$, the operator
$\mathcal{A}_h$ generates a semigroup $\{S_h(t): t \geq 0\}$ of nonlinear operators on $L^\infty(R^n)$ in the
sense that the exponential formula
$$
S_h(t)v = \lim_{\lambda \to 0} (I - \lambda \mathcal{A}_h)^{-\frac{t}{\lambda}} v \quad \text{in } L^1_{\text{loc}}(R^n)
$$
holds for $v \in L^\infty(R^n)$ and $t \geq 0$. Theorem 4.8(i) can be regarded as an approx-
imation theorem for the semigroup $\{S(t)\}$. Now using the semigroups $\{S_h(t)\}$,
h $\in (0, 1)$, we have another approximation theorem for $\{S(t)\}$.

**PROPOSITION 4.9.** For each $v \in L^\infty(R^n)$,
$$
S(t)v = \lim_{h \to 0} S_h(t)v \quad \text{in } L^1_{\text{loc}}(R^n),
$$
where the convergence is uniform for bounded $t$.

**REFERENCES**

   J. Funct. Anal. 9 (1972), 63–74.
2. M. G. Crandall and T. M. Liggett, *Generation of semi-groups of nonlinear transformations on
3. M. G. Crandall, *The semigroup approach to first order quasilinear equations in several space variables*,
7. A. Harten, P. D. Lax and B. van Leer, *On upstream differencing and Godunov-type schemes for
8. Y. Kobayashi, *The application of the product formula for semigroups to first order quasilinear equations*,


**DEPARTMENT OF MATHEMATICS, NAGOYA UNIVERSITY, NAGOYA 464, JAPAN** (Current address of Y. Giga)

**DEPARTMENT OF MATHEMATICS, HIROSHIMA UNIVERSITY, HIROSHIMA 730, JAPAN** (Current address of T. Miyakawa and S. Oharu)