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Abstract. Let $B$ be a 2-parameter Brownian motion on $\mathbb{R}^2_+$. Consider the non-Markovian stochastic differential system in 2-parameter

$$
\begin{align*}
&dX(z) = a(z, X) dB(z) + \beta(z, X) dz \\
&X(z) = \xi 
\end{align*}
$$

for $z \in \mathbb{R}^2_+$, $z = \xi$ for $z \in \partial \mathbb{R}^2_+$,

i.e.,

$$
\begin{align*}
X(z) &= X(0) + \int_{R_z} a(\xi, X) dB(\xi) + \int_{R_z} \beta(\xi, X) d\xi \\
X(0) &= \xi
\end{align*}
$$

where $R_z = [0, s] \times [0, t]$ for $z = (s, t) \in \mathbb{R}^2_+$. An existence theorem for weak solutions of the system is proved in this paper. Under the assumption that $a$ and $\beta$ satisfy a continuity condition and a growth condition and $E[\xi^4] < \infty$, it is shown that there exist a 2-parameter stochastic process $X$ and a 2-parameter Brownian motion $B$ on some probability space satisfying the stochastic integral equation above, with $X(0)$ having the same probability distribution as $\xi$.

0. Introduction. Let a partial ordering be introduced in $\mathbb{R}^2_+$ by defining $z \preceq z'$ when $s \leq s'$ and $t \leq t'$ for $z = (s, t)$ and $z' = (s', t')$ in $\mathbb{R}^2_+$. We write $z < z'$ when $s < s'$ and $t < t'$. Similarly we write $z \wedge z'$ for $(s \wedge s', t \wedge t')$ and $z \vee z'$ for $(s \vee s', t \vee t')$. We use the notations $R_z$ and $R_{s,t}$ for $[0, s] \times [0, t]$ and the notation $(z, z')$ for $(s, s') \times (t, t')$ when $z < z'$. Likewise we write $[z, z']$ for $[s, s'] \times [t, t']$ and $[z, z']$ for $[s, s'] \times [t, t']$.

Throughout this article, by a 2-parameter stochastic process on a probability space $(\Omega, \mathcal{F}, P)$ we mean a real valued function $X$ on $\mathbb{R}^2_+ \times \Omega$ such that $X(z, \cdot)$ is $\mathcal{F}/\mathcal{B}(\mathbb{R})$ measurable for every $z \in \mathbb{R}^2_+$. For such a process $X$ we write $X_z$, $X_{s,t}$, $X(z)$ and $X(s, t)$ for $X(z, \cdot)$ when $z = (s, t) \in \mathbb{R}^2_+$. For $z < z'$ we use the notation $X((z, z')$ for $X(s', t') - X(s', t) + X(s, t)$. We write $\partial X = 0$ when $X_z = 0$ for $z$ in the boundary $\partial \mathbb{R}^2_+$ of $\mathbb{R}^2_+$.
Let \((\Omega, \mathcal{F}, P; \mathcal{F}_z, z \in \mathbb{R}^2_+)\), or briefly \((\Omega, \mathcal{F}, P; \mathcal{F}_z)\), be a probability space with a family \(\{\mathcal{F}_z, z \in \mathbb{R}^2_+\}\) of sub-\(\sigma\)-fields of \(\mathcal{F}\) satisfying the usual conditions. Consider the stochastic differential equation of non-Markovian type in the plane

\[
dX = \alpha(z, X) dB_z + \beta(z, X) dz,
\]

i.e.,

\[
X_{s,t} - X_{0,t} - X_{0,0} = \int_{R^2_+} \alpha(\xi, X) dB_\xi + \int_{R^2_+} \beta(\xi, X) d\xi
\]

for \(z = (s, t) \in \mathbb{R}^2_+\), where \(B\) is an \(\{\mathcal{F}_z\}\)-Brownian motion on \((\Omega, \mathcal{F}, P; \mathcal{F}_z)\) with \(\partial B = 0\) and \(dz\) denotes integration with respect to the Lebesgue measure on \(\mathbb{R}^2_+\). The coefficients \(\alpha\) and \(\beta\) are real valued functions on \(\mathbb{R}^2_+ \times W\), where \(W\) is the space of all continuous real valued functions on \(\mathbb{R}^2_+\), satisfying certain measurability conditions which imply that for each \(\omega \in \Omega\), \(\alpha(z, X(\cdot, \omega))\) and \(\beta(z, X(\cdot, \omega))\) depend only on that part of the sample function \(X(\cdot, \omega)\) of \(X\) which precedes \(z\) in the sense of the partial ordering of \(\mathbb{R}^2_+\).

In [18] we showed that under a Lipschitz condition on \(\alpha\) and \(\beta\) the solution of the stochastic differential equation, if it exists, is pathwise unique. We showed also that if \(\alpha\) and \(\beta\) satisfy, in addition to the Lipschitz condition, a certain order of growth condition (see condition (C2) in §1), then for every \(\mathcal{F}_z\)-adapted 2-parameter stochastic process \(Z\) defined on \(\mathbb{R}^2_+\) and having a locally bounded second moment on \(\mathbb{R}^2_+\) the stochastic differential equation has a strong solution whose restriction to \(\partial \mathbb{R}^2_+\) is equal to \(Z\).

In [18] we showed that under a Lipschitz condition on \(\alpha\) and \(\beta\) the solution of the stochastic differential equation, if it exists, is pathwise unique. We showed also that if \(\alpha\) and \(\beta\) satisfy, in addition to the Lipschitz condition, a certain order of growth condition (see condition (C2) in §1), then for every \(\mathcal{F}_z\)-adapted 2-parameter stochastic process \(Z\) defined on \(\partial \mathbb{R}^2_+\) and having a locally bounded second moment on \(\partial \mathbb{R}^2_+\) the stochastic differential equation has a strong solution whose restriction to \(\partial \mathbb{R}^2_+\) is equal to \(Z\).

Let us now replace the Lipschitz condition in [18] by a continuity condition (see condition (C1) in §1) on \(\alpha\) and \(\beta\). Under the assumption of (C1) and (C2) on the coefficients \(\alpha\) and \(\beta\) and with an \(\mathcal{F}_0\)-measurable random variable \(\xi\) on \((\Omega, \mathcal{F}, P)\), we consider the stochastic differential equation with the boundary condition \(X_z = \xi\) for \(z \in \partial \mathbb{R}^2_+\), i.e., we consider the stochastic differential system

\[
(0.1) \quad X(z) = X(0) + \int_{R^2_+} \alpha(\xi, X) dB_\xi + \int_{R^2_+} \beta(\xi, X) d\xi \quad \text{for} \quad z \in \mathbb{R}^2_+,
\]

\[
(0.2) \quad X(0) = \xi.
\]

The main result of this paper is that when \(\mathbb{E}[\xi^6] < \infty\), the stochastic differential system has a weak solution.

A particular case of the stochastic differential equation (0.1), namely the Markovian type,

\[
(0.3) \quad X(z) = X(0) + \int_{R^2_+} a(X(\xi)) dB_\xi + \int_{R^2_+} b(X(\xi)) d\xi \quad \text{for} \quad z \in \mathbb{R}^2_+,
\]

where the coefficients \(a\) and \(b\) are real valued functions on \(\mathbb{R}\), has been treated by C. Tudor [14]. He showed the existence of a weak solution of (0.3) under the assumption that \(a\) is continuous and satisfies the boundedness condition \(0 < C_1 \leq a^2(x) \leq C_2\) for \(x \in \mathbb{R}\) and \(b\) is measurable and bounded.

In treating (0.1), we adopt the approach in Watanabe [16] for stochastic differential equations in one-parameter with continuous coefficients. The contents of the
present paper are as follows. In §1 we give the definitions that are needed in the paper. In Theorem 2.2 in §2 we show that the stochastic differential system (0.1) and (0.2) has a solution when the coefficients \(a\) and \(\beta\) in (0.1) are step functions in \(z \in \mathbb{R}^2\) satisfying the order of growth condition \((C2)\) in §1 and the random variable \(\xi\) in (0.2) has \(E[\xi^2] < \infty\). When \(a\) and \(\beta\) are continuous on \(\mathbb{R}^2 \times W\) they can be approximated by sequences of step functions \(a_i\) and \(\beta_j\), \(l = 1, 2, \ldots\), which inherit the order of growth condition from \(a\) and \(\beta\). The stochastic differential system (0.1) and (0.2), with \(a_i\) and \(\beta_j\) as coefficients, then has a solution \(X_l\) for \(l = 1, 2, \ldots\).

Proposition 3.1 in §3 states that the moments of \(X_l\), \(l = 1, 2, \ldots\), are uniformly bounded. Specifically, for every \(n = 2\) or \(n \geq 4\) and \(T > 0\) there exists a constant \(C_{n,T} \geq 1\) such that

\[
E \left[ |X_l(z)|^n \right] \leq \left( 1 + E\left[ |\xi|^n \right] \right) e^{2C_{n,T}z} - 1
\]

for \(z = (s, t) \leq (T, T)\) and \(l = 1, 2, \ldots\). The estimate (0.4) is an extension of the estimate due to J. Reid [11] for a single solution. By means of (0.4) we show in Proposition 3.2 that if \(E[\xi^6] < \infty\), then \(X_l\), \(l = 1, 2, \ldots\), satisfy a uniform Kolmogorov condition in the sense that for every \(T > 0\) there exists \(\Gamma_T > 0\) such that

\[
E \left[ |X_l(z) - X_l(z')|^6 \right] \leq \Gamma_T d(z, z')^3
\]

for all \(z, z' \leq (T, T)\) and \(l = 1, 2, \ldots\), where \(d\) is the Euclidean metric on \(\mathbb{R}^2\).

The condition (0.5) implies that for some subsequence \(l(k), k = 1, 2, \ldots\), of \(l = 1, 2, \ldots\), there exist continuous 2-parameter stochastic processes \(X^{(k)}_l, k = 1, 2, \ldots\), and \(X^*\) on some probability space satisfying the conditions that \(X^{(k)}_l\) and \(X_l(k)\) have the same probability distribution and that \(X^{(k)}_l\) converges a.s. to \(X^*\) in the topology on \(W\) of uniform convergence on every bounded subset of \(\mathbb{R}^2\). Let \(\{\mathcal{F}_{\infty,z}, z \in \mathbb{R}^2\}\) be the standard filtration associated with \(X^*\). In Theorem 4.1 in §4 we show that under the conditions (C1) and (C2) on \(a\) and \(\beta\) the 2-parameter stochastic process \(M^*\) defined by

\[
M^*(z) = X^*(z) - X^*(0) - \int_{R_z} \beta(\xi, X^*) d\xi \quad \text{for } z \in \mathbb{R}^2
\]

is a continuous, square integrable, \(\{\mathcal{F}_{\infty,z}\}\)-strong martingale and furthermore a 2-parameter increasing process \(\langle M^* \rangle\) associated with \(M^*\) is given by

\[
\langle M^* \rangle(z) = \int_{R_z} \alpha(\xi, X^*)^2 d\xi \quad \text{for } z \in \mathbb{R}^2
\]

so that there exists an extension of the probability space on which \(X^*\) is based, with a 2-parameter Brownian motion \(B^*\) on it satisfying

\[
X^*(z) = X^*(0) + \int_{R_z} \alpha(\xi, X^*) dB^* + \int_{R_z} \beta(\xi, X^*) d\xi \quad \text{for } z \in \mathbb{R}^2
\]

with \(X^*(0)\) having the same probability distribution as \(\xi\).

Equations in this paper, except for those in a proof, will be numbered as \((m, n)\) with \(m\) indicating the section in which the equation appears. Equations in a proof will be numbered simply as \((n)\).
1. Definitions and notation. For the definitions of an equipped probability space
\((\Omega, \mathcal{F}, P; \mathcal{F}_z, z \in \mathbb{R}^2_+),\) or briefly \((\Omega, \mathcal{F}, P; \mathcal{F}_z),\) and the sub-\(\sigma\)-fields \(\mathcal{F}_{z1} \equiv \mathcal{F}_z,\) and \(\mathcal{F}_{z2} \equiv \mathcal{F}_z,\) of \(\mathcal{F}\) for \(z = (s, t) \in \mathbb{R}^2_+\), we refer to [18, Definition 1.1]. We write
\(\mathcal{M}(\mathcal{F}_z), \mathcal{M}^{\infty}(\mathcal{F}_z)\) and \(\mathcal{M}^{1}(\mathcal{F}_z)\) respectively for the linear spaces of equivalence classes of martingales \(M\) with \(\mathbb{E}M = 0\), weak martingales \(M\) with \(\mathbb{E}M = 0\) and strong martingales with respect to \(\{\mathcal{F}_z\}\) in the sense of R. Cairoli and J. B. Walsh [2]. A superscript 2 added to \(\mathcal{M}\) will signify the subspace of square integrable members and the subscript \(c\) will signify the subspace of continuous ones. For the definition of the linear spaces \(\mathcal{L}_p(\mathcal{F}_z), p \in [1, \infty),\) of equivalence classes of 2-parameter stochastic processes, see [18, Definition 2.4]. Similarly we define \(\mathcal{L}_\infty(\mathcal{F}_z)\) to be the linear space of equivalence classes of measurable \(\{\mathcal{F}_z\}\)-adapted stochastic processes \(\Phi\) on
\((\Omega, \mathcal{F}, P; \mathcal{F}_z)\) such that for every \(T > 0\) there exists \(C_T > 0\) satisfying
\[|\Phi(z)| \leq C_T\]
for all \(z \leq (T, T)\) a.s.

For a 2-parameter stochastic process \(X\) on a complete probability measure space
\((\Omega, \mathcal{F}, P),\) let \(\mathcal{R}\) be the collection of the null sets and define
\[
\mathcal{G}_{X,z} = \sigma \left\{ X(\xi), \xi \leq z \right\}, \quad \mathcal{G}_{X,z} = \sigma(\mathcal{G}_{X,z} \cup \mathcal{R}),
\]
\[
\mathcal{F}_{X,z} = \bigcap_{\delta > 0} \mathcal{G}_{X(s+\delta,t+\delta)} \quad \text{for every } z = (s, t) \in \mathbb{R}^2_+.
\]
\(\{\mathcal{F}_{X,z}, z \in \mathbb{R}^2_+\}\) will be called the standard filtration associated with \(X\).

Definition 1.1. By an \(\{\mathcal{F}_z\}\)-Brownian motion we mean a 2-parameter stochastic process \(B\) on an equipped probability space \((\Omega, \mathcal{F}, P; \mathcal{F}_z)\) such that:
1. \(B\) is \(\{\mathcal{F}_z\}\)-adapted,
2. every sample function of \(B\) is a continuous function on \(\mathbb{R}^2_+\),
3. \(B((z, z'))\) is distributed by \(N(0, (s' - s)(t' - t))\) for every \(z = (s, t)\) and \(z' = (s', t')\) such that \(z < z'\),
4. \(B((z, z'))\) and \(\sigma(\mathcal{F}_{z1} \cup \mathcal{F}_{z2})\) are independent for every \(z\) and \(z'\) such that \(z < z'\). \(\Box\)

Remark 1.2. Consider the Wiener space \((W, \mathcal{B}(W), m_w),\) where \(W\) is the space of all continuous real valued functions on \(\mathbb{R}^2_+\), \(\mathcal{B}(W)\) is the \(\sigma\)-field of subsets of \(W\) generated by the cylinder sets in \(W\) and \(m_w\) is the Wiener measure on \(\mathcal{B}(W),\) concentrated on the elements of \(W\) which vanish on \(\partial \mathbb{R}^2_+\), having the value
\[m_w(C) = \left[ (2\pi)^{mn} \left( \prod_{i=1}^{m} (s_i - s_{i-1}) \right) \left( \prod_{j=1}^{n} (t_j - t_{j-1}) \right) \right]^{-1/2}
\times \int_{E_{1,1}} \cdots \int_{E_{m,n}} \exp \left[ -\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} \left( (s_i - s_{i-1})(t_j - t_{j-1}) \right) \right.
\times \left. \{(u_{i,j} - u_{i-1,j} - u_{i,j-1} + u_{i-1,j-1}) \right]^2 \right] du_{1,1} \cdots du_{m,n}
\]
with \(u_{0,j} = u_{i,0} = 0\) for the cylinder set \(C\) in \(W\) given by
\[C = \{ w \in W; w(s_i, t_j) \in E_{i,j} \text{ for } i = 1, 2, \ldots, m, j = 1, 2, \ldots, n \},\]
where \(0 = s_0 < s_1 < \cdots < s_m, 0 = t_0 < t_1 < \cdots < t_n\) and \(E_{i,j} \in \mathcal{B}(\mathbb{R}).\)
The space $W$ is a complete separable metric space with respect to the metric $\rho_W$ defined by

$$\rho_W(w_1, w_2) = \sum_{k=1}^{\infty} 2^{-k} \left( \max_{(s, t) \leq (k, k)} |w_1(s, t) - w_2(s, t)| \land 1 \right)$$

for $w_1, w_2 \in W$. Furthermore $\mathcal{B}(W)$ is equal to the $\sigma$-algebra of the Borel sets in the metric topology generated by $\rho_W$.

If we define a 2-parameter stochastic process $B$ on the probability space $(W, \mathcal{B}(W), m_w)$ by

$$B(z, w) = w(z) \quad \text{for} \quad (z, w) \in \mathbb{R}^2 \times W,$$

then its probability distribution is $m_w$.

Let $\mathcal{F}_w$ be the completion of $\mathcal{B}(W)$ with respect to $m_w$ and let $\{\mathcal{F}_{B,z}, z \in \mathbb{R}^2\}$ be the standard filtration associated with $B$ on the complete probability measure space $(W, \mathcal{F}_w, m_w)$ as defined by (1.0). Then $(W, \mathcal{F}_w, m_w, \mathcal{F}_{B,z})$ is an equipped probability space and $B$ is an $\{\mathcal{F}_{B,z}\}$-Brownian motion with $\partial B = 0$ on it.

For the class $\mathcal{M}(\mathbb{R}^2 \times W)$ of functions to which the coefficients $a$ and $\beta$ of stochastic differential equation (0.1) belong, see [18, Definition 3.2].

Remark 1.3. If $a$ is a measurable transformation of $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ into $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$, then $a$ defined by $a(z, w) = a(w(z))$ for $(z, w) \in \mathbb{R}^2 \times W$ belongs to the class $\mathcal{M}(\mathbb{R}^2 \times W)$. (This is the type of coefficients in the stochastic differential equation (0.3).)

Remark 1.4. Let $a \in \mathcal{M}(\mathbb{R}^2 \times W)$. Then for each fixed $z \in \mathbb{R}^2$,

$$a(z, w(\cdot \land z)) = a(z, w) \quad \text{for every} \quad w \in W.$$

In particular for every $w_1, w_2 \in W$,

$$w_1(\xi) = w_2(\xi) \quad \text{for all} \quad \xi \leq z \Rightarrow a(z, w_1) = a(a, w_2).$$

Proof. With $z \in \mathbb{R}^2$ fixed, consider the random vector $[w(\xi), \xi \leq z], w \in W$, on the measurable space $(W, \mathcal{B}(W))$. Let $(\mathbb{R}^{[0,z]}_+, \mathcal{B}^{[0,z]}_+)$ be the product measurable space $\prod_{\xi \leq z}(\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))$. Since $a(z, \cdot)$ is a measurable transformation of $(W, \mathcal{B}_z(W))$ into $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ and since $\mathcal{B}_z(W)$ is the sub-$\sigma$-field of $\mathcal{B}(W)$ generated by the random vector $[w(\xi), \xi \leq z], w \in W$, there exists a measurable transformation $\varphi$ of $(\mathbb{R}^{[0,z]}_+, \mathcal{B}^{[0,z]}_+)$ into $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ such that

$$a(z, w) = \varphi([w(\xi), \xi \leq z]) \quad \text{for} \quad w \in W.$$

Then

$$a(z, w(\cdot \land z)) = \varphi([w(\xi \land z), \xi \leq z]) = \varphi([w(\xi), \xi \leq z]) = a(z, w) \quad \text{for} \quad w \in W. \quad \square$$

Definition 1.5. Let $\alpha, \beta \in \mathcal{M}(\mathbb{R}^2 \times W)$. By a solution of the stochastic differential equation

$$X(z) = X(0) + \int_{\mathbb{R}^2_+} \alpha(\zeta, X) \, dB_\zeta + \int_{\mathbb{R}^2_+} \beta(\zeta, X) \, d\zeta \quad \text{for} \quad z \in \mathbb{R}^2_+$$

(1.1)
we mean a pair of 2-parameter stochastic processes \((X, B)\) on some equipped probability space \((\Omega, \mathcal{F}, P; \mathcal{G}_z)\) satisfying the following conditions:

1°. \(B\) is an \(\{\mathcal{G}_z\}\)-Brownian motion with \(dB = 0\),

2°. \(X\) is an \(\{\mathcal{G}_z\}\)-adapted process whose sample functions are all continuous on \(\mathbb{R}^2_+\).

3°. the two 2-parameter stochastic processes \(\Phi\) and \(\Psi\) on \((\Omega, \mathcal{F}, P)\) defined by

\[
\Phi(z, \omega) = \alpha(z, X(\cdot, \omega)) \quad \text{for} \quad (z, \omega) \in \mathbb{R}^2_+ \times \Omega,
\]

\[
\Psi(z, \omega) = \beta(z, X(\cdot, \omega)) \quad \text{for} \quad (z, \omega) \in \mathbb{R}^2_+ \times \Omega
\]

are in \(\mathcal{L}_2(\mathcal{G}_z)\) and \(\mathcal{L}_1(\mathcal{G}_z)\) respectively,

4°. with probability 1, (1.1) holds for all \(z \in \mathbb{R}^2_+\). \(\square\)

Consider the following continuity condition (C1) and order of growth condition (C2) on our \(\alpha, \beta \in \mathcal{M}(\mathbb{R}^2_+ \times \mathcal{W})\):

(C1) \(\alpha\) and \(\beta\) are jointly continuous in \(z\) and \(w\).

(C2) There exists a Borel measure \(\lambda\) on \(\mathbb{R}^2_+\) which is finite for every compact subset of \(\mathbb{R}^2_+\) and satisfies the condition that for every \(T > 0\) there exists \(L_T > 0\) such that

\[
\alpha(z, w)^2 + \beta(z, w)^2 \leq L_T \left( \int_{R^2} w(\xi)^2 \lambda(d\xi) + w(z)^2 + 1 \right)
\]

for all \(z \leq (T, T)\) and \(w \in \mathcal{W}\). Let us write for brevity

\[
\Lambda_T = \lambda([0, T] \times [0, T]).
\]

The objective of this article is to show that if \(\alpha\) and \(\beta\) satisfy (C1) and (C2), then (1.1) has a solution.

For the collection \(\mathcal{L}_2^*(\mathcal{G}_z)\) of 2-parameter stochastic processes, see [18, Definition 3.9].

**Remark 1.6.** Let \(\alpha, \beta \in \mathcal{M}(\mathbb{R}^2_+ \times \mathcal{W})\) and let \(X\) be an \(\{\mathcal{G}_z\}\)-adapted 2-parameter stochastic process on an equipped probability space \((\Omega, \mathcal{F}, P; \mathcal{G}_z)\) whose sample functions are all continuous on \(\mathbb{R}^2_+\). Then \(\Phi\) and \(\Psi\) defined by (1.2) and (1.3) are \(\{\mathcal{G}_z\}\)-adapted measurable processes on \((\Omega, \mathcal{F}, P; \mathcal{G}_z)\). If in addition \(\alpha\) and \(\beta\) satisfy the order of growth condition (C2) and \(X\) is in \(\mathcal{L}_2^*(\mathcal{G}_z)\), then \(\Phi, \Psi \in \mathcal{L}_2^*(\mathcal{G}_z)\). \(\square\)

**2. Solution of the stochastic differential equation with stepwise coefficients.**

**Definition 2.1.** Let \(\mathcal{M}_0(\mathbb{R}^2_+ \times \mathcal{W})\) be the collection of all \(\alpha \in \mathcal{M}(\mathbb{R}^2_+ \times \mathcal{W})\) satisfying the additional condition that there exist \(0 = s_0 < s_1 < \cdots\) with \(\lim_{i \to \infty} s_i = \infty\) and \(0 = t_0 < t_1 < \cdots\) with \(\lim_{j \to \infty} t_j = \infty\) such that with \(z_{i,j} = (s_i, t_j)\) for \(i, j = 0, 1, 2, \ldots\), we have \(\alpha(z, w) = \alpha(z_{i,j}, w)\) for \(z \in [z_{i,j}, z_{i+1,j+1}]\) for \(i, j = 0, 1, 2, \ldots,\) and \(w \in \mathcal{W}\). \(\square\)

The following theorem is a modification of the standard one-parameter proof. See C. Doléans-Dade and P. A. Meyer [4], J. Jacod and J. Memin [7] or S. Watanabe [16].

**Theorem 2.2.** Let \((\Omega, \mathcal{F}, P; \mathcal{G}_z)\) be an equipped probability space on which an \(\{\mathcal{G}_z\}\)-Brownian motion \(B\) with \(dB = 0\) exists. Let \(\alpha, \beta \in \mathcal{M}_0(\mathbb{R}^2_+ \times \mathcal{W})\) and assume that \(\alpha\) and \(\beta\) satisfy the order of growth condition (C2) in §1. Then for every
\( \tilde{\mathcal{N}}_0 \)-measurable random variable \( \xi \) on \((\Omega, \mathcal{F}, P)\) with \( \mathbb{E}[\xi^2] < \infty \) there exists a 2-parameter stochastic process \( X \) on \((\Omega, \mathcal{F}, P)\) such that

\begin{equation}
(2.1) \quad X \in L_2^2(\tilde{\mathcal{F}}_{\mathcal{Z}}),
\end{equation}

\begin{equation}
(2.2) \quad X(0) = \xi
\end{equation}

and \((X, B)\) is a solution of the stochastic differential equation (1.1), i.e.,

\begin{equation}
(2.3) \quad X(z) = X(0) + \int_{R_z} \alpha(\xi, X) \, dB_\xi + \int_{R_z} \beta(\xi, X) \, d\xi \quad \text{for} \quad z \in R^2_+. \quad \square
\end{equation}

**Proof.** Let us define a 2-parameter stochastic process \( X_{0,0} \) on \((\Omega, \mathcal{F}, P)\) by setting

\begin{equation}
(1) \quad X_{0,0}(z, \omega) = \xi(\omega) \quad \text{for} \quad (z, \omega) \in R^2_+ \times \Omega.
\end{equation}

Note that \( X_{0,0} \in L_2^2(\tilde{\mathcal{F}}_{\mathcal{Z}}) \) trivially.

Next, let us define a 2-parameter stochastic process \( X_{1,1} \) on \((\Omega, \mathcal{F}, P)\) by setting

\begin{equation}
(2) \quad X_{1,1}(z) = \begin{cases} 
X_{0,0}(0) + \int_{R_z} \alpha(0, X_{0,0}) \, dB_\xi + \int_{R_z} \beta(0, X_{0,0}) \, d\xi & \text{for} \quad z \in R_{z_{1,1}}, \\
X_{1,1}(z \land z_{1,1}) & \text{for} \quad z \in R^2_+ - R_{z_{1,1}},
\end{cases}
\end{equation}

where the two stochastic integrals exist according to Remark 1.6 since \( X_{0,0} \in L_2^2(\tilde{\mathcal{F}}_{\mathcal{Z}}) \).

Our \( X_{1,1} \) has the following properties:

\begin{equation}
(3) \quad \begin{cases} 
X_{1,1}(z \land z_{1,1}) = X_{1,1}(z) & \text{for} \quad z \in R^2_+ - R_{z_{1,1}}, \\
X_{1,1} \in L_2^2(\tilde{\mathcal{F}}_{\mathcal{Z}}), \\
X_{1,1}(0) = \xi, \\
satisfies (2.3) on R_{z_{1,1}}.
\end{cases}
\end{equation}

The first and the third property in (3) are obvious from (2). For the left side of (2) for \( z \in R_{z_{1,1}} \) we have by (1.4) and (1.5)

\[ \sup_{z \leq z_{1,1}} \mathbb{E}\left[X_{1,1}(z)^2\right] \leq 3^2 \left\{ \mathbb{E}[\xi^2] + (1 + \pi_1) \pi_1 L_0 \left\{ (\Lambda_0 + 1) \mathbb{E}[\xi^2] + 1 \right\} \right\} < \infty. \]

This, together with the way \( X_{1,1} \) is defined on \( R^2_+ - R_{z_{1,1}} \) by (2), implies that \( X_{1,1} \in L_2^2(\tilde{\mathcal{F}}_{\mathcal{Z}}) \). Then according to Remark 1.6, the stochastic integrals \( \int_{R_z} \alpha(\xi, X_{1,1}) \, dB_\xi \) and \( \int_{R_z} \beta(\xi, X_{1,1}) \, d\xi \) exist for \( z \in R^2_+ \). It remains to show that \( X_{1,1} \) satisfies (2.3) on \( R_{z_{1,1}} \). Recalling \( X_{1,1}(0) = X_{0,0}(0) \) we have by Remark 1.4 and then by Definition 2.1,

\begin{equation}
(4) \quad \begin{cases} 
\alpha(0, X_{0,0}) = \alpha(0, X_{1,1}) = \alpha(\xi, X_{1,1}) & \text{for} \quad \xi \in [0, z_{1,1}], \\
\beta(0, X_{0,0}) = \beta(0, X_{1,1}) = \beta(\xi, X_{1,1}) & \text{for} \quad \xi \in [0, z_{1,1}].
\end{cases}
\end{equation}

Then from (2) and (4) we have

\[ X_{1,1}(z) = X_{1,1}(0) + \int_{R_z} \alpha(\xi, X_{1,1}) \, dB_\xi + \int_{R_z} \beta(\xi, X_{1,1}) \, d\xi \quad \text{for} \quad z \in R_{z_{1,1}}, \]

i.e., \( X_{1,1} \) satisfies (2.3) on \( R_{z_{1,1}} \). This completes the verification of (3).
Next, suppose that for some \((i, j)\) there exists a 2-parameter stochastic process \(X_{i,j}\) on \((\Omega, \mathcal{F}, \mathbb{P})\) with the following properties:

\[
\begin{align*}
X_{i,j}(z \wedge z_{i,j}) &= X_{i,j}(z) \quad \text{for } z \in \mathbb{R}_+^2 - R_{z_{i,j}}, \\
X_{i,j} &\in L^2(\mathcal{F}), \\
X_{i,j}(0) &= \xi, \\
X_{i,j} &\text{ satisfies (2.3) on } R_{z_{i,j}}.
\end{align*}
\]

We proceed to show that under the assumption of existence of such \(X_{i,j}\) there exists a 2-parameter stochastic process \(X_{i+1,j}\) on \((\Omega, \mathcal{F}, \mathbb{P})\) such that

\[
\begin{align*}
X_{i+1,j}(z) &= X_{i,j}(z) \quad \text{for } z \in R_{z_{i,j}}, \\
X_{i+1,j}(z \wedge z_{i+1,j}) &= X_{i+1,j}(z) \quad \text{for } z \in \mathbb{R}_+^2 - R_{z_{i+1,j}}, \\
X_{i+1,j} &\in L^2(\mathcal{F}), \\
X_{i+1,j} &\text{ satisfies (2.3) on } R_{z_{i+1,j}}.
\end{align*}
\]

To construct such a process \(X_{i+1,j}\), let us define \(X_{i+1,j}\) on \(R_{z_{i,j}}\) and on \(\mathbb{R}_+^2 - R_{z_{i+1,j}}\) by the first and the second equality in (6) respectively and set

\[
X_{i+1,j}(z) = X_{i,j}(s, t) + \int_{[s, s] \times [0, t]} \alpha(s, v, X_{i,j}) dB_v
\]

\[
+ \int_{[s, s] \times [0, t]} \beta(s, v, X_{i,j}) d\xi
\]

for \(z = (s, t) \in [s_i, s_{i+1}] \times [0, t_j]\) and \(\xi = (u, v) \leq z\). The fact that \(X_{i+1,j}\) thus defined is in \(L^2(\mathcal{F})\) can be verified in the same way as we did for \(X_{1,1}\) above by using the assumption in (5) that \(X_{i,j}\) is in \(L^2(\mathcal{F})\) and by (1.4). To verify that \(X_{i+1,j}\) satisfies (2.3) on \(R_{z_{i+1,j}}\), observe first that by (7),

\[
X_{i+1,j}(s, t) = X_{i,j}(s, t) \quad \text{for } t \in [0, t_j].
\]

By the first equality in (6) and by Remark 1.4,

\[
\alpha(z, X_{i+1,j}) = \alpha(z, X_{i,j}) \quad \text{and} \quad \beta(z, X_{i+1,j}) = \beta(z, X_{i,j}) \quad \text{for } z \in R_{z_{i,j}}.
\]

These equalities and the assumption that \(X_{i,j}\) satisfies (2.3) on \(R_{z_{i,j}}\) imply that \(X_{i+1,j}\) too satisfies (2.3) on \(R_{z_{i,j}}\). Next, consider \(z = (s, t) \in [s_i, s_{i+1}] \times [0, t_j]\). Let us write

\[
X_{i+1,j}(z) - X_{i+1,j}(0) = \left\{ X_{i+1,j}(z) - X_{i+1,j}(s_i, t) \right\}
\]

\[
+ \left\{ X_{i+1,j}(s_i, t) - X_{i+1,j}(0) \right\}.
\]

Now since \(X_{i+1,j}\) satisfies (2.3) on \(R_{z_{i,j}}\), we have

\[
X_{i+1,j}(s, t) - X_{i+1,j}(0) = \int_{R_{z_{i,j}}} \alpha(\xi, X_{i+1,j}) dB_{\xi}
\]

\[
+ \int_{R_{z_{i,j}}} \beta(\xi, X_{i+1,j}) d\xi \quad \text{for } t \in [0, t_j].
\]
On the other hand from (8) and (7) we have for \( z = (s, t) \in [s_i, s_{i+1}] \times [0, t_j] \) and \( \zeta = (u, v) \leq z \),

\[
X_{i+1,j}(z) - X_{i+1,j}(s, t) = X_{i+1,j}(z) - X_{i,j}(s, t) = \int_{[s, s_i] \times [0, t_j]} \alpha(s, v, X_{i,j}) \, dB_\zeta + \int_{[s, s_i] \times [0, t_j]} \beta(s, v, X_{i,j}) \, d\zeta.
\]

The fact that \( X_{i+1,j} = X_{i,j} \) on \( R_{z_{i,j}} \) implies according to Remark 1.4

\[
\alpha(s, v, X_{i,j}) = \alpha(s, v, X_{i+1,j}) = \alpha(u, v, X_{i+1,j}) \quad \text{for} \quad (u, v) \in [s_i, s_{i+1}] \times [0, t_j].
\]

By (12) and a similar expression for \( \beta \) we can rewrite (11) as

\[
X_{i+1,j}(z) - X_{i+1,j}(s, t) = \int_{[s, s_i] \times [0, t_j]} \alpha(\xi, X_{i+1,j}) \, dB_\xi + \int_{[s, s_i] \times [0, t_j]} \beta(\xi, X_{i+1,j}) \, d\xi
\]

for \( z = (s, t) \in [s_i, s_{i+1}] \times [0, t_j] \) and \( \zeta = (u, v) \leq z \). Using (10) and (13) in (9) we have

\[
X_{i+1,j}(z) - X_{i+1,j}(0) = \int_{R_\xi} \alpha(\zeta, X_{i+1,j}) \, dB_\xi + \int_{R_\xi} \beta(\zeta, X_{i+1,j}) \, d\xi \quad \text{for} \quad z \in [s_i, s_{i+1}] \times [0, t_j].
\]

Thus \( X_{i+1,j} \) satisfies (2.3) on \( [s_i, s_{i+1}] \times [0, t_j] \). Since \( X_{i+1,j} \) satisfies (2.3) on \( R_{z_{i,j}} \), as we saw above, \( X_{i+1,j} \) satisfies (2.3) on \( R_{z_{i+1,j}} \). This completes the verification of (6) for our \( X_{i+1,j} \).

Similarly under the assumption of the existence of a 2-parameter stochastic process \( X_{i,j} \) on \( (\Omega, \mathcal{F}, P) \) having the properties (5) we can show the existence of a 2-parameter stochastic process \( X_{i+1,j} \) on \( (\Omega, \mathcal{F}, P) \) such that

\[
\begin{align*}
X_{i,j+1}(z) &= X_{i,j}(z) \quad \text{for} \quad z \in R_{z_{i,j}}, \\
X_{i,j+1}(z) = X_{i,j}(z) \quad \text{for} \quad z \in \mathbb{R}^2 - R_{z_{i,j+1}}, \\
X_{i,j+1} \in L_2(\mathcal{G}_z), \\
X_{i,j+1} \in \mathcal{F}_z 
\end{align*}
\]

satisfies (2.3) on \( R_{z_{i,j+1}} \).

Now starting with \( X_{i,1} \) constructed by (2) and having the properties (3), we obtain by using (6) and (14) alternatingly, each step being justified by verification of (5), a sequence of 2-parameter stochastic processes

\[
X_{1,1}, X_{2,1}, X_{2,2}, \ldots, X_{n,n-1}, X_{n,n}, X_{n+1,n}, X_{n+1,n+1}, \ldots
\]
on \((\Omega, \mathcal{F}, P)\) having the properties:

\[
\begin{align*}
X_{i,j}(z) &= X_{p,q}(z) \quad \text{for } z \in \mathbb{R}^{2}, \text{ when } p \leq i \text{ and } q \leq j, \\
X_{i,j} &\in L^2(\mathcal{F}_z), \\
X_{i,j}(0) &= \xi, \\
X_{i,j} &\text{satisfies (2.3) on } \mathbb{R}^{2}.
\end{align*}
\]

Let a 2-parameter stochastic process \(X\) on \((\Omega, \mathcal{F}, P)\) be defined by setting \(X = X_{i,j}\) on \(\mathbb{R}^{2}\), as \((i, j)\) runs through the sequence \((1, 1), (2, 1), (2, 2), \ldots, (n, n), (n + 1, n), (n + 1, n + 1), \ldots\). Thus defined, \(X\) satisfies (2.2) and (2.3). The fact that \(X \in L^2(\mathcal{F})\) follows from the fact that \(X_{i,j} \in L^2(\mathcal{F}_z)\) for \((i, j) = (1, 1), (2, 1), (2, 2), (3, 2), (3, 3), \ldots\) .

3. The uniform Kolmogorov condition for the family of solutions of the approximating stochastic differential systems with stepwise coefficients. For \(l = 1, 2, \ldots\), let \([\cdot]_l\) be a step function on \([0, \infty)\) defined by \([s]_l = i2^{-l}\) for \(s \in [i2^{-l}, (i + 1)2^{-l})\), \(i = 0, 1, 2, \ldots\). We write \([z]_l = ([s]_l, [t]_l)\) for \(z = (s, t) \in \mathbb{R}^2\). With \(\alpha \in \mathcal{M}(\mathbb{R}^2 \times W)\), we define \(\alpha_l \in \mathcal{M}_0(\mathbb{R}^2 \times W)\) by

\[
(3.1) \quad \alpha_l(z, w) = \alpha([z]_l, w) \quad \text{for } (z, w) \in \mathbb{R}^2 \times W.
\]

Let \((\Omega, \mathcal{F}, P; \mathcal{F}_z)\) be an equipped probability space on which an \(\{\mathcal{F}_z\}\)-Brownian motion \(B\) with \(dB = 0\) exists. Let \(\alpha, \beta \in \mathcal{M}(\mathbb{R}^2 \times W)\) and assume that \(\alpha\) and \(\beta\) satisfy the order of growth condition (C2) in §1. For \(l = 1, 2, \ldots\), let \(\alpha_l\) and \(\beta_l\) be defined by (3.1). Then by Theorem 2.2 for every \(\mathcal{F}_0\)-measurable random variable \(\xi\) on \((\Omega, \mathcal{F}, P)\) with \(E[\xi^2] < \infty\), there exists a 2-parameter stochastic process \(X_l\) on \((\Omega, \mathcal{F}, P)\) such that

\[
X_l \in L^2(\mathcal{F}_z),
\]

\[
X_l(0) = \xi,
\]

\[
X_l(z) = X_l(0) + \int_{R^2} \alpha_l(\xi, X_l) dB_\xi + \int_{R^2} \beta_l(\xi, X_l) d\xi
\]

for \(z \in \mathbb{R}^2\) and \(l = 1, 2, \ldots\) .

In order to show that the solutions \(X_l\) of the stochastic differential systems (3.3) and (3.4) with stepwise coefficients \(\alpha_l\) and \(\beta_l\) for \(l = 1, 2, \ldots\) approximating the coefficients \(\alpha\) and \(\beta\) in (0.1) and (0.2) satisfy the uniform Kolmogorov condition (0.5), we obtain first uniform estimates (0.4) for the moments of \(X_l\), \(l = 1, 2, \ldots\) .

**Proposition 3.1.** Let \(\alpha_l\) and \(\beta_l\), \(l = 1, 2, \ldots\), be defined by (3.1) with \(\alpha, \beta \in \mathcal{M}(\mathbb{R}^2 \times W)\) satisfying the condition (C2) in §1. Let \(X_l\) be a solution for the differential system (3.2) in (3.4) for \(l = 1, 2, \ldots\). Then for every positive integer \(n = 2\) or \(n \geq 4\) and every \(T > 0\) there exists a constant \(C_{n,T} > 1\), independent of \(l = 1, 2, \ldots\), such that

\[
E\left[|X_l(z)|^n\right] \leq \left(1 + E\left[|\xi|^n\right]\right) e^{2C_{n,T}T} - 1
\]

for \(z = (s, t) \leq (T, T)\) and \(l = 1, 2, \ldots\) .
An estimate of the form (3.5) for a solution \( X \) of the stochastic differential system (0.1) and (0.2) with coefficients \( a, b \in \textbf{M}(\mathbb{R}^2 \times \mathbb{W}) \) satisfying (C2) was proved by J. Reid (see [11, Theorem 4.2]). By modifying his proof the existence of \( C_{n,T} \geq 1 \) satisfying (3.5) for all \( l = 1, 2, \ldots \) can be shown. The proof for this is lengthy but not difficult and will not be presented here.

**Proposition 3.2.** Let \( X_i \) be as in Proposition 3.1 for \( l = 1, 2, \ldots \). Assume further that \( \mathbb{E}[\xi]^6 \) \( < \infty \). Then for every \( T > 0 \) there exists \( \Gamma_T > 0 \) such that

\[
\mathbb{E} \left[ \left| X_i(z) - X_i(z') \right|^6 \right] \leq \Gamma_T d(z, z')^3
\]

for \( z, z' \leq (T, T) \) and \( l = 1, 2, \ldots \). \( \square \)

**Proof.** Let \( T > 0 \) be fixed. For \( z, z' \leq (T, T) \), where \( z = (s, t) \) and \( z' = (s', t') \), let us introduce the following notations:

\[
\begin{align*}
&\quad s_1 = s \land s', \quad s_2 = s \lor s', \quad t_1 = t \land t', \quad t_2 = t \lor t', \\
&\quad z_1 = z \land z' = (s_1, t_1), \quad z_2 = z \lor z' = (s_2, t_2), \\
&\quad \Delta_1 = [s_1, s_2] \times [0, t_1], \quad \Delta_2 = [0, s_1] \times [t_1, t_2], \quad \Delta_3 = [s_1, s_2] \times [t_1, t_2].
\end{align*}
\]

From (3.3) and (3.4) we have

\[
|X_i(z) - X_i(z')| \leq \sum_{i=1}^3 \left\{ |I_k(a_i)| + |J_k(b_i)| \right\},
\]

where we set

\[
I_k(a_i) = \int_{\Delta_k} a_i(\xi, X_i) \, dB \xi; \quad J_k(b_i) = \int_{\Delta_k} b_i(\xi, X_i) \, d\xi \quad \text{for } k = 1, 2, 3.
\]

Let \( I_{i,N}, a_{i,N} \) and \( b_{i,N} \) be defined by

\[
I_{i,N}(z, \omega) = \begin{cases} 
1 & \text{when } \sup_{\xi \leq z} |X_i(\xi, \omega)| \leq N \\
0 & \text{otherwise}
\end{cases} \quad \text{for } (z, \omega) \in \mathbb{R}^2 \times \Omega
\]

and

\[
\begin{align*}
&\quad a_{i,N}(z, \omega) = I_{i,N}(z, \omega) a_i(z, X_i(\cdot, \omega)) \\
&\quad b_{i,N}(z, \omega) = I_{i,N}(z, \omega) b_i(z, X_i(\cdot, \omega))
\end{align*} \quad \text{for } (z, \omega) \in \mathbb{R}^2 \times \Omega.
\]

Then by (2) and (3)

\[
|X_i(z) - X_i(z')| I_{i,N}(z_2) \leq \sum_{k=1}^3 \left\{ |I_k(a_{i,N})| + |J_k(b_{i,N})| \right\},
\]

where we set

\[
I_k(a_{i,N}) = \int_{\Delta_k} a_{i,N}(\xi) \, dB \xi; \quad J_k(b_{i,N}) = \int_{\Delta_k} b_{i,N}(\xi) \, d\xi \quad \text{for } k = 1, 2, 3.
\]

Thus

\[
\mathbb{E} \left[ |X_i(z) - X_i(z')|^6 I_{i,N}(z_2) \right] \leq 6^6 \sum_{k=1}^3 \left\{ \mathbb{E} \left[ I_k(a_{i,N})^6 \right] + \mathbb{E} \left[ J_k(b_{i,N})^6 \right] \right\}.
\]
Now if \( \Phi \in L_\infty (\mathbb{R}^2_+) \), \( z, z_0 \in \mathbb{R}^2_+ \), \( \Delta = [z_0, z_0 + z] \) and \( \tau \) is a translation in \( \mathbb{R}^2_+ \) by \( z_0 \), i.e., \( \tau(\xi) = z_0 + \xi \) for \( \xi \in \mathbb{R}^2_+ \), then

\[
\mathbb{E}\left[ \left( \int_{\Delta} \Phi(\xi) \, dB_\xi \right)^6 \right] \leq \gamma m_L(\Delta)^6 \mathbb{E}\left[ \int_{\tau^{-1}(\Delta)} \Phi(\tau(\xi)) \, d\xi \right],
\]

where \( \gamma > 0 \) is an absolute constant and \( m_L \) is the Lebesgue measure on \( \mathbb{R}^2_+ \). (See Theorem 2.1 in Guyon and Prum [5].) If we define three translations \( \tau_1, \tau_2 \) and \( \tau_3 \) in \( \mathbb{R}^2_+ \) by \( \tau_1(\xi) = (s_1 + u, v) \), \( \tau_2(\xi) = (u, t_1 + v) \) and \( \tau_3(\xi) = (s_1 + u, t_1 + v) \) for \( \xi = (u, v) \in \mathbb{R}^2_+ \) with \( \tau_1^{-1}(\Delta_1) = [0, s_2 - s_1] \times [0, t_1] \), \( \tau_2^{-1}(\Delta_2) = [0, s_1] \times [0, t_2 - t_1] \) and \( \tau_3^{-1}(\Delta_3) = [0, s_2 - s_1] \times [0, t_2 - t_1] \), then by (7) we have

\[
\mathbb{E}\left[ \int_{\Delta_k} \Phi(\xi) \, dB_\xi \right] \leq \gamma m_L(\Delta_k)^6 \mathbb{E}\left[ \int_{\tau_k^{-1}(\Delta_k)} \Phi(\tau_k(\xi)) \, d\xi \right],
\]

for \( k = 1, 2, 3 \). Regarding \( \mathbb{E}[J_k(b_{i,N})^6] \), we have by Hölder’s inequality

\[
\left| \int_{\Delta_k} b_{i,N}(\xi) \, d\xi \right| \leq m_L(\Delta_k)^{5/6} \left( \int_{\Delta_k} b_{i,N}(\xi)^6 \, d\xi \right)^{1/6}
\]

and therefore by the translation invariance of \( m_L \) and then by the definition of \( b_{i,N} \)

\[
\mathbb{E}\left[ J_k(b_{i,N})^6 \right] \leq m_L(\Delta_k)^5 \mathbb{E}\left[ \int_{\tau_k^{-1}(\Delta_k)} \beta_i(\tau_k(\xi), X_i)^6 \, d\xi \right]
\]

for \( k = 1, 2, 3 \). Using (8) and (9) in (6), letting \( n \to \infty \) on the left side of (6) and recalling \( \lim_{N \to \infty} I_{i,N}(z_2) = 1 \) by the continuity of the sample functions of \( X_i \), we have

\[
\mathbb{E}\left[ \int_{\Delta_k} \left| X_i(z) - X_i(z') \right| \, d\xi \right] \leq 6^6 \sum_{k=1}^{3} m_L(\Delta_k)^2 \left\{ \gamma + m_L(\Delta_k)^3 \right\} \times \int_{\tau_k^{-1}(\Delta_k)} \mathbb{E}\left[ \alpha_i(\tau_k(\xi), X_i) + \beta_i(\tau_k(\xi), X_i) \right] \, d\xi.
\]

For \( \xi \in \tau_k^{-1}(\Delta_k) \), we have \( \tau_k(\xi) \in \Delta_k \subset [0, T] \times [0, T] \). Therefore by (3.1) and (1.4) we have

\[
\alpha_i(\tau_k(\xi), X_i)^6 + \beta_i(\tau_k(\xi), X_i)^6 \leq \left\{ \alpha_i(\tau_k(\xi), X_i)^2 + \beta_i(\tau_k(\xi), X_i)^2 \right\}^3 \leq L_T^3 \left\{ 1 + X_i(\left[ \tau_k(\xi) \right])^2 + \int_{[0, T] \times [0, T]} X_i(\xi)^2 \lambda (d\xi) \right\}^3
\]

for \( \xi \in \tau_k^{-1}(\Delta_k) \). In expanding the cubic power in the last member of (11) we obtain finitely many terms, the expectation of each of which is bounded by a positive number which depends only on \( T, L_T, \Lambda_T \) in (1.4) and (1.5), \( \mathbb{E}[\xi^6], C_{2,T}, C_{4,T} \) and
C_{6,T} in Proposition 3.1. Let us show the calculation for just one term as an example. Thus for instance

\[
E \left[ X_t \left( \left[ \tau_k(\xi) \right] \right)^2 \int_{[0, T] \times \{0, T\}} X_t(\xi)^2 \lambda(d\xi) \right]^2 \\
= E \left[ X_t \left( \left[ \tau_k(\xi) \right] \right)^2 \int_{[0, T]^4} X_t(\xi)^2 X_t(\xi')^2 \lambda(\xi, \xi') \lambda(d\xi, d\xi') \right] \\
= \int_{[0, T]^4} E \left[ X_t \left( \left[ \tau_k(\xi) \right] \right)^2 X_t(\xi')^2 \right] \lambda(\xi, \xi') \lambda(d\xi, d\xi') \\
\leq \int_{[0, T]^4} E \left[ X_t \left( \left[ \tau_k(\xi) \right] \right)^2 \right] \right)^{1/3} \left[ E \left[ X_t(\xi')^6 \right] \right]^{1/3} \lambda(\xi, \xi') \lambda(d\xi, d\xi') \\
\leq \left[ \left( 1 + E[\xi^2] \right) \exp(2C_{6,T}T^2) - 1 \right] \Lambda_T^2
\]

by (3.5) in Proposition 3.1. Similar estimates hold for the other terms in the expansion of the cubic power in (11). Therefore there exists a positive number \( K_T \) depending only on \( T, L_T, \Lambda_T, E[\xi^6], C_{2,T}, C_{4,T} \) and \( C_{6,T} \) such that

\[
E \left[ \alpha_l(\tau_k(\xi), X_t)^6 + \beta_l(\tau_k(\xi), X_t)^6 \right] \leq K_T \quad \text{for} \quad \xi \in \tau_k^{-1}(\Delta_k).
\]

Using (12) in (10) we have

\[
E \left[ |X_t(z) - X_t(z')|^6 \right] \leq 6^6 K_T \sum_{k=1}^3 m_L(\Delta_k)^3 \left\{ \gamma + m_L(\Delta_k)^3 \right\} m_L(\tau_k^{-1}(\Delta_k)) \\
\leq 6^6 K_T (\gamma + T^6) \sum_{k=1}^3 m_L(\Delta_k)^3 \quad \text{for} \quad z, z' \leq (T, T) \quad \text{and} \quad l = 1, 2, \ldots
\]

From (1)

\[
m_L(\Delta_1)^3 = (s_2 - s_1)^3 t_1^3, \quad m_L(\Delta_2)^3 = s_1^3 (t_2 - t_1)^3
\]

and

\[
m_L(\Delta_3)^3 = (s_2 - s_1)^3 (t_2 - t_1)^3,
\]

and thus

\[
m_L(\Delta_k)^3 \leq \left\{ (s_2 - s_1)^2 + (t_2 - t_1)^2 \right\}^{3/2} T^3 \\
= T^3 d(z, z')^3 \quad \text{for} \quad k = 1, 2, 3.
\]

Therefore

\[
E \left[ |X_t(z) - X_t(z')|^6 \right] \leq \Gamma_T d(z, z')^3 \quad \text{for} \quad z, z' \leq (T, T) \quad \text{and} \quad l = 1, 2, \ldots,
\]

where \( \Gamma_T = 3 \cdot 6^6 T^3 K_T (\gamma + T^6) \). This completes the proof of (3.6). \( \square \)
4. The existence theorem for solutions to the stochastic differential equations with continuous coefficients. Suppose a sequence \( Y_l, l = 1, 2, \ldots \), of continuous 2-parameter stochastic processes on a probability space \((\Omega, \mathcal{F}, P)\) satisfies the following conditions:

\[
\text{there exist } \gamma > 0 \text{ and } M > 0 \text{ such that } \mathbb{E}[|Y_l(0)|^\gamma] \leq M \text{ for } l = 1, 2, \ldots,
\]

\[
\text{there exist } \alpha > 0, \beta > 0 \text{ and } M_T > 0 \text{ for } T = 1, 2, \ldots \text{ such that } \mathbb{E}[|Y_l(z) - Y_l(z')|^\alpha] \leq M_T d(z, z')^{2+\beta} \text{ for } l = 1, 2, \ldots \text{ and } z, z' \leq (T, T).
\]

Let \( P_{Y_l} \) be the probability distribution of \( Y_l \) on \((W, \mathcal{B}(W))\) for \( l = 1, 2, \ldots \). The conditions (4.1) and (4.2) imply that the set \( \{P_{Y_l}, l = 1, 2, \ldots\} \) in the space \( \mathcal{B}(W) \) of all probability measures on \((W, \mathcal{B}(W))\) is tight. Let \( \mathcal{B}(W) \) be metrized by the Prohorov metric so that a sequence in \( \mathcal{B}(W) \) converges to an element \( Q \) in \( \mathcal{B}(W) \) if and only if the sequence converges weakly to \( Q \). Since \((W, \rho_w)\) is a complete separable metric space, the tightness of \( \{P_{Y_l}, l = 1, 2, \ldots\} \) is equivalent to its relative compactness in \( \mathcal{B}(W) \). Therefore there exists \( Q \in \mathcal{B}(W) \) such that

\[
P_{Y_{l(k)}} \xrightarrow{\text{weak}} Q \quad \text{as } k \to \infty
\]

for some subsequence \( l(k), k = 1, 2, \ldots \) of \( l = 1, 2, \ldots \). The statements above are extensions to 2-parameter stochastic processes of analogous statements for 1-parameter stochastic processes which are proved for instance in N. Ikeda and S. Watanabe [6]. We note that the power of the Euclidean metric on the right side of the condition (4.2) is \( 1 + \beta, \beta > 0 \), for 1-parameter stochastic processes.

**Theorem 4.1.** Let \( \alpha, \beta \in M(\mathbb{R}^2 \times W) \) and assume that \( \alpha \) and \( \beta \) satisfy the continuity and order of growth conditions (C1) and (C2) in §1. Let \( \mu \) be a probability measure on \((\mathbb{R}, \mathcal{B}(\mathbb{R}))\) with \( \int_{\mathbb{R}} x^6 \mu(dx) < \infty \). Then the stochastic differential equation (1.1) has a solution \( (X, B) \) in which \( X(0) \) has \( \mu \) as its probability distribution.

**Proof.** Let \((W, \mathcal{F}_w, m_w; \mathcal{F}_{B,w})\) be the equipped probability space with the \( \{\mathcal{F}_{B,w}\}\)-Brownian motion \( B \) with \( \partial B = 0 \) on it as constructed in Remark 1.2. Let \( \xi \) be an \( \mathcal{F}_{B,0}\)-measurable random variable on \((W, \mathcal{F}_w, m_w)\) whose probability distribution on \((\mathbb{R}, \mathcal{B}(\mathbb{R}))\) is \( \mu \). For \( l = 1, 2, \ldots \), let \( X_l \) be 2-parameter stochastic processes on \((W, \mathcal{F}_w, m_w)\) satisfying (3.2), (3.3) and (3.4) with our \( \xi \), where \( \alpha_l \) and \( \beta_l \) are defined by (3.1) with our \( \alpha \) and \( \beta \). The collection \( \{X_l, l = 1, 2, \ldots\} \) satisfies (4.1) and (4.2) by (3.3) and Proposition 3.2 respectively. Then for the probability distributions \( m_{X_l}^{w_0} \) of \( X_l \) on \((W, \mathcal{B}(W))\), \( l = 1, 2, \ldots \), there exists a probability measure \( Q \) on \((W, \mathcal{B}(W))\) such that

\[
m_{X_l}^{w_0} \xrightarrow{\text{weak}} Q \quad \text{as } k \to \infty
\]

for some subsequence \( l(k), k = 1, 2, \ldots \) of \( l = 1, 2, \ldots \).

Now a continuous 2-parameter stochastic process on the probability space \((W, \mathcal{F}_w, m_w)\) such as our \( X_l \) is a measurable transformation of \((W, \mathcal{F}_w)\) into
STOCHASTIC DIFFERENTIAL EQUATIONS

(i) Let us define \( M_{l(k)} \in \mathbb{M}^{1,\infty}(\mathcal{F}_{B,z}) \) for \( k = 1, 2, \ldots \) by

\[
M_{l(k)}(z) = \int_{R^2} \alpha_{l(k)}(\xi, X_{l(k)}) \, dB_\xi.
\]

By (4) and (3.4) we have

\[
M_{l(k)}(z) = X_{l(k)}(z) - X_{l(k)}(0) - \int_{R^2} \beta_{l(k)}(\xi, X_{l(k)}) \, d\xi.
\]

Let us define a continuous 2-parameter stochastic process \( M_{k}^* \) on \((\Omega, \mathcal{F}, P)\) by

\[
M_{k}^*(z) = X_k^*(z) - X_k^*(0) - \int_{R^2} \beta_k^*(\xi, X_k^*) \, d\xi.
\]

Let \( \{ \mathcal{F}_{k,z} \} \) be the standard filtration on \((\Omega, \mathcal{F}, P)\) associated with \( X_k^* \) as in (1.0) for \( k = 1, 2, \ldots \). Now \( M_k^* \) is \( \{ \mathcal{F}_{k,z} \} \)-adapted, continuous, and square integrable, with \( \partial M_k^* = 0 \), since the same is true of \( M_{l(k)} \). To show that it is an \( \{ \mathcal{F}_{k,z} \} \)-strong martingale, we need only verify

\[
E\left[ M_k^*((\xi, z)] \prod_{i=1}^{n} f_i(X_k^*(\xi)) \right] = 0
\]

whenever \( \xi < z \), each \( f_i \) is a bounded, continuous, real valued function on \( R \), and \( \xi < \xi_i \), for \( i = 1, 2, \ldots, n \). But (7) is true, since it holds with \( M_{l(k)} \) replacing \( M_k^* \), and the left side of (7) depends only on the law of \( X_k^* \). Similarly

\[
M_k^* = \int_{R^2} \alpha_{l(k)}(\xi, X_k^*)^2 \, d\xi \quad \text{for} \quad z \in R^2_+\]

is an \( \{ \mathcal{F}_{k,z} \} \)-martingale and therefore

\[
\langle M_k^* \rangle(z) = \int_{R^2} \alpha_{l(k)}(\xi, X_k^*)^2 \, d\xi \quad \text{for} \quad z \in R^2_+.
\]

\[
M_k^*(z) = X_k^*(z) - X_k^*(0) - \int_{R^2} \beta_k^* (\xi, X_k^*) \, d\xi \quad \text{for} \quad z \in R^2_+.
\]

To show that \( M^* \) is a square integrable \( \{ \mathcal{F}_{\infty,z} \} \)-strong martingale, let us show first

\[
\lim_{k \to \infty} M_k^*(z) = M^*(z) \quad \text{for all} \quad z \in R^2_+ \text{ a.s.}
\]
and

\[(12) \quad \sup_k \mathbb{E}\left[ M_k^*(z)^6 \right] < \infty \quad \text{for } z \in \mathbb{R}^2.\]

Now since \([\cdot]_{\text{b.l.}}\) converges uniformly to the identity function on \([0, \infty)\) and \(\beta\) is continuous, we have from (3.1) and (3)

\[\lim_{k \to \infty} \beta_{l(k)}(z, X_k^*) = \beta(z, X^*) \quad \text{uniformly in } z \in R_{T,T} \quad \text{a.s.}\]

for every \(T > 0\). Therefore

\[(13) \quad \lim_{k \to \infty} \int_{R} \beta_{l(k)}(\xi, X_k^*) d\xi = \int_{R} \beta(\xi, X^*) d\xi \quad \text{a.s.}\]

From (5), (6), (3) and (13) we have (11). To prove (12) note that from (6)

\[(14) \quad \mathbb{E}\left[ M_k^*(z)^6 \right] \leq 3^6 \mathbb{E}\left[ X_k^*(z)^6 + X_k^*(0)^6 + \left( \int_{R} \beta_{l(k)}(\xi, X_k^*) d\xi \right)^6 \right].\]

For the first two terms on the right side of (14) we have by (2), (3.3) and (3.5)

\[(15) \quad \mathbb{E}\left[ X_k^*(z)^6 \right] + \mathbb{E}\left[ X_k^*(0)^6 \right] \leq 2 \left\{ 1 + \mathbb{E}[\xi^6] \right\} \exp(2C_0, T, T)\]

for \(z = (s, t) \leq (T, T)\) and \(k = 1, 2, \ldots\). For the third term on the right side of (14) we have by applying Hölder’s inequality with indices \(p = 6\) and \(q = \frac{6}{5}\)

\[(16) \quad \mathbb{E}\left[ \left( \int_{R} \beta_{l(k)}(\xi, X_k^*) d\xi \right)^6 \right] \leq (st)^5 \int_{R} \mathbb{E}\left[ \beta_{l(k)}(\xi, X_k^*)^6 \right] d\xi \]

\[\leq T^{12}K_T \quad \text{for } z = (s, t) \leq (T, T) \text{ and } k = 1, 2, \ldots\]

by (12) in the proof of Proposition 3.2. By (14), (15) and (16) we have (12).

Now (12) implies the uniform integrability of \(\{ M_k^*(z)^2, k = 1, 2, \ldots \}\). Then by (11), \(M_k^*(z)^2\) converges in \(L^1(\Omega, \mathcal{F}, \mathbb{P})\) to \(M^*(z)^2\) and in particular

\[\mathbb{E}\left[ M^*(z)^2 \right] = \lim_{k \to \infty} \mathbb{E}\left[ M_k^*(z)^2 \right] < \infty\]

by (12), proving the square integrability of \(M^*\).

To show that \(M^*\) is an \(\{ \mathcal{F}_{\infty, z} \}\)-strong martingale, it remains to verify

\[(17) \quad \mathbb{E}\left[ M^*((\xi, z)) \prod_{i=1}^n f_i(X^*(\xi_i)) \right] = 0,\]

where \(\xi, z, f_i\) and \(\xi_i\) are as in (7). Now the integrand in (7) converges a.s. to that in (17) by (3) and (11). Also

\[\sup_k \mathbb{E}\left[ M_k^*((\xi, z))^6 \right] \prod_{i=1}^n f_i(X_k^*(\xi_i))^6 \]

\[\leq \left\{ \sup_{x \in \mathbb{R}} \prod_{i=1}^n f_i(x)^6 \right\} \left\{ \sup_k \mathbb{E}\left[ M_k^*((\xi, z))^6 \right] \right\} < \infty\]

by (12) so that the integrands in (7) for \(k = 1, 2, \ldots\) are uniformly integrable. Therefore by letting \(k \to \infty\) in (7) we obtain (17).
For the continuous, square integrable, $\{\mathcal{F}_{\infty,z}\}$-strong martingale $M^*$, consider

\begin{equation}
M^*(z)^2 = \int_{\mathbb{R}_+} \alpha(\xi, X^*)^2 \, d\xi \quad \text{for} \quad z \in \mathbb{R}_+.
\end{equation}

From (13) with $\beta$ replaced by $\alpha$, (11) and the fact that (8) is an $\{\mathcal{F}_{k,z}\}$-martingale follows that (18) is an $\{\mathcal{F}_{\infty,z}\}$-martingale by the same sort of argument as in showing that $M^*$ is an $\{\mathcal{F}_{\infty,z}\}$-strong martingale. By (18) we then have

\begin{equation}
\langle M^* \rangle(z) = \int_{\mathbb{R}_+} \alpha(\xi, X^*)^2 \, d\xi \quad \text{for} \quad z \in \mathbb{R}_+.
\end{equation}

(iii) Now that (19) holds, there is an extension of the probability space $(\Omega, \mathcal{F}, P)$ on which $X^*$ is based, with a Brownian motion $B^*$ thereon, so that

\begin{equation}
M^*(z) = \int_{\mathbb{R}_+} \alpha(\xi, X^*) \, dB^*_\xi \quad \text{for} \quad z \in \mathbb{R}_+,
\end{equation}

and hence by (10)

\begin{equation}
X^*(z) = X^*(0) + \int_{\mathbb{R}_+} \alpha(\xi, X^*) \, dB^*_\xi + \int_{\mathbb{R}_+} \beta(\xi, X^*) \, d\xi \quad \text{for} \quad z \in \mathbb{R}_+,
\end{equation}

as required. \(\square\)
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