WEAK TYPE ESTIMATES FOR BOCHNER-RIESZ SPHERICAL SUMMATION MULTIPLIERS

BY
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ABSTRACT. We consider the Bochner-Riesz multiplier
\[ T_\delta f(\xi) = (1 - |\xi|^2)^\delta \hat{f}(\xi), \quad \delta > 0, \]
where \( \hat{\cdot} \) denotes the Fourier transform. It is shown that the multiplier operator
\( T_\delta \) is weak type \((p_0, p_0)\) acting on \( L^{p_0}(\mathbb{R}^n) \) radial functions, where \( p_0 \) is the critical value \( 2n/(n+1+2\delta) \).

1. Introduction. Let \( \hat{f}(\xi) \) denote the Fourier transform of the function \( f(x) \). Let \( B = \{ \xi : |\xi| \leq 1 \} \), the unit ball in \( \mathbb{R}^n \). For \( \delta > 0 \), define the multiplier operator
\[ T_\delta \hat{f}(\xi) = (1 - |\xi|^2)^\delta \chi_B(\xi) \hat{f}(\xi). \]
It is well known that these multiplier operators are unbounded on \( L^p(\mathbb{R}^n) \) when \( p \leq 2n/(n+1+2\delta) \) or \( p \geq 2n/(n-1-2\delta) \) for \( 0 < \delta \leq (n-1)/2 \). When \( \delta > (n-1)/2 \) the convolution kernel of \( T_\delta \), which is given by \( J_{n/2+\delta}(|x|)|x|^{-n/2-\delta} \in L^1(\mathbb{R}^n) \), and so \( T_\delta \) is bounded on \( L^p \) for \( 1 \leq p < \infty \). Here \( J_\alpha(|x|) \) denotes the Bessel function of order \( \alpha \).

When \( n = 2 \), it is known that when \( 0 < \delta \leq \frac{1}{4} \), \( T_\delta \) is bounded on \( L^p(\mathbb{R}^2) \) for \( 4/(3+2\delta) < p < 4/(1-2\delta) \). A proof of this result known as the multiplier theorem of Carleson-Sjölin, C. Fefferman and Hörmander may be found in [3]. Results for \( n > 2 \) may be found in [1, 4, 5, 8 and 10].

We prove here

**THEOREM 1.** Let \( f \) be radial. Then for \( \lambda > 0 \), \( 0 < \delta \leq (n-1)/2 \) and \( n \geq 2 \),
\[ \| \{ x \in \mathbb{R}^n : |T_\delta f(x)| > \lambda \} \| \leq C \lambda^{-p_0} \| f \|_{p_0}^{p_0}, \]
with \( p_0 = 2n/(n+1+2\delta) \). The constant \( C \) does not depend on \( \lambda \) or \( f \).

The case \( \delta = 0 \) in Theorem 1 is considered in [5–7 and 2]. Using the interpolation theorem of Marcinkiewicz and duality the next theorem follows by considering the space of functions \( \left( \int_0^\infty |f(r)|^{p} r^{-n-1} dr \right)^{1/p} \).

**THEOREM 2.** Let \( f \) be radial. Then for \( 0 < \delta \leq (n-1)/2 \) and \( 2n/(n+1+2\delta) < p < 2n/(n-1-2\delta) \),
\[ \| T_\delta f \|_p \leq c_p \| f \|_p. \]

As pointed out, we obtain Theorem 2 by interpolating the trivial estimate \( \| T_\delta f \|_2 \leq c \| f \|_2 \) with that of Theorem 1. Theorem 2 is not new and in fact another
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way to obtain it is to use the complex interpolation theorem of E. Stein, the result of Herz [6] for \( \delta = 0 \) and the \( L^1 \) result for \( \delta > (n-1)/2 \).

We point out that the motivation for Theorem 1 comes from restriction phenomena for the Fourier transform. In fact for \( f \in C_0^\infty(\mathbb{R}^n) \) and \( |x| \to \infty \),

\[
|T_\delta f(x)| \sim c |\hat{f}(x/|x|)| / |x|^{(n+1+2\delta)/2}.
\]

But for radial \( f \),

\[
\|\hat{f}\|_{L^\infty(S^{n-1})} \leq c \|f\|_{p_0}, \quad p_0 = 2n/(n+1+2\delta).
\]

Thus, we expect a weak type result.

There are natural analogues of Theorem 1 for Cesaro means of series of the orthogonal polynomials like the Gegenbauer polynomials. Weak type results can be proved at an appropriate critical value for the partial sum operator associated to Cesaro means of some order. These results will be taken up elsewhere.

We use the standard notation for the Hardy-Littlewood maximum function, i.e., for \( x \in \mathbb{R} \),

\[
f^*(x) = \sup_{h>0} \frac{1}{2h} \int_{x-h}^{x+h} |f(t)| \, dt.
\]

2. We will now prove the preliminary lemmas from which it will be possible to deduce Theorem 1. To do so we need some properties of Bessel functions. These may be found in [11].

**Lemma (2.1).** Let \( J_\alpha(u) \) denote the Bessel function of order \( \alpha \). Then for \( s, u > 0 \) and \( \alpha \geq 0 \),

\[
\begin{align*}
(a) \quad & \frac{d}{du} (J_{\alpha+1}(su)) = sJ_\alpha(su) - \frac{\alpha + 1}{u} J_{\alpha+1}(su), \\
(b) \quad & \frac{d}{du} (J_\alpha(su)) = -sJ_{\alpha+1}(su) + \frac{\alpha}{u} J_\alpha(su), \\
(c) \quad & |J_\alpha(su)| \leq c(1 + su)^{-1/2}.
\end{align*}
\]

**Lemma (2.2).** For \( \delta \) real, \( 0 \leq s \leq r-2 \), any integer \( j \geq 1 \) and \( \alpha, \beta \geq 0 \), let

\[
K(s, r) = \int_0^{1-1/(r-s)} (1-u^2)^{\delta} u^j J_\alpha(su) J_\beta(ru) \, du.
\]

Then, if either \( \beta = \alpha \) and \( j \) odd or \( \beta = \alpha \pm 1 \) and \( j \) even, we have,

\[
|K(s, r)| \leq c(r-s)^{-\delta-1}(r(1+s))^{-1/2},
\]

with \( c \) independent of \( r \) and \( s \).

**Proof.** For each \( m \in \mathbb{N} \), we will show that (2.2) holds for \( \delta \leq m - 2 \) by induction on \( m \).

Case \( m = 0 \). Since \( \alpha \geq 0 \) and \( \beta \geq 0 \), by (2.1)(c)

\[
|K(s, r)| \leq cr^{-1/2} \int_0^{1-1/(r-s)} (1-u^2)^{\delta} u^{(1/2)(1+su)^{-1/2}} \, du.
\]

Now let \( s \leq 1 \). Then the right side above is bounded by

\[
cr^{-1/2} \int_0^{1-1/(r-s)} (1-u^2)^{\delta} \, du \leq cr^{-1/2}((r-s)^{-\delta-1} + 1).
\]
But \( \delta \leq -2 \) as \( m = 0 \) and \( r - s \geq 2 \), thus,
\[
|K(s, r)| \leq c(r - s)^{-\delta + 1/2}.
\]

If \( s \geq 1 \), then from (2.3)
\[
|K(s, r)| \leq c r^{-1/2} s^{-1/2} \int_0^{1-1/(r-s)} (1 - u^2)^{\delta} \, du \leq c(r s)^{-1/2} ((r - s)^{-\delta + 1} + 1)
\]
\[
\leq c(r s)^{-1/2} (r - s)^{-\delta - 1}.
\]
Thus combining the two cases \( s \leq 1 \) and \( s \geq 1 \), yields that if \( \delta \leq -2 \), then
\[
|K(s, r)| \leq c(r(1 + s))^{-1/2}(r - s)^{-\delta - 1}.
\]

The step above is the first step in the induction. We now proceed to the induction step itself. Using (2.1)(a), (b), an elementary calculation yields
\[
\frac{d}{du} [u^2 s J_{\alpha+1}(su) J_{\beta}(ru) - u^2 r J_{\alpha}(su) J_{\beta+1}(ru)]
\]
\[
= u^2 (s^2 - r^2) J_{\alpha}(su) J_{\beta}(ru) + u^2 s (j - \alpha - 1 + \beta) J_{\alpha+1}(su) J_{\beta}(ru)
\]
\[
+ u^2 r (-j - \alpha + \beta + 1) J_{\alpha}(su) J_{\beta+1}(ru).
\]

Rearranging terms and dividing by \( r^2 - s^2 \) we have
\[
u^2 J_{\alpha}(su) J_{\beta}(ru) = -\frac{1}{r^2 - s^2} \frac{d}{du} [u^2 s J_{\alpha+1}(su) J_{\beta}(ru) - u^2 r J_{\alpha}(su) J_{\beta+1}(ru)]
\]
\[
+ u^2 s (j - \alpha - 1 + \beta) \frac{(r^2 - s^2)}{J_{\alpha+1}(su) J_{\beta}(ru)}
\]
\[
+ u^2 r (-j - \alpha + \beta + 1) \frac{(r^2 - s^2)}{J_{\alpha}(su) J_{\beta+1}(ru)}.
\]

We now substitute the right side of the equality above in the integrand for \( K(s, r) \). Thus \( |K(s, r)| \) is bounded by the sum of the three terms that follow:

(2.4)
\[
\frac{1}{r^2 - s^2} \int_0^{1-1/(r-s)} (1 - u^2)^{\delta} \frac{d}{du} [u^2 s J_{\alpha+1}(su) J_{\beta}(ru) - u^2 r J_{\alpha}(su) J_{\beta+1}(ru)] \, du,
\]

(2.5)
\[
\frac{s}{r^2 - s^2} \left| (j - \alpha - 1 + \beta) \int_0^{1-1/(r-s)} (1 - u^2)^{\delta} u^{j-1} J_{\alpha+1}(su) J_{\beta}(ru) \, du \right|
\]

and

(2.6)
\[
\frac{r}{r^2 - s^2} \left| (-j - \alpha + \beta + 1) \int_0^{1-1/(r-s)} (1 - u^2)^{\delta} u^{j-1} J_{\alpha}(su) J_{\beta+1}(ru) \, du \right|.
\]

We integrate (2.4) by parts once to get that (2.4) is bounded by the sum of

(2.7)
\[
\frac{1}{r^2 - s^2} \left| (1 - u^2)^{\delta} u^j (s J_{\alpha+1}(su) J_{\beta}(ru) - r J_{\alpha}(su) J_{\beta+1}(ru)) \right|^{1-1/(r-s)}_{u=0},
\]

(2.8)
\[
\frac{2s}{r^2 - s^2} \left| \delta \int_0^{1-1/(r-s)} (1 - u^2)^{\delta-1} u^{j+1} J_{\alpha+1}(su) J_{\beta}(ru) \, du \right|
\]
We first estimate (2.7) by employing (2.1)(c). We first note that because $j \geq 1$, the expression (2.7) vanishes at the lower limit. Thus at the upper limit we easily see that (2.7) is bounded by

$$c(r(1 + s))^{-1/2} \frac{(r - s)^{-\delta}}{(r^2 - s^2)} (r + s) \leq c(r(1 + s))^{-1/2} (r - s)^{-\delta - 1},$$

which is what is required.

We now turn to (2.8) and use the inductive hypothesis. If $\alpha + 1 = \beta$ or $\alpha = \beta$ the inductive hypothesis applies and (2.8) is bounded by

$$\frac{cs(r(1 + s))^{-1/2}}{r^2 - s^2} (r - s)^{-\delta} \leq c(r - s)^{-\delta - 1} (r(1 + s))^{-1/2}.$$  

If $\alpha = \beta + 1$ we use the following recurrence formula [11]:

$$J_{\alpha+1}(su) = \frac{2\alpha}{su} J_\alpha(su) - J_{\alpha-1}(su) \quad (\alpha \geq 1)$$

and break up (2.8) into two pieces by substituting the right side of (2.10) for $J_{\alpha+1}(su)$ in the integrand of (2.8). Thus (2.8) is bounded by

$$\frac{2\alpha}{r^2 - s^2} \left| \delta \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^j J_\alpha(su)J_\beta(ru) du \right| + \frac{2s}{r^2 - s^2} \left| \delta \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^j J_{\alpha-1}(su)J_\beta(ru) du \right|.$$  

The induction hypothesis again applies to both pieces, and we again can conclude that (2.8) is bounded by $c(r(1 + s))^{-1/2} (r - s)^{-\delta - 1}$. Note that $\alpha - 1 = \beta \geq 0$ and so (2.10) is valid.

The analysis of (2.9) is similar. If $\beta + 1 = \alpha$ or $\beta + 1 = \alpha + 1$, the inductive hypothesis again applies. If $\beta + 1 = \alpha + 2$, then we use (2.10) once more, i.e.,

$$J_{\beta+1}(ru) = \frac{2\beta}{ru} J_\beta(ru) - J_{\beta-1}(ru).$$

Using the above we break up (2.9) into a sum of two pieces analogous to (2.8) and apply the induction hypothesis on each piece to get that (2.9) is bounded by $c(r(1 + s))^{-1/2} (r - s)^{-\delta - 1}$.

We now consider (2.5). If $j = 1$, then we have $\alpha = \beta$, and thus $j - \alpha - 1 + \beta = 0$ and (2.5) vanishes. So let $j = 2$. We now have two possibilities, either $\beta = \alpha + 1$ or $\beta = \alpha - 1$. If $\beta = \alpha - 1$, then because $j = 2$, $j - a - 1 + \beta = 0$, and again (2.5) vanishes. Thus we are left to handle $j = 2$ and $\beta = \alpha + 1$. We first write

$$(1 - u^2)^{\delta} = (1 - u^2)^{\delta - 1} - u^2 (1 - u^2)^{\delta - 1}$$

(2.11)
and use the above to bound (2.5) by the following

\[
\frac{2s}{(r^2 - s^2)} \left| \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u J_{\alpha + 1}(su) J_\beta(ru) \, du \right|
\]

\[+ \frac{2s}{(r^2 - s^2)} \left| \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^3 J_{\alpha + 1}(su) J_\beta(ru) \, du \right|.
\]

The induction hypothesis now applies to both pieces and the result follows. We now consider the case \(j \geq 3\). So let \(j \geq 3\) and let \(j\) be odd. Then \(\alpha = \beta\) and thus using (2.11) in (2.5), (2.5) is bounded by the sum of the two expressions

\[
\frac{cs}{(r^2 - s^2)} \left| \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^{j+1} J_{\alpha + 1}(su) J_\beta(ru) \, du \right|
\]

and

\[
\frac{cs}{(r^2 - s^2)} \left| \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^{j+1} J_{\alpha + 1}(su) J_\beta(ru) \, du \right|.
\]

Because \(j - 1\) and \(j + 1\) are both even and \(\alpha = \beta\), the induction hypothesis applies to both pieces and again (2.5) is bounded by

\[
\frac{cs}{(r^2 - s^2)} (r(1 + s))^{-1/2} (r - s)^{-\delta} \leq c(r(1 + s))^{-1/2}(r - s)^{-\delta - 1}.
\]

Thus we are left with considering \(j \geq 4\) and \(j\) even. Since \(j\) is even, \(\beta = \alpha \pm 1\). If \(\beta = \alpha + 1\), then we again use (2.11) to split (2.5) as a sum of two terms, to each of which we apply the inductive hypothesis. If \(\beta = \alpha - 1\), we apply (2.10) and bound (2.5) by a sum of two pieces,

\[
\frac{2\alpha}{(r^2 - s^2)} \left| (j - \alpha - 1 + \beta) \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^j J_\alpha(su) J_\beta(ru) \, du \right|
\]

\[+ \frac{s}{(r^2 - s^2)} \left| (j - \alpha - 1 + \beta) \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^{j-1} J_{\alpha - 1}(su) J_\beta(ru) \, du \right|.
\]

Now split each term above into two terms by using (2.11), to get

\[
\frac{2\alpha}{(r^2 - s^2)} \left| (j - \alpha - 1 + \beta) \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^j J_\alpha(su) J_\beta(ru) \, du \right|
\]

\[+ \frac{2\alpha}{(r^2 - s^2)} \left| (j - \alpha - 1 + \beta) \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^j J_\alpha(su) J_\beta(ru) \, du \right|
\]

\[+ \frac{s}{(r^2 - s^2)} \left| (j - \alpha - 1 + \beta) \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^{j-1} J_{\alpha - 1}(su) J_\beta(ru) \, du \right|
\]

\[+ \frac{s}{(r^2 - s^2)} \left| (j - \alpha - 1 + \beta) \int_0^{1-1/(r-s)} (1 - u^2)^{\delta - 1} u^{j+1} J_{\alpha - 1}(su) J_\beta(ru) \, du \right|.
\]

The induction hypothesis now applies to each of the four terms, and thus (2.5) is bounded by \(c(r(1 + s))^{-1/2}(r - s)^{-\delta - 1}\).
The estimation of (2.6) proceeds in a manner analogous to that of (2.5) and in fact the necessary modifications are obvious, due to the symmetry in (2.5) and (2.6). We have thus completely proved Lemma (2.2). Q.E.D.

**Lemma (2.12).** For $\delta > -1$ and $n \in \mathbb{N}$, $n \geq 2$, let

$$k_{\delta}(s, r) = \int_0^1 (1 - u^2)^{\delta} u J_{(n-2)/2}(ur) J_{(n-2)/2}(us) \, du.$$ 

Then, for $|s - r| \geq 2$,

$$|k_{\delta}(s, r)| \leq c|r - s|^{-\delta - 1}((1 + r)(1 + s))^{-1/2}.$$ 

**Proof.** With no loss of generality assume $r \geq s$. This is because $k_{\delta}(r, s) = k_{\delta}(s, r)$. Moreover because $|r - s| > 2$, it follows that $r > \frac{3}{2}$. Thus $(1 + r) \sim r$. We split the range of integration to get

$$k_{\delta}(s, r) = \int_0^{1-1/(r-s)} (1 - u^2)^{\delta} u J_{(n-2)/2}(ur) J_{(n-2)/2}(us) \, du + \int_{1-1/(r-s)}^1 (1 - u^2)^{\delta} u J_{(n-2)/2}(ur) J_{(n-2)/2}(us) \, du.$$ 

Thus,

$$|k_{\delta}(s, r)| \leq |K(s, r)| + \left| \int_{1-1/(r-s)}^1 (1 - u^2)^{\delta} u J_{(n-2)/2}(ur) J_{(n-2)/2}(us) \, du \right|.$$ 

Since $(r - s) \geq 2$, we may apply Lemma (2.2) to the first term on the right above to get

$$|K(s, r)| \leq c|r - s|^{-\delta - 1}((1 + r)(1 + s))^{-1/2} \leq c|r - s|^{-\delta - 1}((1 + r)(1 + s))^{-1/2}.$$ 

Moreover for $0 < u \leq 1$,

$$(1 + ur)^{-1/2} (1 + us)^{-1/2} \leq u^{-1} (1 + r)^{-1/2} (1 + s)^{-1/2}.$$ 

Thus by Lemma (2.1)(c),

$$|J_{(n-2)/2}(ur) J_{(n-2)/2}(us)| \leq c(1 + ur)^{-1/2}(1 + us)^{-1/2} \leq cu^{-1}(1 + r)^{-1/2}(1 + s)^{-1/2}.$$ 

Substituting this inequality in the second integrand on the right in (2.13), we get

$$\left| \int_{1-1/(r-s)}^1 (1 - u^2)^{\delta} u J_{(n-2)/2}(ur) J_{(n-2)/2}(us) \, du \right| \leq c(1 + r)^{-1/2}(1 + s)^{-1/2} \int_{1-1/(r-s)}^1 (1 - u^2)^{\delta} \, du \leq c(1 + r)^{-1/2}(1 + s)^{-1/2} |r - s|^{-\delta - 1}.$$ 

Thus $c((1 + r)(1 + s))^{-1/2}|r - s|^{-\delta - 1}$ bounds both terms on the right in (2.13). This proves the lemma. Q.E.D.
LEMMA (2.14). Let \( k_\delta(s, r) \) be defined as in Lemma (2.12). Then for \( \delta > -1 \),
\[
|k_\delta(s, r)| \leq c((1 + r)(1 + s))^{-1/2}.
\]

PROOF. Using (2.1)(c) in the integral for \( k_\delta(s, r) \) we see that
\[
|k_\delta(s, r)| \leq c \int_0^1 u(1 - u^2)^\delta(1 + us)^{-1/2}(1 + ur)^{-1/2} du.
\]
Now for \( 0 < u \leq 1 \), \( (1 + us)^{-1/2}(1 + ur)^{-1/2} \leq u^{-1}((1 + r)(1 + s))^{-1/2} \). Thus,
\[
|k_\delta(s, r)| \leq c((1 + r)(1 + s))^{-1/2} \int_0^1 (1 - u^2)^\delta du \\
\leq c((1 + r)(1 + s))^{-1/2}. \quad \text{Q.E.D.}
\]

To prove the next lemma, we need to recall that for the Bessel function of order \( \alpha \geq 0 \), \( |J_\alpha(x)| \leq cx^\alpha \) for \( x \geq 0 \). This may be found in [11].

LEMMA (2.15). Let \( k_\delta(s, r) \) be defined as in Lemma (2.12). Then for \( \delta > -1 \),
\[
|k_\delta(s, r)| \leq c(sr)^{(n-2)/2}.
\]

PROOF. Using the fact that \( |J_\alpha(x)| \leq cx^\alpha \), it follows that
\[
|k_\delta(s, r)| \leq c(rs)^{(n-2)/2} \int_0^1 (1 - u^2)^\delta u^{n-1} du \leq c(rs)^{(n-2)/2}. \quad \text{Q.E.D.}
\]

LEMMA (2.16). Let \( f \) be supported in \( |x| \leq 2 \). Then for \( |x| \geq 4 \),
\[
|T_\delta f(x)| \leq c|x|^{-(n+1+2\delta)/2}\|f\|_{p_0}, \quad p_0 = 2n/(n + 1 + 2\delta).
\]

PROOF. From [9, p. 171]\(^3\), it follows that
\[
T_\delta f(x) = c_n \int_{\mathbb{R}^n} f(y) \frac{J_{n/2+\delta}(|x-y|)}{|x-y|^{n/2+\delta}} dy.
\]
Thus, from Lemma (2.1)(c),
\[
|T_\delta f(x)| \leq c \int_{|y| \leq 2} |f(y)| \frac{d}{d|y|} \left(\frac{|x-y|^{-(n+1+2\delta)/2}}{|x-y|^{n/2+\delta}}\right) dy.
\]
If \( |x| \geq 4 \), then \( |x-y| \approx |x| \). Thus,
\[
|T_\delta f(x)| \leq c|x|^{-(n+1+2\delta)/2} \int_{|y| \leq 2} |f(y)| dy \leq c|x|^{-(n+1+2\delta)/2}\|f\|_{p_0}. \quad \text{Q.E.D.}
\]

3. We now proceed with the proof of Theorem 1.

PROOF OF THEOREM 1. We let \( s = |x|, \ r = |y| \) and \( t = |\xi| \). By Bochner’s formula [9, p. 155],
\[
\hat{f}(\xi) = \hat{f}(t) = c_n t^{-(n-2)/2} \int_0^\infty f(r)J_{(n-2)/2}(rt)r^{n/2} dr.
\]
Moreover,
\[
T_\delta f(s) = c_n s^{-(n-2)/2} \int_0^1 (1 - t^2)^\delta J_{(n-2)/2}(ts)\hat{f}(t)t^{n/2} dt.
\]

\(^3\)Note the statement of the Theorem (4.15) has a misprint.
Substituting the expression for \( \hat{f}(t) \) into that for \( T_\delta f(s) \), we see that

\[
T_\delta f(s) = c_n^2 s^{-(n-2)/2} \int_0^\infty f(r)r^{n/2} \int_0^1 t(1-t^2)\delta J_{(n-2)/2}(ts)J_{(n-2)/2}(tr) \ dt \ dr
\]

\[
= c_n^2 \delta^{-(n-2)/2} \int_0^\infty f(r)r^{n/2}k_\delta(s,r) \ dr.
\]

We first consider the case \( p_0 > 1 \), that is \( \delta < (n-1)/2 \).

We now consider the situation when \( s \leq 4 \). We have

\[
|T_\delta f(s)| \leq c s^{-(n-2)/2} \left( \int_0^8 |f(r)|r^{n/2}|k_\delta(s,r)| \ dr + \int_8^\infty |f(r)|r^{n/2}|k_\delta(s,r)| \ dr \right)
\]

\[
= c s^{-(n-2)/2}(A + B).
\]

By Lemma (2.15) when \( s \leq 4 \) and \( r < 8 \), \( |k_\delta(s,r)| \leq c(r s)^{(n-2)/2} \). Thus,

\[
s^{-(n-2)/2}A \leq c \int_0^8 |f(r)|r^{n-1} \ dr \leq c\|f\|_{p_0}.
\]

Since \( s \leq 4 \), we have

\[
s^{-(n-2)/2}A \leq c s^{-(n+1+2\delta)/2}\|f\|_{p_0}.
\]

Now consider \( s^{-(n-2)/2}B \). Since \( s \leq 4 \) and \( r > 8 \), \( r > 2s \), and thus by Lemma (2.12), with \( 1/p_0 + 1/q_0 = 1 \), we have

\[
s^{-(n-2)/2} B \leq c s^{-(n-2)/2} \int_8^\infty |f(r)|r^{(n-1)/2-\delta-1} \ dr
\]

\[
\leq c s^{-(n-2)/2} \left( \int_0^\infty |f(r)|^{p_0} r^{n-1} \ dr \right)^{1/p_0}
\]

\[
\cdot \left( \int_1^\infty r^{-(1+\delta+(n-1)/2)q_0+n-1} \ dr \right)^{1/q_0}
\]

\[
\leq c s^{-(n+1+2\delta)/2}\|f\|_{p_0}.
\]

Thus for \( s \leq 4 \),

\[
(3.1) \quad |T_\delta f(s)| \leq c s^{-(n+1+2\delta)/2}\|f\|_{p_0}.
\]

We now pass to the case \( s > 4 \). We make a preliminary reduction. Let \( f(r) = f_1(r) + f_2(r) \), where \( f_1(r) = f(r)\chi(r \leq 2) \). Then, by Lemma (2.16),

\[
(3.2) \quad |T_\delta f_1(s)| \leq c s^{-(n+1+2\delta)/2}\|f_1\|_{p_0} \leq c s^{-(n+1+2\delta)/2}\|f\|_{p_0}.
\]

We now estimate \( T_\delta f_2(s) \). We then have

\[
|T_\delta f_2(s)| \leq c s^{-(n-2)/2} \left( \int_2^{s/2} + \int_{s/2}^{2s} + \int_{2s}^\infty |f_2(r)|r^{n/2}|k_\delta(s,r)| \ dr \right)
\]

\[
= c s^{-(n-2)/2}(D + E + F).
\]
By Lemma (2.12) if \( r < s/2 \), \( |k_\delta(s, r)| \leq s^{-\delta - 3/2} r^{-1/2} \). Thus, with \( 1/p_0 + 1/q_0 = 1 \), we have,
\[
s^{- (n-2)/2} D \leq c s^{-(n+1+2\delta)/2} \int_2^{s/2} |f(r)| r^{(n-1)/2} dr
\]
(3.3)
\[
\leq c s^{-(n+1+2\delta)/2} \|f\|_{p_0} \left( \int_2^\infty r^{-q_0(n-1)/2 + n-1} dr \right)^{1/q_0}
\leq c s^{-(n+1+2\delta)/2} \|f\|_{p_0}.
\]

For the integral \( F \), since \( r > 2s \), \( |k_\delta(s, r)| \leq cr^{-\delta - 1} (rs)^{-1/2} \). Thus with \( 1/p_0 + 1/q_0 = 1 \),
\[
s^{- (n-2)/2} F \leq c s^{-(n-1)/2} \int_{2s}^\infty |f(r)| r^{n/2 - 3/2} dr
\]
(3.4)
\[
\leq c s^{-(n-1)/2} \|f\|_{p_0} \left( \int_{2s}^\infty r^{-(n+1+2\delta)q_0/2 + n-1} dr \right)^{1/q_0}
\leq c s^{-(n+1+2\delta)/2} \|f\|_{p_0}, \text{ since } s > 1.
\]

We now consider \( s^{- (n-2)/2} E \). We first break up the range of integration for \( E \) as follows:
\[
s^{- (n-2)/2} E \leq s^{- (n-2)/2} \int_{\{s/2 < r < 2s\} \cap \{|r-s| > 2\}} |f(r)| r^{n/2} |k_\delta(s, r)| dr
\]
\[
+ s^{- (n-2)/2} \int_{\{s/2 < r < 2s\} \cap \{|r-s| \leq 2\}} |f(r)| r^{n/2} |k_\delta(s, r)| dr.
\]

By Lemma (2.14)
\[
s^{- (n-2)/2} \int_{\{s/2 < r < 2s\} \cap \{|r-s| < 2\}} |f(r)| r^{n/2} |k_\delta(s, r)| dr
\]
\[
\leq c \int_{|r-s| < 2} |f(r)| \chi \left( \frac{s}{2} < r < 2s \right) dr
\]
\[
\leq c (f \chi_{H_s})^*(s),
\]
where \( H_s = \{ r: s/2 < r < 2s \} \). Moreover, by Lemma (2.12)
\[
s^{- (n-2)/2} \int_{H_s \cap \{|r-s| > 2\}} |f(r)| r^{n/2} |k_\delta(s, r)| dr
\]
\[
\leq c s^{-(n-1)/2} \int_{H_s \cap \{|r-s| > 2\}} |f(r)| |r-s|^{-\delta - 1} r^{(n-1)/2} dr
\]
\[
\leq \int_{|r-s| > 2} |f(r)| \chi_{H_s}(r) |r-s|^{-\delta - 1} dr
\]
\[
= \sum_{k \geq 0} 2^{-k\delta} \left( 2^{-k} \int_{|r-s| > 2^k} |f(r)| \chi_{H_s}(r) dr \right)
\]
\[
\leq c (f \chi_{H_s})^*(s).
\]

Thus,
(3.5)
\[
s^{- (n-2)/2} E \leq c (f \chi_{H_s})^*(s),
\]
Collecting the estimates (3.1)-(3.5), it follows that

$$|T_k f(s)| \leq cs^{-(n+1+2\delta)/2} \|f\|_{p_0} + c(f \chi_{H_k})^*(s).$$

Thus, letting \(I_k = \{s: 2^{k-1} \leq s < 2^k\}\) and \(H_k = \{r: 2^{k-2} \leq r < 2^{k+1}\}\), we have,

$$\int_{\{s: T_k f(s) > \lambda\}} s^{n-1} ds \leq \int_{\{s: s^{-(n+1+2\delta)/2} \|f\|_{p_0} > \lambda/2c\}} s^{n-1} ds$$

$$+ \int_{\{s: (f \chi_{H_k})^*(s) > \lambda/2c\}} s^{n-1} ds$$

$$\leq c\lambda^{-p_0} \|f\|_{p_0} + \sum_{k=-\infty}^{\infty} \int_{\{s \in I_k, (f \chi_{H_k})^*(s) > \lambda/2c\}} s^{n-1} ds$$

$$\leq c\lambda^{-p_0} \|f\|_{p_0} + \sum_{k=-\infty}^{\infty} 2^{k(n-1)} \int_{\{s \in I_k, (f \chi_{H_k})^*(s) > \lambda/2c\}} ds.$$

By the weak \((p_0, p_0)\) estimate for the Hardy-Littlewood maximal function (note \(p_0 = 1\) is possible) we can majorize the expression above by

$$c\lambda^{-p_0} \left( \|f\|_{p_0} + \sum_{k=-\infty}^{\infty} 2^{k(n-1)} \int_{H_k} |f|^{p_0} dr \right).$$

Thus by bounded overlaps,

$$c\lambda^{-p_0} \left( \|f\|_{p_0} + \sum_{k=-\infty}^{\infty} 2^{k(n-1)} \int_{H_k} |f|^{p_0} dr \right) \leq c\lambda^{-p_0} \|f\|_{p_0}.$$

We are now left to consider the case \(p_0 = 1\) or \(\delta = (n-1)/2\). The only expressions we treat differently for this case are the integrals \(B, D\) and \(F\). The other parts are the same as for the case \(p_0 > 1\). Thus if \(\delta = (n-1)/2\),

$$s^{-(n-2)/2} B \leq cs^{-(n-2)/2} \int_{s}^{\infty} |f(r)| r^{-1} dr$$

$$\leq cs^{-n} \int_{s}^{\infty} |f(r)| r^{-n} dr \leq cs^{-n} \|f\|_1.$$

Likewise,

$$s^{-(n-2)/2} D \leq cs^{-n} \int_{1}^{s^{2}} |f(r)| r^{(n-1)/2} dr$$

$$\leq cs^{-n} \int_{1}^{\infty} |f(r)| r^{-n} dr \leq cs^{-n} \|f\|_1.$$

Now,

$$s^{-(n-2)/2} F \leq cs^{-(n-1)/2} \int_{2s}^{\infty} |f(r)| r^{-1} dr$$

$$\leq cs^{-(n-1)/2} \left( \int_{2s}^{\infty} |f(r)| r^{-n} dr \right) s^{-n}.$$

Recalling that \(s \geq 4\), it follows that

$$s^{-(n-2)/2} F \leq cs^{-n} \|f\|_1.$$

We may now proceed as in the case \(p_0 > 1\). This completes the proof of the theorem. Q.E.D.
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